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Abstract: This paper contributes to a sustainable construction design management approach to
increase the successful renovation rate of existing residential building stock. Indeed, coupling BIM
with mixed reality can speed up and improve the quality of the renovation design processes, because
it can display virtual models of alternative design scenarios superimposed over the existing physical
facility. To this purpose, a sample of technicians was enrolled to test the reliability of this technology.
A prototype was developed that enables cooperation among stakeholders and the implementation
of an efficient workflow. The volunteers carried out real-life tests in a building demonstrator in
Caceres (Spain) and filled in two questionnaires with their feedback. The results showed that an MR-
based platform can involve interested stakeholders in the assessment of renovation design projects,
that speeds up the decision-making process and increases the quality of those projects. Moreover,
technicians can master the technology quickly, provided that it is included in the current renovation
workflow and some technology gaps are covered. However, the main limitations of this study are
that these findings are valid for building renovation design only, and the tests were performed in
a controlled, yet full scale, experimental environment. Finally, this paper deals with a few open
technical issues, such as the efficient alignment of holograms, transformation of BIM models into a
format suitable for mixed reality applications and sharing feedbacks in an on-line repository to foster
collaboration.

Keywords: BIM; building renovation; mixed reality; MR reliability; real-life tests; sustainable design;
user acceptance

1. Introduction

For several years, the Architecture, Engineering and Construction (AEC) domain
has been facing a constant push towards improving the energy efficiency of the existing
residential building stock worldwide. For instance, in recent years, the EU has invested
a lot of effort, both political as well as economical, in implementing policies that will
substantially decrease greenhouse gas emissions as of “80–95% by 2050 compared to
1990”, as per the EU Directive 2012/27/EU [1]. The Directive 2018/2022 of the European
Parliament amending the Directive 2012/27/EU in its premise states that the number of
households that have been converted into energy efficient buildings is still very limited [2].
For this reason, the current renovation rate of existing buildings must increase from 1–2%
to 2–3% per year until 2030 [3,4]. Improving the energy efficiency of buildings has been
recognized by the EU as a driving force for alleviating the fuel scarcity issue and also for
increasing the employment rate continent-wide [4]. It has been assessed that buildings
are responsible for about 40–43% of energy consumption as well as 36% of overall CO2
emissions [5]. As a consequence, an upturn in energy efficiency by at least 33% must be met
by 2030, according to the EU Directive 2018/2002/EU [2]. The urgency of such directives
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and the policies contained therein have been confirmed and reinforced by the recent world-
wide energy crisis [6]. Since the end of 2021, EU observers and columnists have confirmed
that an acceleration in the implementation of the Renovation Wave initiative would be the
best answer to the recent surge in energy prices [7]. Evidence shows that several factors
may hamper the realization of the desired renovation rate goal. On one hand, renovation
design is more challenging compared to designing a new construction, since it requires
considerable efforts in surveying and collecting information regarding the status of the
existing building. On the other hand, renovation activities are carried out by a highly
fragmented supply chain in the construction industry [4]. Furthermore, close collaboration
among several experts is required while assessing the constructability and feasibility of any
technical solution design in response to requests by the owner (e.g., a design layout may
be constrained by the existing building structure, or dedicated interfaces must be defined
between current and renovated technical sub-systems).

Several authors have recognized the added value of combining BIM with Augmented
Reality/Mixed Reality (AR/MR) technologies. Among others, we argue that it fosters
collaboration among the actors involved in the renovation process; it allows users to reach
a deeper level of immersion while assessing the quality of the designed solutions; it allows
design mistakes to be spotted at an early stage rather than during the work execution; and
it enables BIM enrichment by storing information collected during on-site surveys of the
to-be-renovated building [8,9]. The general use cases singled out in the paper written by
Delgado et al. [10] include stakeholder engagement, design support, design review and
training within their overview of the current usage landscape of AR and VR in the AEC
industry. More specifically, BIM and AR/MR can be interfaced to make renovation design
more sustainable, to increase the efficiency of the renovation processes of existing building
stock, to decrease costs and to increase the rate of building renovation [10]. In addition,
BIM and AR/VR have been classified as two of the most critical technologies to enable
the digitization of the construction industry [11]. Basically, advanced visualization tools
such as augmented reality and virtual reality (VR) can be considered potential tools for a
more sustainable building design development since they can lead to the virtualization of
the constructor sector: this can change people’s behavior and improve the efficiency of the
workflow [12].

Empirical studies and tests on realistic case studies targeted to the assessment of the
reliability and user acceptance of AR/MR tools in the AEC industry have been performed
mainly in the fields of construction work execution [13], enhanced communication between
back-office and field staff while performing tasks concerning facility maintenance [14],
besides several studies regarding education and on-site training [15,16]. To the best of the
authors’ knowledge, no empirical study and survey about the application of AR/MR to
facilitate and improve the quality of building renovation design has been carried out. Be-
sides, the scientific literature has stressed some technical challenges that are still hampering
the full realization of an immersive environment to perform renovation design assessment
directly on-site. Among these, we cite the need for the retrieval of technical information
included in the BIM model while navigating on-site [17] and the availability of a quick and
robust alignment of virtual models [18].

Due to the above-mentioned reasons, this paper designed and carried out a survey to
evaluate the reliability and user acceptance of an MR-based building design renovation
assessment process. The tests were performed in a full-scale demonstrator in Caceres
(Spain), where a residential building underwent a controlled renovation process to improve
its energy efficiency as part of an EU research project. To this purpose, a prototype of an
MR-based platform was developed and feedback was collected by means of questionnaires.
The prototype is an IT solution that combines BIM and immersive MR technologies. A web
application helps stakeholders visualize the impact of the planned changes and enables a
collaborative workflow between the architectural team and on-site experts. In addition,
this paper describes how a few technical challenges could be overcome, such as: ensuring
that the virtual model is correctly and constantly superimposed over the real building;
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allowing the selective visualization of holograms representing the relevant components
of a BIM renovation model either to be demolished or constructed; and allowing smooth
interaction among the actors involved throughout the overall renovation process, such as
owners, designers and energy experts. Furthermore, an efficient workflow integrating MR
in a typical building renovation design project is defined.

Section 2 includes the analysis of the scientific background and Section 3 concerns
the methodology. Findings are reported in Section 4 and comments on collected data and
feedback are included in Section 5. Section 6 deals with conclusions, limitations of this
study and suggestions for next research steps.

2. Literature Review
2.1. The Motivation behind Streamlining the Building Renovation Design Phase

Renovation and refurbishment are established methods of solving the problem of
an aged existing stock of residential buildings [19]. These methods may include not
only the repair but also the extension of a household. Although building renovation
feasibility studies have usually focused on economic feasibility and business efficiency,
it has been found that other different issues may arise during the execution process that
could prevent the successful accomplishment of renovation works [20]. The main drawback
of feasibility studies is that they seldom reflect technical factors. Hence, more accurate
pre-evaluation processes must be carried out to reduce any risks connected with technical
aspects. Techniques such as VR and AR can be used for the better visualization of projects
integrated with BIM-like analyses (e.g., structural, energy) for a better understanding by
involved stakeholders [12]. Indeed, immersive environments generated by AR and VR
provide the basis to visualize data in a way that improves the values and facilitates the
use and interpretation of the data, because participants can interact with the geometry
at a real scale [10]. These authors have cited studies regarding a VR system that enables
designers to experience various different designs in realistic scenarios, thus enabling them
to identify qualitative characteristics besides the quantitative analysis. However, this
scenario poses research challenges that the AEC industry has faced to a lesser extent.
First, the implications that new AR displays represent for data visualization in a spatial
context must be investigated; also, efforts are required to investigate the best approaches to
visualize underlying and meta-data related to real-life objects [10]. In agreement with this
point of view, an up-to-date review paper found that the AEC future research agenda on
this field included topics such as improving workflow and data analysis and developing
new technology resources in the area [12]. AR could enable the implementation of a more
sustainable design, because these advanced visualization tools can improve workflow and
data analysis, until people’s behavior changes, e.g., leaner collaboration and more efficient
business meetings, which would help reduce GHG emissions [12]. This challenge resides
in the multi-disciplinary coexistence of specialized skills, techniques and tools, which has
already been investigated regarding the refurbishment and restoration design phases [21].

In conclusion, digital technology can be employed with the aim of streamlining the
management of information and technical knowledge during the design phase. This goal
could include the BIM submission process to local authorities, too. Indeed, governing
bodies, such as building authorities, can use augmented reality, as enabled by a BIM-
based work environment, to support all stakeholders involved in the plan check process to
understand the project much better, thanks to such an advanced visualization [22].

2.2. Applicability of AR/MR in the Renovation of Existing Buildings

Extended reality (XR) is a collective term which groups the whole spectrum of experi-
ences between virtual environments and the real world, that is, from Virtual Reality (VR),
through Augmented Reality (AR) and finally to Mixed Reality (MR). In a VR environment,
the participant–observer is totally immersed in, and able to interact with, a completely
synthetic world [23]. In both AR and MR, on the other hand, virtuality and reality are
combined, but each to a different extent. AR is characterized by digital contents superim-
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posed on the users’ real surroundings, whereas MR totally integrates them, so that users
can interact with both digital and real contents, and these elements too can interact with
each other [24].

The beneficial introduction of mixed reality, which is the specific technology addressed
in this paper, into renovation design management processes was suggested a few years
ago [17]. These authors claimed that the renovation process involves many disciplines to
simultaneously meet requirements concerning architectural, facilities, structural and envi-
ronmental design in order to build a healthy, comfortable and energy-saving environment.
During the implementation of this process, the gathering of feedback is an indispensable
element and is a core element for the decision framework that drives sustainable building
renovations. Indeed, several stakeholders, such as owners and designers, can more easily
be involved in the decision-making process thanks to the adoption of mixed reality. Techni-
cally, they showcased that a user wearing a MR head-mounted display and walking in a
to-be-renovated building could read expected indoor temperature values and airflow rates
resulting from CFD analyses, thanks to the use of HoloLens and a BIM modelling tool [17].
In a follow-up paper, the chance of a selective display of components was discussed [25] too.
The authors argued that the MR experience can make non-professionals understand and
participate in the design process, thanks to the selective selection of specific components of
the virtual model. Moreover, in order to increase the immersive experience further, MR
should include diminished reality, which can either display or remove objects from the real
world [25].

Another research study devoted to make renovation procedures more efficient was
targeted to the assessment of individual components of building technical equipment [26].
In this case, the authors claimed that jointly adopting BIM and virtual reality to assess the
suitability of heat sources in case of building adaptation can improve the administration,
operation and maintenance of technical equipment. Hence, they performed simulations
and numerical analyses to show that thanks to these technologies, the locations and con-
nections of virtual elements in the real environment can be displayed, so as to locate any
incorrectly placed components, and to check the size and length of pipes, elbows, num-
ber and distribution of branches and valves [26]. This approach was deemed as strongly
required in the case of renewable energy sources, due to the relatively high investment
cost for acquiring such systems and the remarkable effort usually required to incorporate
these technology items in existing buildings. For the reasons stated above, solving issues
during the planning stage can save a lot of the budget that would be required in case those
problems were addressed during the following implementation stage.

2.3. Examples of Other Applications of AR/MR in Construction

A further countless number of use cases with great potential for the construction
industry have been detected, among which we cite: visualization of preliminary design,
monitoring of the construction progress, on-site assessment of construction works and
quality checks [27]. Some of these scenarios have been tested at various readiness levels.

Laboratory trials to compare to what extent AR can improve the performance of
workers assembling electric conduits showed that this technology would help not only
construction workers, but also students in their learning process and workers with no
previous specialty skills in construction [13]. More specifically, the authors identified and
involved three groups for this research: construction professionals, construction students
and individuals with no construction experience. They found that all the three groups
completed two construction tasks irrespective of their background thanks to the support of
AR, that focused on the assembly of an electrical conduit in a room, although construction
practitioners performed faster and with higher accuracy [13]. In more complex situations, an
MR-based framework can support collaboration between on-site and back-office personnel
during inspection tasks for facilities maintenance, which poses many challenges such as
addressing the activities involved, retrieving on-site data, managing work orders, localizing
components and accomplishing maintenance works [14]. Feedback and comments shared
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during the collaboration showed that such a framework can lead towards more sustainable
construction as a result of the reduced inspection time, the reduced number of resources
involved in the inspection process, increased quality and decreased reworking and overall,
more efficient processes. Similar evidence was shown by means of lab tests performed
on an innovative platform, called iVR, that proposes a closed loop of communication
between the construction jobsite and constructor offices during the inspection process [28].
A literature survey concerning the execution phase emphasized how critical AR associated
with BIM can become in construction management, with particular reference to building
site inspection [29]. The main benefits concern the detection of information on the progress
of activities; reduction in the workload in the building site that would improve productivity;
and increased reliability in the detection of workspace locations, which were tested in the
case of trench excavation. Even in this phase, VR applications can improve communication
between the different actors (e.g., construction manager, site engineer, jobsite layout planner,
contractor, etc.) involved in the construction jobsite organization [30].

2.4. Technologies Supporting Mixed Reality

Advanced visualization technologies, including augmented reality and virtual re-
ality, have been listed among the ten types of cutting-edge technology that have led to
the new concept in the construction industry known as construction 4.0 [11]. Different
manufacturers have recently introduced MR-enabling devices to the market such as Intel
Realsense Stereo or LiDAR (Intel Corp., Santa Clara, CA, USA), StereoLabs, ZED family
(Stereolabs Inc., San Francisco, NY, USA), Microsoft Azure Kinect DK (Microsoft Corp.,
Redmond, WA, USA), Microsoft Hololens 2 (Microsoft Corp., Redmond, WA, USA), Magic
Leap (Magic Leap Inc., Plantation, FL, USA), ThirdEye (ThirdEye Gen, Inc., Princeton, NJ,
USA). Some of them are head-mounted devices, providing users with a fully immersive
MR experience, others are cheaper extension devices for use in combination with the most
common hand-held displays (tablets, mobiles, etc.). To the best of the authors’ knowledge,
the holographic devices Microsoft HoloLens (Microsoft Corp., Redmond, WA, USA), Magic
Leap (Magic Leap Inc., Plantation, FL, USA) and ThirdEye (ThirdEye Gen, Inc., Princeton,
NJ, USA) are the current technological devices that can truly generate pure and immersive
mixed realities and that are provided with open SDK, and which integrate virtual and real
objects in a head-mounted display.

In order to successfully apply extended reality (XR) technologies on field, full integra-
tion between reality and virtuality, which characterizes MR, is required. This integration
can be achieved in an MR device by means of a set of enabling technologies [31,32], namely:

• Displays: superposition of 3D holograms over real environments (head-mounted,
hand-held, projective);

• Calibration: adjustment of sensor parameters for mapping sensor readings to 3D space
(camera parameters, field of view, sensor offsets, distortions, etc.);

• Tracking: accurate and real-time tracking of the observer within the space (indoor/
outdoor, environment sensing);

• Registration: alignment of the virtual objects over real ones;
• Interaction: ability to capture human gestures or voice commands for an easy and

natural human–machine interaction;
• The first two points require that the camera and the display used for showing holo-

grams in front of an observer be calibrated for mapping the 3D position of real/virtual
objects within the 2D space of the displayed image. Tracking is usually performed via a
hybrid approach, by merging different sensory information and implementing SLAM
algorithms that enable the building and updating of a 3D map representation of the
surrounding space while at the same time localizing the observer within it [33,34]. For
outdoor spaces, the most precise and diffused tracking system available is GPS RTK
that combines GPS localization with additional information inferred using a ground
RTK station in the surroundings. For indoor spaces, where GPS is not available, the
most common combination of sensors is a camera with depth perception (either a
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stereo camera or LiDAR camera) with a proper Inertial Measurement Unit (IMU with
the option of barometer and magnetometer). However, this indoor tracking system
does not provide absolute positions, but just relative ones.

The tracking task is strictly connected to the registration problem that aims to achieve
a precise real-time alignment between virtual and real elements. Due to the absence
of an absolute tracking system, for indoor spaces there is always an unknown offset
between the coordinate system of the virtual model and that of the 3D representation of the
environment. Feature recognition could be exploited for this task when the visible features
can be matched exactly with the virtual model, but this is not always the case, for instance
during building construction. The approaches that are currently adopted for addressing
the registration issue by the commercially available devices, such as Trimble™ XR10 for
Microsoft™ HoloLens, are the semi-manual alignment and the markers-based ones. The
first method consists of aligning any two surfaces in the model with the corresponding
real ones. Then, manual scaling and rotation of a cube is required for fine tuning [18].
This method produces a rough but acceptable alignment, provided that two conditions are
fulfilled. First, the user must be aware of his/her positions in the virtual space; secondly,
he/she must be enabled to visually select any item, even those usually hidden by the other
holograms. Moreover, such an alignment method can only be applied with reference to
virtual elements that have their physical and stable counterpart in the real world. Such a
requirement may be hard to be meet in AEC scenarios that continuously evolve (e.g., during
work progress) and may not offer stable references. The markers-based alignment method
overcomes those issues by aligning the BIM model based on the user position, retrieved by
scanning a real and visible marker, e.g., a QR code, having its virtual replica [35]. Although
the correctness of visual markers’ positions must be verified before each scan, this method
ensures a pretty good model alignment.

As for the last point, the MR device must enable easy and natural user interaction by
exploiting AI (Artificial Intelligence) capabilities: feature detection and tracking, object
recognition, motion tracking, etc., implemented in neural networks embedded in the MR
devices. They are usually fed by the output of image processing algorithms. AI allows
users’ gestures to be captured and enables the detection and tracking of known objects,
thus making the man–machine interface quite transparent and natural.

3. Methodology
3.1. Research Approach

The proposed service for the on-site assessment of renovation works is an MR-based
platform specifically devoted to increasing the efficiency/efficacy of building renovation
design. The short name for this service is ODAVS, which stands for On-site Design Analysis
and Verification Service. This work embraced a quasi-experimental, empirical research
approach to develop an understanding of the reliability and user acceptance observed
using MR for building renovation design assessment [27,36]. The target population is
described in Section 3.2. The development of the prototype is the subject of Section 3.3,
which includes the workflow enabled by ODAVS and technical details concerning the
Web GUI and applications for on-site navigation and renovation design assessment. Then,
ODAVS was tested and studied in real-life settings to assess its current capabilities and
limitations, as reported in Section 3.4. The user acceptance of the developed prototype was
demonstrated in a real-life scenario involving several end-users in the tests and through
interviews used to collect feedback. Finally, data were analyzed as described in Section 3.5.

3.2. Target Population and Sampling Method

Due to the proof-of-concept nature of this experiment, a convenience sampling tech-
nique was used [36]. One of the institutions with whom the researchers partnered in the EU
H2020 project Encore was in charge of carrying out real-life tests to determine the viability
of using the MR-based platform for building renovation design assessment. The institution
is called Junta de Extremadura (JEA) and is based in Caceres, Spain. Participants from
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the institution were chosen based on three criteria. First of all, they were required to have
a technical degree, in order to simulate the behavior of experts or advisors on-site in the
existing building and assessing a renovation project. Another basic requirement was that
none of them be experts in the technology to be tested. Finally, they were chosen based
on their time availability in the allocated two days for the experiments. As a result, eight
volunteers from JEA staff were involved.

3.3. Development of the Prototype

In order to perform the tests, a prototype was built. The architecture of the prototypical
service is based on three loosely coupled components, which are: the web service, the
MR application running on the Hololens device and the mobile NFC scanner used for
the alignment of virtual models. Prior to the description of its components, an overview
of an efficient workflow enabled by this application is provided in Section 3.3.1. Then, a
focus on the web service architecture and its Web GUI is provided in Section 3.3.2; the MR
application and the mobile NFC scanner for the alignment of virtual models are the subject
of Sections 3.3.3 and 3.3.4, respectively. The same web service also supports the transfor-
mation of BIM renovation models into another format suitable for post-processing and
the storage of assessment results of alternative scenarios, in the form of audio annotations.
Furthermore, the technical solution showcased in this paper creates an on-site alignment
of holograms enabled by short-range RFID tags, which overcomes the repeated step of
preliminarily deploying visible tags usually required at every on-site survey.

3.3.1. The Workflow Enabled by the MR Application

ODAVS enables asynchronous cooperation between the design team and experts in
charge of verifying the constructability of some design solutions regarding the energy
renovation of buildings. As depicted in Figure 1, the design team is supposed to create
the model of the current status of the building through a BIM authoring software. Based
on this scenario, a few alternative renovation options can be worked out as BIM models
and assessed in terms of energy performances, which could be the main criteria used to
compare the several options [37]. However, designers must often evaluate constructability
issues prior to moving forward into the engineering phase. One of the reasons might be that
either geometry or technical compliance between some components of the existing building
and the renovated scenario must be verified. Furthermore, in a renovation scenario it is
not infrequent for an architect to gather the opinions of experts (e.g., specialty contractors
in charge of renovation works or technicians). The increased efficiency determined by the
service reported in this paper lies in two aspects. Firstly, the architect and the expert can
even perform their evaluation asynchronously. In fact, once the expert is on-site, she/he can
display every candidate study through the MR headset and align the virtual model over the
real building. During the survey, the expert can attach one or several audio files including
his/her opinions about the key components of every candidate study. Then, the architect
can listen to the audio files at any time. Secondly, the display of the virtual model by means
of the MR tool allows for a direct comparison between the renovated virtual model and the
existing status of the building, thus reaching the highest level of accuracy when comparing
the two different phases of “existing” versus “renovated”. The help provided by ODAVS
becomes even more valid whenever small components are the causes of constructability
issues such as geometric clashes. To the best of the authors’ knowledge, BIM models of
existing buildings developed by surveyors often fail to include small components such
as light switches, sockets and elevator buttons in the correct locations. Research on the
automated detection of those objects is still in progress [38]. As a result, these objects
may cause clashes with new components (e.g., air supply inlets) included in the model of
the to-be-renovated building and an on-site verification through ODAVS can detect such
conflicts at the design process stage.
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3.3.2. Architecture of the MR Application and Web GUI

The key components of the ODAVS architecture are depicted in Figure 2a. File Storage
is responsible for storing the renovation designs uploaded by the architect as IFC datasets,
together with the temporary files produced by the service along the way, along with the
audio files recording the comments made by the on-site experts and uploaded through
the HoloLens MR application. A Database stores metadata about the project the user is
working on, the several renovation scenarios included in each project and the geometrical
information extracted from the IFC files. A RESTful API gives access to all the data
stored using the Database as well as the File Storage, allowing a seamless read–write
interaction between remote units and the ODAVS service, provided that the remote user is
authenticated and has been granted the necessary capabilities. Finally, a Web GUI guides
the user through the intended workflow, again, on condition that she/he matches the
authentication and authorization criteria of each step. An IFC converter is responsible
for taking the IFC dataset uploaded by the user and transforming it. The purpose of
such a transformation is to store the geometrical information separately from the non-
geometrical, logical relationships among the objects modeled in the IFC file. The latter is
indeed recognized as not being suitable for visualizing geometries, especially on devices
with limited resources [39,40]. Thanks to this converter, the geometrical information is
extracted and stored on a separate GLTF file, which is more suitable for being rendered on
handheld or HoloLens devices. Indeed, even though the standardization of the GLTF file
format is relatively recent, it has already become a de-facto standard for 3D visualization
in AR/MR applications, being sponsored and supported with tools and devices released
by major IT companies [41]. The IFC converter acts as a function taking an IFC dataset as
input and returning on one side a GLTF file containing the collection of 3D objects ready to
be downloaded and rendered by the remote MR application, and on the other side a JSON
file describing the “logical” relationships among the objects and the properties as they were
described in the original IFC dataset. The characteristic of the produced JSON file is that it
links the identifiers of each IFC object (e.g., its line number, its IfcGloballyUniqueId, i.e.,
GUID) with the identifiers of 3D objects included in the GLTF file. Having both files in
GLTF and JSON formats as input, the MR application is capable of smoothly rendering
a 3D view of the objects originally contained in the IFC dataset, and, in parallel, it is
capable of reconstructing the tree of relationships among them in order to implement smart
functionalities. For instance, thanks to the information stored in the JSON file, a simple
filtering algorithm may allow the user to show or hide the 3D objects that are associated
with a given IFC Object Type. As another example, when the user of the MR Application
points towards a 3D object, through the mapping between 3D objects and IFC objects
contained in the JSON file, a straightforward algorithm can recover the GUID of the IFC
Object corresponding to the pointed 3D object and use this information to enrich the piece
of BIM represented by the original IFC dataset. The IFC Converter is based upon XbimGltf,
an extension of Xbim. Essentials, a state-of-the-art open-source C# library [42]. In the user
interaction model, an architect should login on to the ODAVS service and create one or
more projects (Figure 2b) by providing some metadata for each of them. Once this step
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has been accomplished, she/he can create one or more renovations scenarios and associate
them with a project. In this respect, the project acts as a folder containing several alternative
renovation scenarios conducted by the architect and her/his team. For each study, the
user provides the relevant metadata and uploads an IFC dataset including the model of
the renovated scenario as the result of the exported BIM model performed by an architect
working in a BIM authoring tool. When confirming and saving the study, the IFC dataset
is passed to the IFC Converter, which in turn stores the GLTF and JSON files generated
from it, and links them to the study itself. In this way, for each study, the user has access, at
any moment, through the WEB Gui or via the RESTful API, to three files: the original IFC
dataset, the 3D representation contained in the GLTF file as well as the tree of IFC objects
and properties represented in a JSON file.
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Figure 2. ODAVS architecture (a) and the architect Web GUI (b).

While the ODAVS Service supports both IFC 2 × 3 and IFC 4 datasets without any
special requirement, in order to facilitate interaction with the user, it assumes objects
from a custom IFC family called “RFID” might be present, to denote the position in the
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original building of NFC tags used to align the tool, as later described in Section 3.3.4.
Such objects could be tiny boxes or circles, denoting the fact that token-style NFC tags or
smart cards with NFC tags are used inside walls or next to electric switches of the facility
to be renovated. The use of such tags is emerging as a technology enabling the smart
management of buildings and infrastructures throughout its entire lifecycle [43,44], and
this motivated their use in ODAVS to ease remote collaboration between the architect and
the on-site expert wearing the MR application.

If the IFC datasets uploaded with each renovation study make use of the special IFC
family named RFID, the architect has the opportunity to use the Web GUI (see Figure 2b)
in order to build a registry of NFC tags embodied in the building to be renovated. The set
of NFC tags is intended to be shared by all the renovation options contained in a given
project. For each of the NFC tags, the user associates the universal identifier (UID) of the
latter with the GUIDs of the IFC Objects having RFID family and representing the NFC tag
within the uploaded IFC datasets, as well as a short textual description to better identify
the tag itself. In principle, each NFC tag can be linked to several different GUIDs, one
for each alternative renovation study. This registry of NFC tags and the relation with the
IFC Objects will be used later by the mobile NFC scanner and by the AR/MR application,
during the model alignment task.

Concerning the Web GUI structure depicted in Figure 2b, it provides a Web user
interface organized as a set of entity types, each containing pieces of information called
entities supporting the aforementioned workflow. For each entity, four basic operations are
possible through the Web GUI: adding a new entity, changing or deleting an existing entity
and listing all or some of the entities of any given entity type. For each entity type, the links
to the “Add” and “Change” operations are made available. Looking at the Web GUI from
top to bottom, in the “Authentication and Authorization” section the entity types named
Groups and Users are included. They allow the administrator to control the list of users
with access to any entity type of the platform. They can limit the list of operations for a
specific user or set of users. Through such entities, the platform implements a standard role-
based access model for authorization, while authentication is based on standard password
verification for each user. In the “IFC_TO_GLTF” section of the Web GUI, the entity type
named “Transforms” keeps track of each request a user may have made to transform an
IFC file into a GLTF one. In the “NFC section”, the entity type “NFC Tags” keeps track
of all the serial codes of the RFID deployed in the buildings where ODAVS is going to be
used, while the entity type “NFC readings” stores the relevant information of each RFID
scan operation completed using the Mobile NFC scanner. In the “Workflow” section it
is possible to find the core entity types of the ODAVS workflow. In particular, in “User
Details” the administrator can associate a regular User with extra information concerning
the usage of ODAVS, e.g., what projects are available to a given user. By means of entity
types “Folders and Expressions”, the administrator can customize the list of IFC Object
Types that can be shown or hidden through the interface of the MR App (e.g., furniture,
systems, envelope). The entity type “Project” stores relevant metadata for each renovation
project worked out within ODAVS, while the entity type “Study” stores further metadata
for each candidate study to be assessed using ODAVS as well as their IFC attachments and
can link them with the GLTF and JSON files generated using the “Transform” entity type.
Finally, the “Comment” entity type contains the collection of annotations and comments
uploaded by the user during the on-site survey through the MR App.

3.3.3. The On-Site MR App

The MR application for Microsoft HoloLens was developed under Unity3D 2019
environment with Microsoft Visual Studio 2019 (Microsoft Corp., Redmond, WA, USA)
and Mixed Reality Toolkit (MRTK) for Unity (Unity Technologies, USA). The on-site app
is a client for the RESTful API that hosts all the information used and produced by it. As
reported in Section 3.3.2, at least one project and one study must be loaded via the Web
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GUI into the server and the corresponding IFC files must be converted into a pair of files: a
3D model in GTLF format and a JSON document.

The assessment task starts as soon as an expert is on site and establishes Internet
connectivity. Then, he/she puts on the MR headset, logs into the device and runs the
app. At this time, a virtual menu (Figure 3a) appears in front of the user allowing them to
retrieve the available projects and renovation studies that can be assessed on-site. The user
is then able to switch across different alternative options by selecting the desired project
(Figure 3b) and, within it, the desired study (Figure 3c). After the selection of the study,
the MR app queries the RESTful API for the related information (GLTF and JSON files).
Once the download has been completed, the “Assessment menu” pops up (Figure 3d) for
managing the loaded model that is not yet displayed on the MR app. This menu is made of
several virtual buttons that allow the user to manage the model, to align it via RFID tags
and to hide/show specific IFC categories of objects, which are outlined in Table 1.
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options (b) and study options (c); the virtual menu to navigate on-site (d) and to attach an audio
comment to an IFC object (e).
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Table 1. List of buttons of the “Assessment menu” and related functions.

Icon Label Function
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By means of the buttons in the rightmost two columns of the menu in Figure 3d, any
components corresponding to IFC types can be hidden/shown in order to keep visible only
those parts of the renovation options that are useful to perform the assessment task and
to hide objects that may obstruct the observer’s view from other parts of the model to be
assessed.

Moreover, every component of the virtual model can be selected by gazing at it and
performing an “air tap” gesture. Once the object is selected, a new virtual menu is shown
(i.e., the “Recording menu” of Figure 3e), that enables the user to record a voice comment
as an audio file. As soon as the recording phase is over, the file is sent to the RESTful
API along with the GUID of the object to which it must be attached, and it is shown as an
available file on the right side of the “Recording menu”. As a result, the final assessment of
a study will consist of a set of audio files attached to IFC elements that can be played back
either on site by the experts, using the MR application, or off site and asynchronously by
any members of the design team, using the WEB Gui.

3.3.4. The Alignment Tool

In this paper, the Microsoft™ HoloLens 2.0 (Microsoft Corp., Redmond, WA, USA)
device was adopted for addressing all the above MR requirements, except for the regis-
tration, for which a new approach for the alignment of virtual BIM models over reality is
suggested. The solution presented is based on the use of short-range RFID tags, which can
be kept embedded in building components, irrespective of the building layout evolution,
or even the replacement of minor building components due to regular maintenance. As
compared with the manual alignment method, the new method can be applied even if the
virtual elements do not have their physical and stable counterparts in the real world. As
compared with the marker-based approach, the new method is less demanding because it
does not require QR code labels to be affixed in the building and to be made visible prior to
every survey. The MR application for HoloLens was developed using the Unity3D 2019
environment with Microsoft Visual Studio 2019 (Microsoft Corp., Redmond, WA, USA)
and Mixed Reality Toolkit (MRTK) for Unity (Unity Technologies, USA), together with the
wide set of available libraries provided by the community.

With reference to Section 2.4, the registration problem consists of keeping the holo-
grams aligned with actual objects in the existing building in real time. This objective is
achieved by means of the tracking capability of the MR device, together with an offset elimi-
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nation procedure (that we call model alignment) that must be implemented for each specific
model. The approach for model alignment reported in this paper solves this problem by
using RFID tags together with a handheld device (e.g., a smartphone) capable of reading
RFID tags. We assume such tags have been previously and once and for all embedded in
the building (e.g., during the construction or in the first on-site survey) and can also be
embedded in building components, thus making them invisible and persistent. In addition,
this approach overtakes the need for having the real counterpart of a virtual element, which
is compulsory for the manual/semi-manual alignment methods, as described in Section 2.4.
This improves and generalizes the alignment process both in terms of efficiency and quality
of results.

The RFID used for this purpose are short range NFC tags compliant with ISO 14443,
HF, MIFARE standard. They can be read/written with NFC enabled handheld devices
within a 0.04 m range, depending on the geometry of the antenna and on the reader’s
configuration. This reduced reading distance allows for the precise localization of the tag
inside a component. This operation is supported by the handheld device Mobile NFC
scanner that exploits the Web NFC API for reading the information stored in the NFC tags.

Alignment of models with the physical world is carried out by means of a visual
localization of the handheld device that reads a tag and calculates its relative position
with regard to the model (Figure 4). The offset between its position in the model and its
actual position is used for aligning models over the physical world. When the Mobile NFC
scanner detects an NFC tag, it sends a request to the RESTful API to save a new NFC read
event. The latter stores the UID read from the NFC tag together with the date and time
of the reading event. If the communication with the RESTful API is successful, a target
image is shown on the display of the Mobile NFC scanner that is recognized by the MR
application that precisely and rapidly localizes it by exploiting the capabilities of available
AR engines, such as OpenCV or Vuforia. In our application we embedded the latter.
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In general, the image tracking algorithm is based on a Feature Extraction method (e.g.,
SIFT, SURF, ORB description–extraction algorithms) that consists of two phases: feature
points detection and descriptor–extraction for the detected feature points. For each frame F
acquired by the camera, given an arbitrary target image I, the image tracking algorithm
consists of [45]:

1. Extraction of features from the target I (only during the initialization phase) producing
the target object (including image, feature, descriptor);

2. Extraction of features from the frame F producing the frame object (including image,
feature, descriptor);
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3. Matching of feature points: by searching for the nearest neighbor from each element
of a set of descriptors to the other set. Outliers must be removed to minimize false
positive matches (e.g., by the ratio test);

4. Homography estimation and refinement: estimates the homography matrix that will
bring points from a target image I to the frame F coordinate system by also filtering
out geometrically incorrect matches [46];

5. Transformation of the target corners to the frame coordinate system to obtain target I
location on the frame image F;

6. Estimation of the 3D pose of the target I: only its center i is relevant for performing
the alignment and, with MR headsets, this mapping can be directly performed by
raytracing the 2D image center into the spatial map (3D mesh) of the environment.

Since the detected distance from the observer is highly sensitive to scale variations
of the target image, only the observer direction is used from image detection and the
actual distance is measured by exploiting the raytracing capability of the MR headset.
The resulting position is then always snapped to the observed surface. The alignment
procedure based on NFC tags assumes that at least two IFC elements of the RFID family
have been placed in known positions in the BIM model of the building with their UID as
an attribute. For the sake of simplicity, but without loss of generality, the model is assumed
to be horizontal since the inertial sensors of the MR headset are usually accurate enough to
ensure this. Therefore, there are just four remaining degrees of freedom to align the model
with reality: three for translation and one for rotation around the vertical axis. This implies
that just two reference points are enough to perform alignment: the first point enables the
translation of the model and the second one is used for rotating it.

At the beginning, the loaded model is placed in position P with respect to the right-
handed reference system of the MR device. When the image target is visually detected
for the first time, its position in space i1 is returned by the MR headset and the handheld
device sends the UID of the NFC tag UID1 to the server to match it with the model and
retrieve the position in space of the corresponding tag t1. Since the two positions should
overlap, the first alignment operation is a translation of the model by the detected offset i1
− t1:

P′ = P + (i1 − t1) (1)

Then, the user looks at the second image target in position i2 at which the NFC tag
with UID2 is placed. This UID matches with the tag in position t2 in the model. The

distance vectors among the couple of image targets in reality i21
de f
= i2 − i1 and the couple

of tags in the model t21
de f
= t2 − t1 are then exploited to determine the rotation that also

overlaps the second tag. The horizontality assumption allows us to project them to the
horizontal plane and to perform just a rotation around the vertical axis. By denoting the
projections of vectors i21 and t21 on the horizontal plane with i21 and t21, and by defining

their unit vectors i
de f
= i21/ ‖ i21 ‖ and t

de f
= t21/ ‖ t21 ‖ respectively, the rotation matrix

that rotates i onto t by a counter clockwise angle θ is given by:

R =

c −s 0
s c 0
0 0 1

 (2)

where v
de f
= i× t is the cross product of the two unit vectors with module s

de f
= ‖ v ‖= sinθ,

c
de f
= i · t = cosθ is the dot product of the two unit vectors. Since the two vectors are

applied to a common point i1 = t1 generally not placed at the origin, this pivot point
must be placed at the origin before rotation by applying translation P′′ = P′ − t1, then
the model must be rotated with rotation matrix R (eventually regularized by the use of
the corresponding quaternions), and at the end it must be translated back to the original
position by P′ = P′′ + t1. Due to unavoidable uncertainties, the distance between the image
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targets will always be slightly different from that between the tags in the model. Once the
planes containing the tags and that containing the image targets overlap, the two remaining
degrees of freedom are used to fine-tune the position of the model by moving it along this
plane in order to minimize the distance among the two couples:

P′′′ = P′ + (i2 − t2)/2 (3)

In order to avoid any unnecessary computational burden, for the implementation in
the game engine, all the transformations are performed on a not rendering dummy game
object and, only at the end of the alignment, are they applied to the building model. In case
more than two reference points are detected, the procedure can be repeated by considering
the most significant couple of tags (e.g., the last two or the farthest). A regression approach
can also be implemented for progressively refining the alignment when many tags are
considered simultaneously.

3.4. Data Collection Method

The eight volunteers chosen for the experiment attempted to perform the assessment
of two renovation projects in two consecutive days. This allowed us to make a comparison
of the performances between the two days, too. These tasks were carried out in a realistic
environment provided by JEA. JEA owns two demonstrator housings, called “pattern
housing” and “experimental housing”; in this case the latter was used to test the technology.
The validation concerned two renovation options suitable for the experimental housing
where the tests took place. Prior to the execution of tests, the eight volunteers were involved
in a training session that was managed by one researcher from JEA and two researchers
from the Polytechnic University of Marche, all skilled in the procedures and technology
to be tested. The training session left the volunteers free to become familiar with the
technology. As a result, during the tests they could use the MR App with no interference
from the expert operators and a frank account could be recorded on the perceived usefulness
and perceived ease-of-use of the technology, without being affected by any bias or other
external variables. Finally, at the end of each day, each participant was asked to answer a
questionnaire about the technology experience. The questions are listed in Tables 2 and 3,
while demographics and answers to open-ended questions are included in Tables 4 and 5,
and they will be discussed extensively in Section 4. The experimental facilities managed
by JEA and built with construction features, surfaces and materials typical of the social
housings of Extremadura are depicted in Figure 5a.
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Table 2. Questionnaire no. 1 and descriptive statistics of the collected answers on day 1 as a result of the assessment of the first renovation option.

ID Question Mean Variance St. Dev. Min Max Median Range No. of Answers

1 Do you think that the new ventilation system included in the renovation
design is executable and well-integrated in the building? 2.25 1.36 1.16 1.00 4.00 2.50 3.00 8

2
Do you confirm that the location of the communication cables and sensors
placed on the walls will not hamper the usability of the room and/or the
regular use of other appliances?

2.38 1.70 1.30 1.00 4.00 2.50 3.00 8

3 Do you agree with the location of air inlets integrated in the ceiling? 2.63 1.41 1.19 1.00 4.00 3.00 3.00 8

4 Do you think that the arrangement of air ducts and electric/communication
cabling above the ceiling is executable by technical crews? 3.13 0.70 0.83 2.00 4.00 3.00 2.00 8

5 Do you confirm that the new partition will not interfere with existing objects
and can be executed as it was designed? 1.63 1.41 1.19 1.00 4.00 1.00 3.00 8

6 Do you think that the air duct clamps have been placed and fixed at the right
locations on the bottom surface of the floor above the ceiling? 2.50 0.57 0.76 1.00 3.00 3.00 2.00 8

7 Do you feel comfortable with the hand-gesture used to open the MAIN menu? 2.75 1.36 1.16 1.00 4.00 3.00 3.00 8
8 Is the selection of any item on the menu easy to locate and to click? 2.25 1.93 1.39 1.00 4.00 2.00 3.00 8

9 Is the “hide” function of the menu useful in performing the assessment and in
checking technical solutions included in the renovation design? 2.88 0.98 0.99 1.00 4.00 3.00 3.00 8

10 Do you feel comfortable with the “recording of comments” function to
provide the assessment during your visit on-site? 2.75 0.79 0.89 1.00 4.00 3.00 3.00 8

11 Were the holograms that were displayed stable while wandering throughout
the building so as to make you feel well immersed in the virtual mock-up? 2.63 0.55 0.74 1.00 3.00 3.00 3.00 8

12 Was the visualization of the holograms flickering? 1.75 0.79 0.89 1.00 3.00 1.50 2.00 8
13 Was the visualization of holograms clear at a close distance (<1 m)? 3.50 0.29 0.53 3.00 4.00 3.50 1.00 8
14 Was the visualization of holograms clear at a longer distance (>2 m)? 2.25 1.07 1.04 1.00 3.00 3.00 2.00 8
15 Do you think that the headset is comfortable and easy to wear? 3.00 0.57 0.76 2.00 4.00 3.00 2.00 8
16 Does the visualization get pixelated? 1.38 0.55 0.74 1.00 3.00 1.00 2.00 8
17 Was the field of view wide enough? 2.25 1.36 1.16 1.00 4.00 2.00 3.00 8
18–22 Demographics and open-ended questions (Tables 4 and 5)
23 Your opinion is important 8.00 1.43 1.20 6.00 10.00 8.00 4.00 8
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Table 3. Questionnaire no. 2 and descriptive statistics of the collected answers on day 2 as a result of the assessment of the second renovation option.

ID Question Mean Variance St. Dev. Min Max Median Range No. of Answers

1 Do you think that the replacement of the windows and their resizing are
suitable for the building? 2.75 0.79 0.89 1.00 4.00 3.00 3.00 8

2 Do you confirm that the sun shading systems have been properly sized and
placed on the façade of the building? 3.50 0.29 0.53 3.00 4.00 3.50 1.00 8

3
Do you agree with the decision to apply an external coating on the north
façade and do you think that the overall thickness of the new wall is
acceptable?

3.25 0.21 0.46 3.00 4.00 3.00 1.00 8

4 Do you think that the electric window openers installed on the south façade
are executable and will not damage the existing frame/wall interface? 2.38 1.70 1.30 1.00 4.00 2.50 3.00 8

5 N.A. - - - - - - - -
6 N.A. - - - - - - - -
7 Do you feel comfortable with the hand-gesture used to open the MAIN menu? 3.00 1.14 1.07 1.00 4.00 3.00 3.00 8
8 Is the selection of any item on the menu easy to locate and to click? 3.00 1.14 1.07 1.00 4.00 3.00 3.00 8

9 Is the “hide” function of the menu useful in performing the assessment and in
checking technical solutions included in the renovation design? 3.25 0.50 0.71 2.00 4.00 3.00 2.00 8

10 Do you feel comfortable with the “recording of comments” function to
provide the assessment during your visit on-site? 3.13 0.98 0.99 2.00 4.00 3.00 3.00 8

11 Were the holograms that were displayed stable while wandering throughout
the building so as to make you feel well immersed in the virtual mock-up? 3.00 0.29 0.53 2.00 4.00 3.00 2.00 8

12 Was the visualization of the holograms flickering? 1.38 0.55 0.74 1.00 3.00 1.00 2.00 8
13 Was the visualization of holograms clear at a close distance (<1 m)? 3.38 0.84 0.92 2.00 4.00 4.00 2.00 8
14 Was the visualization of holograms clear at a longer distance (>2 m)? 2.13 0.98 0.99 1.00 3.00 2.50 2.00 8
15 Do you think that the headset is comfortable and easy to wear? 3.13 0.41 0.64 2.00 4.00 3.00 2.00 8
16 Does the visualization get pixelated? 1.38 0.55 0.74 1.00 3.00 1.00 2.00 8
17 Was the field of view wide enough? 2.38 1.13 1.06 1.00 4.00 2.50 3.00 8
18–22 Demographics and open-ended questions (Tables 4 and 5)
23 Your opinion is important 8.63 0.84 0.92 7.00 10.00 9.00 3.00 8
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Table 4. Demographics of the respondents.

Characteristics Number (%)

Age
Younger than 30 3 (37.5)
Between 30 and 50 5 (62.5)
Degree
Master’s Degree 8 (100.0)
Job
Architect–Energy expert 4 (50.0)
Building Engineer 2 (25.0)
Telecommunication engineer 1 (12.5)
Developer of research projects 1 (12.5)

Table 5. Answers to open-ended questions.

ID Suggestion Frequency Percentage (%)

1 The brightness of the virtual model should be increased to be able to see
the model even in poorly lit rooms 4 16.0

2 When selecting an element, a drop-down menu should pop-up to display
alternative options for that component 4 16.0

3
The selection of an option on the virtual menu is not that reliable,
because sometimes it fails and must be repeated, and its relocation
should be made easier too

4 16.0

4 The selection capabilities of building components should be refined, such
as querying even single parts or the properties of a component 4 16.0

5 The maximum duration of recordable comments should be increased in
order to include more information and clarifications 2 8.0

6

The display of components of the virtual model should be in different
colors according to the construction phase they belong to, so as to be able
to display components according to the order in which they will be built
or installed

2 8.0

7 The system should display even technical information resulting from
energy analyses 1 4.0

8 The virtual hand is not perfectly aligned over the real hand, which
sometimes reduces the accuracy of selection on the virtual menu 1 4.0

9 This system could be even more useful for clients than for technicians 1 4.0
10 The field of view should be wider 1 4.0

11 A function to simulate the movement of operable components (e.g.,
windows with electric openers) should be available 1 4.0

Total 25 100.0
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The two renovation alternatives were developed and uploaded on ODAVS as IFC files
exported from Autodesk RevitTM. Two different sets of renovation actions were assigned
to each of them, so as to increase the variety of situations in which any volunteer would
operate and test his/her ability to properly use the system during the validation phase.

The first renovation alternative is partially depicted in Figure 5b and concerns four
main renovation actions. The first one is the installation of a mechanical air supply system
to serve both the ground and the first floor of the building. This new system requires the
installation of another new component, that is, the ceiling to enclose such air supply systems
and to hold air inlets and other units. In addition, a new partition was hypothesized in the
north-facing rooms on the ground and first floors, that is, the facade of the building located
in the forefront in Figure 5b. The last action concerns the installation of sensors on the inner
side of the south-facing envelope to track air quality in the building.

The second renovation alternative concerns the installation of electronic window
openers and sun shading systems on the inner and outer side, respectively, of the south
facing external wall, which is in the forefront of the picture shown in Figure 5c. Moreover,
north facing windows were resized, as is visible in the same figure, and an external coating
will be installed on both the south- and north- facing walls, which will increase the overall
thickness as a consequence.

The range of renovation actions included in the aforementioned scenarios was deter-
mined in such a way to encourage a few inferences from the volunteers joining on-site tests.
They were expected to be able to assess the executability of these solutions because they
concern an existing building. In addition, they could detect constructability issues, such as
spatial clashes or technical incompatibilities between the components of the design model
and the components in the existing building. Finally, assessments were expected to arise
regarding the display quality of a virtual model over imposed on real components and the
usability of the MR application.

Three main tasks were carried out on the first day:

1. Set-up of ODAVS and uploading of the renovation alternative no. 1 (Figure 5b),
performed by the researchers from the Polytechnic University of Marche;

2. A training session involving the eight volunteers, jointly led by the three experts in
the technology;

3. Execution of the first session of real-life tests, concerning the renovation alternative
no. 1, when every volunteer was asked to assess such a model on their own by using
the MR Application.

Finally, once a volunteer accomplished their task, he/she was asked to fill in ques-
tionnaire no. 1, the questions of which are included in Table 2. It is noteworthy that this
questionnaire was split into four groups. The first group consisted of questions numbered
from no. 1 to no. 6 concerning their opinions about the technical features of the renovation
model to be assessed. The purpose of this group was to check whether ODAVS worked
well and was clear enough to allow the volunteers to understand the model while survey-
ing on-site. The second one consisted of questions numbered from 7 to 10 plus question
no. 15 and concerned the ease-of-use of the system. The third group of questions included
questions from no. 11 to 14 plus questions 16 and 17. The purpose of this third group was
to obtain a frank account of the quality of the displayed holograms. The fourth group of
questions consisted of the open-ended questions no. 18 and 19 that collected comments,
along with question no. 23 asking for an overall score of the technology. Finally, questions
no. 20, 21 and 22 are not shown in Table 2 because they do not concern ODAVS, but rather,
they gathered data about the volunteers’ age range, degree of education and current job.
The scores provided as answers consisted of a four-point Likert scale, that ranged from
“Disagree” to “Strongly agree”. In order to work out descriptive statistics, every point of
this scale was matched with a number between 1 and 4. In particular, the points of the
Likert scale ranging from “Disagree”, through “Neutral”, “Agree” and “Strongly agree”
matched with the numbers 1, 2, 3 and 4, respectively. Every answer was collected in
real-time on a dedicated on-line service.
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Then, on the second day two additional main tasks were carried out:

1. Set-up of ODAVS and uploading of the renovation alternative no. 2 (Figure 5c),
performed by the researchers from the Polytechnic University of Marche;

2. Execution of the second session of real-life tests concerning the renovation alternative
no. 2, when every volunteer was asked to assess such a model on their own by using
the MR Application.

In the second questionnaire, the first group consisted of four questions, which con-
cerned the opinions of the respondents regarding the technical features of the second model
to be assessed. The remaining questions were placed from no. 5 to no. 21 and had the same
phrasing and grouping as the questions numbered from 7 to 23 in the first questionnaire
(Table 3).

3.5. Data Analysis Strategy

The reliability of the answers collected was assessed by means of the Cronbach coeffi-
cient alpha indicator applied to the subset of questions strictly concerning the topic “ease
of use” of the system [47], which were numbered from 7 to 10 plus 15 in both question-
naires. It was worth carrying out an in-depth analysis of this subset of questions because
it can express the quality of the relationship between operators and the MR application.
Technically, Cronbach’s alpha measures the inter-item correlation among the measurement
items and is computed by correlating the score for each scale item with the total score for
each of the eight observations provided by every survey respondent, then comparing that
with the variance for all individual item scores. In case we have k scale items, a variance σ2

yi

is associated with each item i and σ2
x refers to the variance associated with the observed

total scores, the alpha coefficient is computed as [48]:

α =

(
k

k− 1

)
·
(

1−
∑k

i=1 σ2
yi

σ2
x

)
(4)

The estimation was performed by means of the “psy” package of the R Project for
Statistical Computing.

Then, two separate descriptive statistics were worked, in order to obtain one set of
results for each experimental day. These statistics included mean value, variance, standard
deviation, lowest and highest values, median and range of the scores collected in each of
the questions evaluated through the Likert scale.

Finally, a Wilcoxon rank test was performed on the two paired samples represented by
answers numbered from 7 to 10 along with answers to question no. 15 in both datasets, in
order to confirm or reject the null hypothesis stating that “the score assigned by respondents
and concerning the ease-of-use of the system on the first day is the same as the score
assigned on the second day” [49].

4. Result of Findings

Within task no. 1 on day 1 (Section 3.4), the two researchers performed the alignment
of the virtual model in two steps. First, they displayed the BIM model including the
renovation alternative no. 1 and queried the model for all the entities that belonged to the
“QR Code” family. Secondly, a tag was placed in the demonstrator at the same locations
where it was found in the BIM model, as depicted in Figure 6a,b which includes the plan
views of the BIM model. In these figures every tag is labelled by the word “tag”. Two of
the tags installed on the first floor are shown in the front view of Figure 6c (referenced by
Figure 6b) and labelled by the GUID and they were assigned in the exported IFC file of
the model. This setup allowed the team to align the model of the renovation alternative
no. 1 over the real building thanks to the implementation of the approach reported in
Section 3.3.4.
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Figure 6. Plan view with the locations at which the tags were placed on the ground (a) and first (b)
floors and pictures of two tags installed on the first floor (c).

The second task concerned the training of volunteers. The purpose of this task was
to teach volunteers how to use the MR Application. The training sessions started with a
general overview of the ODAVS components, and in particular, the MR Application. Then,
the team of experts showed all the volunteers how to use hand gestures to open the main
menu and to start the MR Application. Moreover, they became familiar with the model of
the renovation alternative no. Some additional clarifications were provided about the main
options of the virtual menu of the MR Application and about how every feature could be
used during the assessment.

Then, every volunteer was asked to perform the assessment of the first renovation
option on their own. During this task they were not helped by experts. Each person was
encouraged to visit the whole ground floor of the building, to navigate the virtual model
and to record at least one audio comment about at least one of the components affected by
the renovation option under assessment (Figure 7a,b). This task took about 2 h and 30 min
to be accomplished by all the volunteers, who were able to record and upload twenty-one
comments using the MR Application. Eighteen out of the twenty-one comments were valid.
The remaining ones were either empty or too noisy to be understood. This means that
more than 85% of the audio files were recorded correctly. Figure 8a depicts a screenshot of
the first-person view of one of the volunteers while using the MR Application to record
a comment concerning the position of air inlets. In this case, a portion of the ceiling had
been hidden by the volunteer in order to display the path of ducts to be installed in the
ceiling. Prior to recording the comment, the user had selected the component interested
by that assessment. Thanks to this action, every comment saved in the ODAVS platform
was kept linked with the component it was referred to. Finally, every volunteer filled in
questionnaire no. 1 (ref. Table 2).
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The first task planned on the second day was performed in the same way as on the
first day, with the exceptions that this assessment concerned the renovation alternative
no. 2 reported in Section 3.4 and was performed on the first floor of the demonstration
building. No training was executed on this second day. The assessment that took place on
the second day was performed using the same rules as on the first day but took just over
one hour. Hence, every volunteer proved to be more skilled and comfortable in the use of
the technology than on the first day.

It is important to point out that assessing the second renovation study was more
challenging than assessing the first one, because it included either minor renovation ac-
tions or changes integrated in existing components; hence, their visualization was more
challenging. One example is the external wall coating and resizing of windows that could
be seen through the windows’ glazed panels (Figure 8b): in this case, half of the opening
occupied by the existing window will be replaced by a new wall, whose cross section is
visible beyond the glass of the existing white framed window. Another example is the
sun-shading system that is placed on the outer surface of the envelope. As a result of the
overall assessment, ten audio files out of thirteen were successfully recorded (77%) and
totally audible. Finally, every volunteer filled in questionnaire no. 2 (Table 3).

The feedback collected from questions 20–22 (see Table 4) concerned the demographic
characteristics of the respondents and told us that all the volunteers who joined the survey
had a master’s degree in a technical subject, such as engineering or architecture. Seven
out of eight were employed as technicians (87.5%), such as an engineer or architect. The
remaining one was employed as a developer of research projects (12.5%). Three of them
were younger than thirty years old (37.5%), while the age of the other five people fell
between thirty and fifty (62.5%).

Both Cronbach’s alpha tests involved five items assessed on the above-mentioned
Likert scale and a sample of size eight (Equation (4)), which gave back alpha values as large
as 0.454 and 0.678 in the first and second questionnaires, respectively. In the second case, it
was higher than the recommended threshold which is usually set at 0.5 [50]. The first one
was considered as acceptable, too, because it was close to that threshold, despite the quite
limited sample size.

Descriptive statistics worked out from the two datasets are reported in Tables 2 and 3.
It is noteworthy that the cells regarding the questions of rows no. 5 and 6 in Table 3 are
filled in with “NaN” values in order to align the rest of the answers from no. 7 to no. 23 in
both questionnaires that facilitated a pairwise comparison of the results gathered over the
two days.

The first check concerned the first six answers in the two questionnaires, which were
about technical assessment matters of the two renovation scenarios. Whenever these
answers are different from the value 2, that is, the one corresponding to the nominal
value “neutral” in the Likert scale, it implies that participants were able to provide a sharp
evaluation on constructability matters, thanks to the use of ODAVS. To be more specific,
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the percentage of answers equal to “Neutral” given to questions no. 1 to 6 on the first day
were, respectively, 13%, 13%, 13%, 25%, 0% and 25%. On the second day, the “neutral”
value was chosen as the answer to questions no. 1 to 4 by a percentage of volunteers equal
to 13%, 0%, 0% and 13%, respectively. This suggests that on the second day the volunteers
felt more confident.

Another remarkable result was that answers to questions no. 12 and 16 received low
values on average, always included between 1.38 and 1.75 on the first day and equal to
1.38 on the second day. This evidence implies that few respondents felt uncomfortable
while using ODAVS, whereas most of them appreciated its visualization capabilities. The
average values of all the rest of the answers from question no. 7 to question no. 17 were
ranked between 2.25 and 3.00 on the first day and between 2.13 and 3.25 on the second
day. All the means were well above the “neutral” value. On the second day, the highest
mean was higher than on the first day. The volunteers leaned towards higher scores on
the second day, which could be a consequence of their improved skills. Finally, the mean
value of the answers to question no. 23 was equal to 8.00 and 8.63 on the first and second
day, respectively. These means were matched with very limited standard deviations which
confirmed a quite good appreciation of the technology overall. Moreover, the average value
was higher and the standard deviation was narrower on the second day, which could be a
further confirmation of increased confidence with the technology.

The claim that “the score assigned by respondents on the first day is the same as the
score assigned on the second day” (Section 3.5) could not be rejected, which shows that
the ease-of-use of the ODAVS system was confirmed in both surveys, irrespective of the
differences between the renovation design models to be assessed.

The answers to open-ended questions no. 18 and 19 were analyzed in order to gather
suggestions for improving the technology in future research steps and are reported in
Table 5, along with their frequencies and percentages. Twenty-five suggestions were
collected. All the first four suggestions had the same 16% frequency and concerned both the
brightness of the virtual model, which could be increased to facilitate the assessment, and
the enhancement of selection capabilities. A total of 8% of the suggestions concerned the
increased length of recordable comments and the possibility of representing the sequence of
tasks to be executed in the construction phase. Every one of the remaining five comments
obtained a 4% frequency and they concerned diverse issues, such as the enhancement of
queries, field of view and visualization of the virtual hand; involvement of owners in the
assessment by means of MR; and simulation of operable components.

5. Discussion
5.1. Field Experiments

Real-life tests were carried out in two days. They showcased that experts could easily
locate renovation options in the ODAVS Web GUI and upload them to the MR Application
right after the previous step. The only manual operation required is the positioning of tags
in the same locations where they can be found in BIM models. Once this is accomplished,
the MR Application can align virtual models over the real one. Then, the considerable
performances of the eight volunteers during the execution of their tasks showed that
they were well supported by the functionalities of the virtual menu, such as selecting
components, hiding components and the merged display of virtual and real environments.
One training session was long enough for them to become comfortable with the MR
Application and all of them accomplished what was asked by the research team. The
remarkable percentage of valid audio files recorded during the surveys in the two days,
which were 85% and 77%, respectively, showed that they were able to provide the required
feedback. Moreover, the relatively positive scores collected through questionnaires showed
that they were all able to assess the models, irrespective of the types of renovation actions
involved. Even analyzing the answers to question no. 23 in both questionnaires, in which
the volunteers were asked to provide a general assessment ranging between 1 and 10, we
noticed that the average values were always higher than 8 and the minimum are 6 and 7.
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These results confirm that, thanks to MR, several stakeholders, including owners and
designers, can be involved in the decision-making process triggered by the management of
renovation design processes in which the gathering of feedback is a key element to drive
sustainable building renovation [17]. Indeed, the prototype can meet the request for a
more accurate pre-evaluation process to be carried out at the design phase of renovation
projects to reduce any risks connected with technical issues [20]. An integral part of the
solution reported in this paper is the Web GUI facilitating collaboration among the different
stakeholders, as described in Section 3.3. However, the implementation of the workflow
subject of Section 3.3.1 asks for the availability of structured information that must be
provided by BIM models, as already stated by other authors [26]. The joint application
of BIM and MR is expected to lead towards more sustainable design processes, thanks
to reduced effort employed for quality inspection and decreased reworking during the
execution of renovation works [28]. In general, a leaner collaboration and more efficient
business meetings would help reduce GHG emissions [12].

5.2. Findings from the Survey

Overall, the feedback collected in Tables 2 and 3 confirmed that the quality of visual-
ization of MR tools is already quite suitable for the indoor assessment of design options
(answers to questions no. 12, 16 and 17). The survey performed in the second day confirmed
the outcomes collected in the first day. Similarly, questions from no. 7 to no. 11 and from
no. 13 to 15 concerning the use of the virtual menu and the easy-to-use of the technology
collected quite high scores and were slightly higher in the second day than in the first day.
Although the difference was not statistically significant, as shown by the Wilcoxon text
referred in Section 3.5, it shows that in both days the volunteers felt comfortable with the
technology. Comparing the duration of the two tests, the second day it barely took one
hour, as compared with the 2 h and half of the first day. This shows how steep the learning
curve was, and that technicians can easily become accustomed with this new approach.
The good feedback collected during field tests consolidate the results reported by two
research works that involved testing prototypes by potential end-users [27,36]. The first
paper showed that construction workers wearing an MR headset could perform their tasks
more efficiently, because they were both faster and more accurate and did not suffer major
technology barrier in the use of the prototypical technology. The second research paper
concluded that the quality of display is sufficient to help field engineers understand the
project documentation and check whether construction works are conducted in accordance
with expectations defined in the schedule. Even in this case, some remarks about the
limited field of view were raised, but it did not sound as if this would be a major barrier in
view of future technology developments.

Another remarkable outcome of these tests is the many suggestions resulting from
them, which are outlined in detail in Table 5. Some of them were strictly related to the
technical characteristics of the device, such as comments no. 1, 8 and 10. We expect that
this technology will continue to evolve at a fast pace and will meet the expectations raised
by the cited comments. The required increase in the accuracy of the virtual menu and
display of operators’ hands along with the enlarged field of view seem to reasonable
expectations, as well as the increased brightness of displayed models. Other comments
concerned the features of the MR Application and provided suggestions for further research
steps to be taken in the short term, such as comments no. 3, and 5. Both requests could
be met through enhancing the MR App. As for the first case, the distance between the
user and virtual menu could be better calibrated. As for the second case, the duration
of recordable comments could be made flexible. Other similar comments concerned the
technical development of the MR Application and would require a considerable effort to
be developed, such as comments no. 2, 4, 6 and 7. Basically, this requires that a more
extensive amount of information (e.g., alternative options about the way a component
could be designed) be generated during the design phase. In addition, a larger amount
of information must be exported from the BIM model into the translated files. Trials and
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insights into the maximum size that can be managed through the processor embedded
in the MR device must be performed. Finally, comment no. 9 suggested that owners and
clients be included in the workflow, which could affect some aspects of the suggested
procedure.

The outcomes of this research step suggest that, once a friendly MR-based platform is
available, renovation design projects developed in a BIM environment can efficiently be
assessed on-site by technicians, provided that they have been given quick training. A slight
revision of current workflows would allow technicians and designer to cooperate and could
include owners and other stakeholders, too. Thus, the reliability and quality of design
outcomes would increase and less rework would be required during the construction phase.
These benefits along with the requests made by the volunteers about the opportunity
of enhancing editing and selection capabilities of the virtual model allow us to infer
that the next research effort should be addressed towards the development of further
interoperability between BIM tools and MR. This would enable experts to make decisions
and design changes directly on-site, thanks to bi-directional communication and data
transfer. Moreover, we expect that MR will allow multiple users to connect around the
same project and to live a shared experience, either on-line or in the back-office.

6. Conclusions

In this paper, the authors showed that mixed reality can significantly contribute to
the streamlining of the workflow for an on-site assessment of building renovation design
projects. This claim is based on the findings of an empirical study that involved eight
technicians within real-life tests of a prototypical MR-based platform in a to-be-renovated
full-scale experimental building. The prototype is called ODAVS. It is a service developed
as part of the EU H2020 project ENCORE and combines several technologies to provide
its services: an MR application, a web application and a mobile NFC scanning device
helping to align the virtual objects, thus superimposing them over the existing building.
The survey performed among these potential users showed that the performances of the
technology were already satisfactory, yet they gave advice for additional improvement.
The only requirement is that designers work in a BIM environment. This enables them to
exploit the web service for the conversion of renovation models into a format suitable for
the MR technology. In the same platform, they can look for suggestions as audio files and
display the objects linked with them. On the other side, experts can display models on-site
and provide their advice in an asynchronous way.

The volunteers provided both unstructured feedback by means of direct interaction
with the tool, and structured feedback by filling in two questionnaires. The results showed
that this approach can effectively support on-site design assessment, in order to gain more
accuracy and facilitate the verification of renovation projects in a residential building.
According to the above-mentioned findings and feedbacks, we recommend that architects
and designers consolidate their workflows, grounded in BIM-based working environments,
because this approach is expected to enable the uptake of MR technology and the associated
improved collaboration with concerned stakeholders. Designers and experts in the field are
expected to define the minimum information requirements that can allow the application
of the collaboration framework showcased in this paper, depending on the type of project.
Developers are encouraged to: focus their efforts towards an improved virtual menu and
an easier interaction with the virtual model; increase immersivity with wider field of view;
empower the model query capabilities; exploit multi-users operation; and develop seamless
processes by enabling quick transition from BIM content to MR. Policy makers themselves
can support the adoption of this technology in order to foster the acceptance of sustainable
design approaches.

However, this study does have some limitations, which are related to the sample of
participants, environment and the case study. The first one concerns the sampling of volun-
teers, who all came from the same institution and had similar backgrounds. The institution
was involved in the same research project that funded the study, which could make an
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impact on their opinions. Despite this, they had never used the proposed technology earlier,
which supports the validity of the performed field tests. In addition, despite the choice of a
full-scale experimental facility, tests were carried out in a controlled environment, that is in
a facility that is usually devoted to experimental tests. This choice reduced the number of
unexpected events that could be found during the setup of the system and the assessment
of renovation options in an operational environment. Furthermore, the experimented
models only concerned building renovation design. Different types of design models could
generate other challenges. Indeed, future research might explore the use of an MR-based
platform applied to other types of construction works and different types of building uses.
Finally, the tests performed in this paper extended until the on-site collection of feedback.
The capability of designers to take advantage of this was not demonstrated. Rather, the
paper wished to show that recording opinions on-site is one of the most efficient ways to
collect information from experts and enrich the models stored in the platform. Additional
research investigating what type of information could be collected and what format must
be used to facilitate decision making would make sense as well.
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