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Abstract

The emissions related to the human activities that led to greenhouse effect can
be related, but not limited to, the carbon dioxide emissions. Carbon Capture
Utilization and Storage (CCUS) is claimed as a solid climate mitigation strategy in
particular for the most challenging missions. The development of an international CO2

transportation network is considered a necessary cross-cutting topic in the Carbon
Capture and Storage sector. Indeed, the development of large-scale CCUS projects
will require the management and transport of CO2 in the presence of impurities
and with lower costs. The accuracy of modelling CO2 in the presence of other
components needs to be further assessed and lots of thermodynamic aspects of CO2

management are still object of debate and research. In this work the thermodynamic
and fluid-dynamic challenges associated with the transport of CO2 via pipelines
have been investigated. A complete and critical review of the main thermodynamics
aspects involved during the transport of CO2 at high-pressure has been presented.
The aspects related to risk and safety of CO2 pipelines have been deeply analysed
with specific focus on the modelling of accidental releases with computational fluid
dynamic and simplified models. Furthermore, an assessment of the most suitable
equations of state for the accurate modelling of CO2 in presence of impurities is
also proposed with quantitative and qualitative conclusions. Moreover, the transient
transport phenomena involved for the transport of dense-phase CO2 have been
analysed experimentally and numerically. Horizontal depressurization behaviour have
been modelled with numerical thermofluid-dynamic simulations and validated against
experimental data obtained from high-resolution measurements on a state-of-the-art
large scale laboratory. This work includes also some experimental activity performed
for the study of vertical flows in CO2 pipes for injection and the development of a
data extraction and processing tool. Finally, the simulation of running shear fracture
and its implication in CO2 have been also discussed and a tool for the simulation of
decompression in CO2-rich mixtures has been developed and validated.
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Chapter 1.

Introduction

“We are in danger of destroying ourselves by our greed and stupidity. We cannot
remain looking inwards at ourselves on a small and increasingly polluted and over-
crowded planet.”

Stephen Hawking.

These is one of the most impacting quotes regarding climate change that have
been ever pronounced. Climate change is a fact, and it has been proven from years.
The constantly increasing of CO2 and other pollutant emission are strictly related to
the human activities on earth. The industrialization and the rapid growth of both
population, goods and energy demand are the most important driving factors of
greenhouse effects. The global primary energy consumption from the industrialization
in 1800 started thanks to the utilization of traditional biomass and coal (end of 1800)
as a primary source for the steam production. The world energy needs increased
following the two world wars and the then exploded with the economic boom. The
energy mix started with the golden years for the oil and gas industry and then after
the studies conducted on nuclear weapons, nuclear power plants became a reality in
most of the industrialized countries (see Figure 1.1). The renewable sources such
as wind, solar and hydro are considered the energy sources of the future due to
the low environmental impact during the lifetime and the democratic origin of the
primary power source. Indeed, wind and solar energy are available nearly everywhere,
depending on environmental conditions, while oil, gas and coal are strictly related
to the availability of specific regions and countries. It should be considered that for
natural gas, notably thanks to Iran and Qatar, the Middle East holds 43 % of the
global reserves. However, the high volatility of the renewable sources as well as oil
and gas interests of major investment companies, slowed the market with renewable
energy sources limiting their diffusion due to economical and political strategies. The
world energy mix scenarios of these days is clearly dominated by fossil fuels, mainly
oil, gas and coal (see Figure 1.2). The Paris Agreements to limit the climate changes
associated to human activities and emissions, lies strongly in the implementation of
renewable energy sources for 2050. However, since the total decommissioning of all
the oil and gas platforms and power plants is not close, optimization and emission
limitation strategies must be adopted. To better understand the role of the human
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Chapter 1. Introduction

needs in the energy mix implication and the relation between sustainable growth and
zero-emission strategies, models can be developed.

                                           
                                                                                                               
                                                                                                             
                       

                    
     

          

          

          

          

           

           

           

           

     
          
               
     
    
          
       
   

   

    

          
       

                                                                                                 

Figure 1.1.: World energy mix evolution trough from 1800 to 2019.

An equation that linked this factors is the Kaya identity developed by Japanese
energy economist Yoichi Kaya in the 1989 [39]. The Kaya identity is an identity
stating that the total emission level of the greenhouse gas carbon dioxide can be
expressed as the product of four factors: human population, GDP per capita, energy
intensity (per unit of GDP), and carbon intensity (emissions per unit of energy
consumed). The Kaya equation (1.1) is a mathematically more consistent variation
of Ehrlich & Holdren’s [40] formula that describes the factors of environmental
impact.

F = P · G

P
· E

G
· F

E
(1.1)

where: F is global CO2 emissions from human sources, P is global population,
G is world GDP, E is global energy consumption and G/P is the GDP per capita,
E/G is the energy intensity of the GDP, F/E is the carbon footprint of energy.

In Figure 1.3 a prospects of the Kaya Identity with drivers of CO2 emissions in
the World is presented. It can be clearly noted how the CO2 emissions are increasing
rapidly from the 60s as well as population growth and GDP. Indeed, the population
growth in the last decades as well as the rapid development of emerging Asian
countries increased the unbalancing of the identity. In 1961 the global population
was around 3.07 billions while in 2020 the total population was estimated around
7.75 billions. In 2013, coal use accounted for 44% of global CO2 emissions; and since
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Figure 1.2.: World energy mix distribution (%).

                                              
                                                                                                  

                        
    

   

    

     

     

     

     

             

              

         

                             

                             
                          

                                                                                                       
                                                                                                                           
                                                                 

Figure 1.3.: Percentage change in the four parameters of the Kaya Identity, which
determine total CO2 emissions [1].
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2000, global coal consumption has grown by 73%. China has absorbed 70% of that
growth because of its rapid economic development [41].
Emission related to the human activities that led to greenhouse effect can be related,
but not limited to, the carbon dioxide emissions. CO2 content in the atmosphere is
now around 418 ppm, moreover, according to Mauna Loa Observatory as reported
in Figure 1.4, the trend was constantly increasing over the last 60 years [2].

Figure 1.4.: Monthly mean carbon dioxide measured at Mauna Loa Observatory,
Hawaii (2022) [2].

Heavy industries are responsible for 20% of global emissions today, more than 50
% of which are related to steel and cement industries (see Figure 1.5). Electricity
production generates the second-largest share of greenhouse gas emissions. In the
United States, more than 60% of electricity comes from burning fossil fuels, mainly
coal and natural gas [42].

Carbon Capture Utilization and Storage (CCUS) is claimed as a solid climate
mitigation strategy in particular for the most challenging missions. Most greenhouse
gas emissions in the atmosphere over the last 150 years are addressable to human
activities [43]. CCUS involves three major steps; capturing CO2 at the source,
compressing it for transportation and then injecting it deep into a rock formation at
a carefully selected and safe site, where it is permanently stored [3].

• Capture: The separation of CO2 from other gases produced at large industrial
process facilities such as coal and natural-gas-fired power plants, steel mills,
cement plants and refineries.

• Transport: Once separated, the CO2 is compressed and transported via
pipelines, trucks, ships or other methods to a suitable site for geological
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Figure 1.5.: Heavy industries global emissions (reproduced from[3]).

storage.

• Storage: CO2 is injected into deep underground rock formations, usually at
depths of one kilometre or more.

In the International Energy Agency (IEA) Sustainable Development Scenarios
(SDS), carbon capture utilization and storage (CCUS) accounts for 9% of the cu-
mulative emissions reductions needed globally by 2050 [44]. Thus, CCUS is not
the solution to climate change, but a part of a big plan to decarbonize and reduce
the environmental impact of heavy industries. Application of Direct Air Capture
on the other hand can reduce CO2 from the athmosphere directly if developed at
scale with a correct LCA of the plant (see Carbfix [45]). Plans for more than 30
commercial CCUS facilities have been announced in the last three years, mainly
in Europe and the United States, but also in Australia, the People’s Republic of
China, Korea, the Middle East and New Zealand. Projects now nearing a final
investment decision represent an estimated potential investment of around USD
27 billion, more than double the investment planned in 2017 [44]. Moreover, since
hydrogen is considered the fuel of the future, the interest in its development has
increased during the last years. The production of hydrogen is called "green" when
entirely produced from renewable energy sources and "blue" when it is obtained with
steam methane reforming (SMR) associated with CCS [46, 47]. Hence, due to the
low cost of blue hydrogen, if compared with green hydrogen [48], in the near term,
CCS will play an essential role in the development of blue hydrogen production since
SMR is an assessed and reliable technology. However, the high costs of the CCS
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technologies have lowered commercial development [49]. The key aspects for the
development of CCUS projects are related to costs, incentives, and public perceptions
[50, 51]. The introduction of the Utilization term in the CCUS notation, it include
all the possible uses for the CO2 from waste to high-value product. The possible
uses of CO2 can be mainly divided in direct-use of it or the conversion to products.
According to the IEA [44] the possible utilization include the conversion of CO2 into
fuel such as methanol, chemical products such as polymers or building materials
(aggregates, cement). The direct-use of CO2 include the utilization as a heat transfer
fluid for refrigeration, supercritical power cycles (see Allam cycle [52]), yield boosting,
Enhanced Oil Recovery and uses in the food, fertilizers and beverages industries.
Handling, management and feasibility are the focus of the overall processes required
for the CO2 market development. In the last decades, the atmospheric venting of
excess gases such as CO2 was economically convenient for companies and no strict
regulations have been imposed. However, in the last years, a more conscious approach
to the emission gases including but not limited to CO2 have been proposed as part of
a new Green Deal, especially in Europe. The management of the CO2 was technically
feasible, even if lot of uncertainties and optimization are still matter of research and
study. Despite that, the utilization of the CO2 or the permanent storage started to
became feasible from an economic perspective since the CO2-price increased over
the last years. Trading Economics Carbon Emissions Allowances Prices are sourced
from the European Union Emissions Trading System (EU ETS), the world’s largest
cap and trade greenhouse gas emissions market. Allowances for carbon emissions
are first allocated considering EU directives for the maximum amount of greenhouse
gases that can be emitted. Allowances for carbon emissions are then auctioned and
traded. A record 98.50 € CO2 EU-ETS has been reached on February 2022, a huge
increase if compared with average value of 22.02 € registered in 2008 [53].
Once the economical feasibility is assessed, several technical challenges remains for
the safe and reliable management of the CO2-value chain. Firstly, the captured CO2

should be controlled in term of purity, thermodynamic conditions also impact the
equipment required for the processing. Than it could be necessary to transport CO2

over great and small distances, this can be achieved with the utilization of pressurized
vessels or pipelines. The CO2 can be transported by ship, truck and potentially rail.
In this work, the challenges associated with thermo-fluid dynamic of CO2 has been
investigated from different aspects. The research focused mainly on the challenges
involved during the transport of CO2 via pipeline. In the second chapter (2) a critical
review of the most important thermodynamic aspects has been presented, while
the third chapter (3) analyze all the risk and safety related aspects. Indeed, the
accidental release modelling have been assessed in term of techniques and most appro-
priate approaches, both with computational fluid dynamic and simplified models. In
Chapter 4, the uncertainties of vapour-liquid-equilibrium (VLE) description as well
as density prediction have been analysed trough the evaluation of several equation
of state. The main scope was to identify and optimize the selection of the most
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appropriate equation of state for the description of both VLE and density specifically
for CO2-rich mixtures. The work has been developed with cubic equation of states,
high-accuracy models and trough the validation with experimental data. Finally,
in Chapter 5, the transient phenomena associated with the flow assurance of CO2

pipelines have been investigated. The chapter is divided in three main categories:
the horizontal flow depressurization analysis, the experimental activities performed
on an advanced CO2 facility with the development of data extraction and analysis
tool; the calculation of the expansion wave velocity for CO2-rich mixtures trough
a novel algorithm for the calculation and consequent validation with experimental
data. Conclusions of the work have been presented for each chapter, in order to
better present the results achieved, identify the lack of knowledge and the further
development.
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Chapter 2.

CO2 pipelines design challenges

2.1. Introduction

The development of an international CO2 transportation network is considered a
necessary cross-cutting topic in the Carbon Capture and Storage sector. CO2 pipeline
development is an important aspect for the realization of most decarbonization CCS
projects (see 1). The captured CO2 for large CCS projects can be transported
mainly by pipeline or by ship [54–56] even if it would be technically feasible the
transportation by road or railway. The captured CO2 needs to be stored in depleted
oil fields or saline aquifer; in Europe, prosperous and secure CO2 storage related
to EOR activities has been carried out since 1997 in Norway [57]. CO2 pipelines
can be divided offshore and onshore; despite natural gas pipelines are nowadays
distributed for more than 500000 km in the U.S. [58], carbon dioxide pipelines only
reached 8000 km in 2013. According to the PHMSA database [59], onshore pipelines
in the U.S. have been constructed since the 1970s for EOR operations. The U.S.
experience reports that transporting pure CO2 (>99%) in dry conditions does not
present specific issues. However, the development of large-scale CCS projects will
require the management and transport of CO2 in the presence of impurities and
with lower costs. The accuracy of modelling carbon dioxide in the presence of other
components needs to be further assessed. Lots of thermodynamic aspects of CO2

management are still object of debate and research. Recent advances in processing
simulations and construction materials can potentially lower costs and increase safety
and accuracy during the development of CO2 pipelines. Since lot of practical issues
and cost-driver can be attributed to the uncertainties of simulations, in this chapter
the main issues related to flow assurance and process simulation of CO2-rich pipelines
investigated are summarized [60].

2.2. The presence of impurities

The presence of impurities combined with potentially long-distance transportation of
CO2 could lead to challenging engineering and flow assurance issues. In particular,
the water content in the pipeline may result in corrosion, ice and gas hydrate
formation, and pipeline blockage, so the fluid system should meet specific dehydration
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requirements. Furthermore, the gaseous CO2-rich stream is generally compressed to
be transported as a liquid or dense-phase state to avoid two-phase flow and increase
process fluid density. The presence of impurities such as N2, O2, H2, CH4, SO2,
CO, H2S, and Ar will also change the properties of the stream, the system’s bubble
point pressure, and viscosity, hence affecting the compression performance [4]. In
this section, the impact of impurities on the thermodynamic behaviour of the CO2

stream has been analyzed. Several aspects are included, such as the impact on flow
properties and pipeline system operating envelope for stable operation. The effect
of water as impurity has been extensively discussed in section 2.3 due to its high
importance in carbon dioxide transport via pipeline, also related to corrosion effects.
However, free water cross-chemical reaction could also affect other impurities and
impact the thermodynamic of the process. The impurities that can occur in CO2

streams are crucial for low-cost CO2 pipeline and ship transportation. Many aspects
of the transportation chain, from design to operations, is dependent on the presence
of the impurities such as operating pressure and temperature and the quantity of
CO2 that can be transported as well as ductile fracture propagation, health and
safety, operative parameters, corrosion control, and dispersion modelling too [61].
The impurities influence the thermodynamic properties relevant to CO2 pipeline
transport, including the density of the stream, the specific pressure drop, and the
critical point. Consequently, the pipeline design parameters such as diameter, wall
thickness, inlet pressure, minimum allowable operational pressure, and the distance
between booster stations are potentially subject to change. The amount of the
impurities and the type, that can be found in the stream, depends on the fuels used
and the capture technology adopted. In 2.1, a summary of concentration ranges
of impurities in the captured CO2 based on available experimental data reported
by other authors is resumed. There are no solid technical barriers hindering the
production of high purity CO2 from the flue gas of fossil fuel-fired power plants.
However, high purity requirements are likely to induce additional costs and energy
requirements resulting in a high loss of power plant efficiency [62].

The most common capture methods reported in literature and industry are Post-
Combustion, Pre-Combustion, and Oxy-Combustion. The capturing process adopted
affects the purity of the CO2-rich stream and its related range of impurities. In Table
2.2, a detailed summary of capture methods and related potential components range
has been reported. According to Anheden et al. [63], the critical impurities in the
CO2 stream that are of most concerns for pipelines are H2, N2, SOX, NOX, H2O,
H2S, Ar, O2, and CH4. As reported in 2.2, the oxyfuel stream shows more significant
quantities of the non-condensable gases like O2, N2, Ar, and H2, which have the
tendency to alter the phase of CO2 and the oxide impurities like SOX, NOX, and H2O,
which have a propensity for corrosion and hydrate formations. These phenomena
have adverse impacts on CO2 transport, injection, and storage [29]. Moreover, for
the transient transport processes, other properties, including the speed of sound,
Joule-Thomson effect (J-T), and diffusivity, should be considered [24]. In literature,
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Component Min mol% Max mol%

CO2 75 99
N2 0.02 10
O2 0.04 5
H2 0.06 4
CH4 0.7 4
Ar 0.005 3.5
SO2 <0.0001 1.5
H2S+COS 0.01 1.5
NOX 0.0002 0.3
CO 0.0001 0.2
H2O <0.0001 0.1

Table 2.1.: Possible concentration ranges of the impurities in the captured CO2
streams (Reproduced from [27, 28]).

there are experimental studies on some typical interactions such as CO2/Ar, CO2/CO,
CO2/H2O, CO2/SO2, CO2/N2O4, CO2/COS, CO2/NH3, and others including more
than one substance in the addiction of the main component (CO2) [4, 15, 64, 64–71].
The experimental datasets available in the literature, however, do not include all
possible interactions.

Components Unit Post-Combustion Pre-Combustion Oxy-Combustion

CO2 vol% 99.7 – 99.9 95.0 – 99.7 74.8 – 99.95
O2 vol% 0.0035 – 0.03 0.03 – 1.3 0.001 – 6.0
N2 vol% 0.01 – 0.29 0.0195 – 1.3 0.01 – 16.6
Ar vol% 0.0011 – 0.045 0.0001 – 1.3 0.01 – 5.0
H2 vol% Trace 0.002 – 3.0 Trace
H2O ppmv 100 – 640 0.1 – 600 0 – 1000
NOX ppmv 20 – 50 400 0 – 2500
SOX ppmv 0 – 100 25 0.1 – 25000
CO ppmv 1.2 – 20 300 – 4000 0 – 162
H2S ppmv Trace – 170 100 – 3400025 Trace

Table 2.2.: Fluid composition and potential range for three different capture processes
(Reproduced from [29]).

In general terms, impurities in the CO2 stream affect pressure and temperature
drop with respect to pure CO2 behaviour. An increase in pressure drop leads to a
decrease of CO2 mixture density along the pipeline, while the opposite happens with
an increase in temperature drop. At given pT conditions, fluid density affects pipeline
capacity and pump performances. Thus, impurities in the CO2 stream can cause an
increase or a decrease in pipeline costs. A relevant selection of current theoretical
studies on pVT properties for a mixture of CO2 and impurities is detailed below.
Tan Y. et al. [72] studied the impact of fluid pVT properties on the performance
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of CO2 pipeline transport. The study mainly focused on density, viscosity, heat
capacity, and thermal conductivity. The results of the sensitivity study conducted
showed that over-estimate density and viscosity increase frictional pressure losses
while an under-estimation of density and viscosity decreases it. The results are
quite predictable; in fact, increasing density and heat capacity will lead to a lower
temperature drop, while a decrease will result in a higher temperature drop. Peletiri
et al. [73] analyzed the impact of impurities in the transportation of CCUS operations.
Results show that N2 has the highest impact while H2S has the lowest one in terms
of CO2 transportation performances (pressure loss, density, and critical pressure).
The research was conducted on commercial software Aspen HYSYS, and the Peng-
Robinson (PR) equation of state was considered for the thermodynamic properties
of CO2 mixture. The effect of impurities on phase envelope behaviour has been
investigated by Wetenhall et al. [61] for a binary combination of CO2 with 2% of
other compounds such as H2, H2S, NO2. Simulations have been performed using PR
equation of state (EoS).

The maximum amount of each component has been defined in several projects
and detailed in Table 2.3. In some cases, design limits were included to address
specific potential issues common to many compounds. Due to the low critical
temperature, N2, CH4, and H2 could require increased pipe strength to minimize
ductile fracture potential, moreover non-condensable impurities (N2, O2, Ar, CH4,
H2) should be limited to reduce the compression work required [30, 31]. NETL
report [30] states that: “total non-condensable impurities should be limited to less
than 4 % vol. ”, mainly because their presence decreases the density of the mixture.
Some recommendations are based on the toxicity of the component (CO, H2S) as
a standard requirement often included for other fluid mixture transportation (i.e.,
natural gas).

Component Unit NETL Recommendations

H2O ppmv 500
H2S vol % 0.01
CO ppmv 35
O2 vol % 0.001
NOX ppmv 100
SOX ppmv 100
Ar vol % 4
N2 vol % 4
CH4 vol % 4
H2 vol % 4
NH3 ppmv 50

Table 2.3.: CO2 specifications and recommendations for maximum impurity concen-
trations (Reproduced from [30]).

Only the main components have been listed in Table 3, but other components
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such as COS, C2H6, HCL, HF, HCN, Hg could be present in trace or limited to 1 %
vol. Jensen et al. [74] reported that discontinuous CO2 supplies, historically, “have
not impacted in-field distribution pipeline networks, wellbore integrity, or reservoir
conditions”. The U.S. experience has demonstrated that it is possible to overcome
the discontinuity in CO2 supply related to EOR operations through the correct
operation adaptability of the pipeline and storage site. However, since the EOR
operations could differ from CCS operations, the composition can potentially affect
several design parameters of the pipeline. Some impurities such as NO2, SO2, and
H2S may result in a lower pressure drop than pure CO2 and may help reduce the
cost of the pipeline [75, 76]. Craig and Butler [76] reported that 2 mol % of various
impurities would change the density from pure CO2 by less than 50 kg/m3 for a
given temperature; however, the density deviation can be very different depending on
pressure and close to the critical point. Al-Siyabi et al. [4] investigated the effects of
impurities on the CO2 transport density. The density of six different binary CO2-rich
mixtures (at liquid phase) have been tested. The measurements were performed at a
pressure up to 50 MPa in the temperature range of 283 K to 301 K. Measurement on
a multi-components CO2-rich mixture has been included. In Figure 2.1, the density
reduction for four different types of binary mixture has been reproduced. It should
be noted that H2 has the most decisive impact on density reduction at 283 K, while
Ar has the most negligible impact.

Figure 2.1.: Density reduction trend in liquid CO2 for different combinations of
mixtures. (Reproduced from Al-Siyabi et al. [4]).

Further analyses on impurity effects were performed in the testing program
CO2PIPETRANS Joint Industry Project (JIP) during the second phase [77, 78].
The experiments were carried out at the two different temperatures of 4 °C and
50 °C, at a pressure of approximately 10 MPa. Water concentration in the range
of 50 and 500 ppmv has been tested in addiction with other components (i.e., O2,
SO2, H2S, NO2) in several. Results derived from the project have been included in
the recommended practice DNV-GL-RP-F104 [78], with some suggestions for the
management of impurities in CO2 streams for pipeline transport. An investigation
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on the effect of impurities on CO2 pipeline failure was conducted by Brown et al.
[79] via a sensitivity analysis. The utilization of a generalized polynomial chaos
(gpC) expansion with sparse grids has been compared with other standard techniques.
The work shows that N2 has the highest effect of all the other impurities on the
flowrate released during a simulated pipeline failure event. An experimental analysis
of the impact of impurities, namely O2, Ar, N2, and H2O, and their implications
on thermo-physical and phase behaviour of CO2 in the CCS chain was conducted
by Chapoy et al. [15]. SRK-EoS model was used to predict phase envelope, while
the density of CO2 was predicted using MBWR (Modified Benedict-Webb-Rubin)
equation. The viscosity model from Pedersen et al. [80] was modified to reproduce
CO2 behaviour better. Results show that the mixture can have 10-30 % less dissolved
water than pure CO2; furthermore, density can be 35 % lower if compared with pure
CO2. As reported in the previous sections, the density reduction will impact the
efficiency and the costs of compression and pumping. Finally, the density reduction
in the presence of impurities should be managed wisely, with regards to related costs
and purity requirements for the final user of CO2 or storage site requisites.

2.3. Water content and corrosion

Control of carbon steel CO2 corrosion in pipelines is a central issue in the industry
since it affects the costs of materials and maintenance. Main corrosion scenarios
are uniform or localized corrosion (such as pitting), erosion-corrosion, corrosion
at welds, sulfide stress corrosion cracking, stress corrosion cracking related to the
simultaneous presence of CO, CO2, and water. The corrosion management usually
adopts two strategies for onshore CO2 pipelines, depending on ’dry conditions’ or
’wet conditions’ of the pipeline, which affect composition control and the consequent
transport conditions. The control of water content in dry conditions (99 % CO2)
impacts the costs for dewatering operations; on the other side, the wet conditions
should be clearly studied and designed with respect to free-water formation and pH
control. If the utilization of corrosion allowance or inhibitors is common practice,
the utilization of internal coating designed to control corrosion is not applied, even
if the research at laboratory scale is ongoing [81–84]. Internal coating, as well as
innovative materials, can be an innovative viable corrosion management technology.

2.3.1. Water content

Water plays an essential role because carbon steel pipelines are subjected to corrosion
deterioration due to the presence of water, which is a significant threat to pipeline
integrity. Based on best practices, corrosion should be very limited in CO2 transport
pipelines when the water content is abundantly below the water solubility limit
[85]. However, it is important to remark that water solubility depends on process
conditions such as temperature and pressure and is related to cross chemical reactions
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and interactions with other fluid components present in the mixture. Field experience
and lab data indicate that the corrosion rate of carbon steel for dense phase CO2

(near 100 %) is quite insignificant if no free water is present [86]. According to
the U.S. experience related to enahanced oil recovery [87], the issues related to
corrosion resulted near to zero due to the very dry carbon dioxide utilized in the
systems. The results from a testing campaign of an American oil company in the
1970s reported that corrosion rates were less than 5 × 10−4 mm/year. The water
content in those experiments was 1000 ppmv, the H2S concentration 800 ppmv, and
the temperature between 3 and 23 °C. However, it is still unclear what the water
concentration should be, especially when the impurities such as CH4, O2, H2S, SO2,
NO2 are considered together [88], in Annex A of ISO 27913:2016 [89], it is stated
that: "since the maximum concentration of a single impurity will depend on the
concentration of the other impurities, it is not possible, due to lack of data and
current understanding, to state a fixed maximum concentration of a single impurity
when other impurities are, or maybe, present". The standard, therefore, recommends
consulting the most up-to-date research during pipeline design. The definition of a
maximum water content value is strictly related to water solubility and consequently
related to temperature conditions. Commissioning of a CO2 pipeline and blowdown
scenarios have been discussed in the CO2 Europipe project [88]. Since an accidental
blowdown can led to a drastic temperature drop in the pipeline, it was suggested to
investigate the relation between the the water content and CO2 during controlled
depressurization linked to maintenance activities or safety issues. Salari et al. [90]
presented a model and procedure to calculate the water content of carbon dioxide;
the water content estimated was then validated with available experimental tests.
The authors also proposed charts and algorithms that can be applied to standard
simulation tools. Carroll [91] proposed the utilization of the models included in
AQUAlibrium for calculating equilibrium in sour gas systems where water can
be present, the work included the binary mixture CO2-H2O. To characterize the
humidity content thresholds for CO2 pipeline transport in supercritical conditions
a methodology was presented by Xiang et al. [92]. Premium grade quality steel
API 5L X70 operating with high-pressure CO2 mixtures containing SO2 has been
tested; corrosion levels observed by the study supported the recommended humidity
content level proposed by DYNAMIS Project [28]. The superior limit of humidity
content can be identified through the method established in the study. Furthermore,
in [30], it has been underlined that the limit value of 500 ppmv has been selected as
a compromise among the multiple sources within 20 ppmv and 650 ppmv. However,
should be considered that the type and the concentration of the impurities can
be specific to the analyzed stream. A careful approach should be adopted to
compounds that can potentially form acids in the presence of water humidity content.
However, minimal reliable experimental data are available in the literature on the
vapour/liquid-liquid equilibria for the CO2-water system. A rigorous comparison
with experimental data was presented from Chapoy et al. [5] to predict the phase
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behaviour, hydrate dissociation pressures, and the dehydration requirements of
CO2-rich gases (Figure 2.2). A statistical thermodynamic approach, with the Cubic-
Plus-Association equation of state, was employed to model the phase equilibria. The
hydrate-forming conditions have been modelled by the solid solution theory of van
der Waals and Platteeuw.

Figure 2.2.: Experimental water content data (markers) and predictions (lines) for
the water content at 13.8 MPa. (Reproduced from Chapoy et al. [5].
Copyright© 2014 American Chemical Society).

According to Figure 2.2, more water can be dissolved in the pure CO2 and CO2-rich
streams compared to pure CH4; hence the dehydration requirement for this type of
fluids could be more stringent. The estimated experimental accuracy of water content
is ±5 ppm mole. The water solubility in CO2-rich streams in standard pipeline
operation conditions in the temperature range of 5 - 35 °C and the pressure range of
9 - 15 MPa has been investigated in [66]. A comparison between experimental data
and equations of state has been performed; the GERG-2008 and the EoS-CG were
considered for the comparison. The authors noted that in the range of pressure and
temperature studied, the water solubility increased with the increase of temperature
or pressure. Moreover, the experimental data showed a drop in the water solubility
limit of 75 ppm and down to 200 ppm with the presence of 2.5 % of any of N2,
O2, or CH4 in CO2. The hydrate formation curve for CO2 (pure element) in the
presence of free water has been fitted from experimental data by Uilhoorn [93]. The
simulations have been carried out for soil clay ranges from low (around 4 %) to high
moisture content (more than 20 %). The results have shown that, when the CO2 is
in a supercritical state (pressure above 7.38 MPa at 40 °C) at the pipe inlet, the CO2

stream might operate outside the hydrate stability region, even if water is present.
During a controlled transient condition such as a shut-in or a startup procedure, the
risk of hydrates formation is limited if the water content of the CO2 stream is kept
below 250 ppm (at 40°C). It should be noted that in the case of pure-CO2 hydrate
cannot exist above 22°C, so it is unlikely to form at 40°C if water is not present.
However, the risk still exist for low temperature, thus, in situations of extremely
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rapid depressurization, even a low water content level could not be sufficient to avoid
hydrates formation.

2.3.2. Corrosion risk

Brown [41] pointed out that the specifications proposed in the DYNAMIS project
cannot be considered safe enough for normal operative conditions (low margin),
indeed the allowable water limit of 500 ppmv is too high for the risk of corrosion or
solid formation. In the work developed by Foltran et al. [94], the solubility of water
in CO2-N2 binary mixtures has been investigated at 25 and 40°C in the pressure
range between 8 and 18 MPa. The study reports that the presence of N2 can lower
the water concentration in CO2 by up to 42 % in the studied conditions. In the
experiments performed by Choi et al. [95], carbon steel samples were exposed to
water-saturated CO2 and CO2-saturated water in the CO2 pressure range of 4 - 8
MPa at 50° C. The corrosion rate is very low when the water content is considerably
under the solubility limit. However, the study previously performed by Choi et al.
[96] reported that corrosion took place also in the water-saturated CO2 phase under
supercritical conditions when no free water is present. Experimental tests of CO2 in
presence of impurities (O2 and SO2) at 8 MPa CO2 and 50°C were performed for
carbon steel. The aim of the study was to evaluate the corrosion formation under
a CO2-saturated water phase and water-saturated CO2 phase. The addition of O2

increases the corrosion rate of carbon steel under supercritical CO2 environments.
However, the corrosion rates do not increase with increasing O2 content; instead, the
corrosion rate reaches a maximum of 1 mm/y with 4 % of O2. The addition of 0.8
bar SO2 (1 %) in the gas phase dramatically increased the corrosion rate of carbon
steel from 0.38 to 5.6 mm/y. The effects of impurities such as O2 and H2S have been
investigated by Sun et al. [97] in term of steel corrosion. A severe corrosion has
been observed when O2 (2000 ppmv) and H2S (2000 ppmv) were both present, up to
0.3396 mm/y, while if considered separately, the effect that can be attributed to H2S
is eight time higher if compared with O2 impact. Similarly, He et al. [98] simulated
the combined effect of CO2, H2S and Cl− on the corrosion of stainless steel 316L.
Dugstad et al. [85] noted that corrosion rate > 1 mm/y can be reached in presence
of NO2, this means that NO2 (NOX and SOX) can have a great impact at water
concentrations lower than solubility limit. The study performed by Dugstad et al.
[86] supported that corrosion does not take place in pure CO2 or CO2+O2 when the
water content is far below the reported water solubility limit for pure CO2 (500 ppm).
However, corrosion occurred at a very low water concentration (200 ppm) when the
system was contaminated with SO2. The formation of sulphuric acid (H2SO4) can
occur in presence of SO2, water, and O2. The authors also pointed out that, below the
critical temperature, CO2 depressurization to a pressure below the critical pressure
will results in a biphasic system; Thus, should be considered that impurities could
be present between the two phases (not proportionally). Indeed, the concentration
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of several impurities will increase in the remaining liquid CO2 phase. Then, in liquid
phase, the risk of corrosion formation originated by the presence of water and other
impurities must be considered if water concentration exceed the solubility threshold
[85, 86]. Laboratory experiments with dense phase CO2 were also performed by
Dugstad et al. [32], water concentration up to 300 ppmv has been considered jointly
with the presence of other compounds. The inspection was realized on carbon steel
(10 MPa, 298 – 318 K) and corrosion has been observed. The formation of sulfuric
acid, nitric acid, and elemental sulfur was also detected. Several CO2 specifications
and recommendations for maximum impurity concentrations have been published; a
summary is reported hereafter in Table 2.4 with a specific focus on water content
recommendations. It should be noted that when the specifications/recommendations
were published, most of them had not been experimentally verified.

Reference H2O (ppmv)

Canyon Reef carriers 122
Central Basin Pipeline 630
Cortez Pipeline 630
Weyburn Pipeline 20
DYNAMIS Project (2008) 500
NETL Recommendations (2012-2013) 730 / 500
Carbonet (2016) 100
Institute for Energy Technology (IFE) 300
Goldeneye/Peterhead (2014-2016) 50
Northern Lights Project (2019) 30
Literature review 20-730

Table 2.4.: CO2 specifications and recommendations for maximum water concentra-
tions [28–35].

A great range of values for water concentration has been proposed over the years.
Literature review reports a minimum allowable water content of 20 ppmv and a
maximum around 730 ppmv. A review performed by Halseid et al. [99] reported that
corrosion experiments for dense phase CO2 containing impurities are not regulated
by any normative. In the tests performed by Sim et al. [100], steel coupons were
exposed to a supercritical CO2 environment, the water content in the range from 100
ppmw to 50000 ppmw. Weight-loss tests have shown that the mass-loss results from
100 ppmw to 1500 ppmw were not too dissimilar. The difference in mass loss was
more evident in the >1500 ppmw region, where a maximum mass loss of 1.6 mg/cm2

has been recorded at 1500 ppmw. According to experiments conducted by the
authors [100], the water content limit could potentially be increased to approx. 1000
ppmw. However, this increase in water concentration limit assumes that pressure and
temperature for both processes are identical. Hua et al. [101] conducted autoclave
experiments at 8 MPa and temperatures within 35°C and 50°C; CO2 was either
saturated or under-saturated with water, depending on testing conditions. During the
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under-saturated tests (at 50°C), corrosion was not observed with water content below
1600 ppm; a small level of corrosion was recorded with 300 ppm of water present at
35°C. The influence of SO2 on the tolerable water content to avoid corrosion during
the transportation of supercritical CO2 has been investigated by Hua et al. [102].
Corrosion experiments have been performed on carbon steel in autoclaves containing
CO2 at 8 MPa and 35°C in the presence of 0, 50, and 100 ppm SO2. Results indicated
that minimization of water content is a better strategy compared to reducing SO2

content to reduce general and localized corrosion. Hence, corrosion can occur if the
water content is well below the solubility limit of water in supercritical CO2 (300
ppm) when SO2 is present (up to 100 ppm). In the work developed by Sun et al. [6],
a thermodynamic model was utilized to investigate the effects of impurities on the
water precipitation and water chemistry characteristics (Figure 2.3). Water content
from 200 ppm to 4333 ppm (saturated solubility of H2O in CO2 at 10 MPa and 50
°C) has been tested in a CO2-rich mixture. As reported in Figure 3, results show how
the corrosion rate trend rapidly increases for a water content within >1500 ppmv.

Figure 2.3.: Variations of corrosion rate with water content exposed to supercritical
CO2-rich mixture environment at 50°C and 10 MPa for 72 hours (Re-
produced from Sun et al. [6]).

In order to identify the safe operating window for CO2 transport, several reviews
of leading causes and experiments related to internal corrosion in the CO2 pipeline
for CCS activities have been proposed during the years [32, 103]. Lack of corrosion
data from both laboratory experiments and the field where anthropogenic CO2 is
transported makes accurate corrosion prediction challenging. Furthermore, corrosion
experiments in dense phase CO2 in presence of impurities are not regulated by
standard procedures. The consensus among the difficulties introduced by the water
content seems to be globally recognized. The philosophy of controlling water content
in the CO2 stream to control corrosion is an important parameter and must be
assessed during the design phase. Alternative to dry conditions can be adopted
with specific approaches such as the correct quantification of corrosion allowance
accounting for corrosion and erosion as well as the utilization of inhibitors and
coatings. The corrosion challenges present several solutions that should be evaluated
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for each project. Such solutions have different costs and operative requirements that
should be considered.

2.4. Low temperature and dry-ice formation

The transport of CO2 in dense phase presents low-temperature risks during de-
pressurization of pipelines. During the decompression, very low temperatures near
-56°C may happen; thus, an uncontrolled depressurization presents a risk of brittle
fracture and ductile fracture propagation. Therefore, pipeline materials need to
have specific characteristics as suitable low-temperature toughness and resistance
to ductile fracture propagation, or process control measures need to be introduced
to avoid rapid depressurization [104]. According to the thermodynamic, liquid or
supercritical phase, CO2, when depressurised, may change phase to be: pure vapour,
two-phase liquid and vapour mixture, two-phase solid and vapour mixture or, if the
final pressure is at the triple point pressure, three phases solid, liquid and vapour.
At the end of a depressurisation to atmospheric pressure, the CO2 can only be a
vapour or a solid, or a mixture of both. CO2 cannot exist at atmospheric pressure in
its liquid phase [36]. There are two cooling effects associated with the blowdown:
the Joule-Thomson effect that occurs on the pressure reducing element and the mass
reduction within a fixed volume inside the pipeline; in fact, due to the adiabatic
expansion of the pipeline inventory, fluid temperature decreases. Typically, the
temperature inside the pipeline should be monitored to control the rate of depressur-
ization to avoid shallow temperatures that may pose a threat to the integrity of the
pipeline. Moreover, solid CO2 formation inside the pipeline might be dangerous as
well, either for its very low temperature that makes the construction material rigid
and for the possible over-pressure caused by solid CO2 during the restart of the line
[105]. Low-temperature scenarios should be investigated with respect to pipeline dips
during depressurization, solid formation in vent systems, depressurization control and
vent stack configurations. It should be noted that complete venting (depressurization)
of a CO2 pipeline should be an infrequent event and would mainly be required for
safety reasons. Venting large volumes of high concentration and pressure CO2 into
the atmosphere has health, safety, and environmental implications, which impacts the
engineering design. Furthermore, during the design and the location of vent stacks,
it should be considered that CO2 is heavier than air at atmospheric conditions [106].
Terenzi et al. [107] investigated the thermophysical behaviour of several High Vapour
Pressure fluids (HVP), including liquified petroleum gas (LPG), natural gas liquified
(NGL), methane-rich mixtures, CO2-rich mixtures. The physical behaviour during
blowdown of pipeline sections of typical lengths within 20-40 km is similar. However,
CO2 introduces complex thermodynamic behaviour such as physical properties that
are not accurately predicted by standard equation of state, a narrow phase enve-
lope and the potential formation of solid phases during depressurization. Since the
transport of CO2 in dense phase presents characteristic low-temperature risks when
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depressurising pipelines and piping, the depressurization behaviour of CO2 pipelines
has been investigated for both summer and winter conditions, either numerically and
through experimental tests.

2.4.1. Depressurization

According to the Flow Assurance report from the White Rose CCS project [106],
during the depressurization of long CO2-rich dense phase pipelines, several phe-
nomena will take place. Pressure reduction will cause the boiling of CO2 with
consequent temperature reduction of pipeline metal the CO2 absorbs the heat from
the surrounding environment. Joule-Thomson cooling will occur as the CO2-rich
gas expands and the pipeline inventory is reduced through venting. Moreover, due
to the terrain profile, gas pockets will be trapped between liquid columns, causing
pressure differences on both sides of the high elevation points. The trapped liquid
CO2 will continue to boil until pressure on the side closest to the vent is low enough
for the gas to sweep the trapped liquid. In this situation, additional J-T cooling
could take place. It has also been predicted that the minimum temperature does not
always occur at a single location. The minimum temperature moves in the liquid
phase along the pipeline as the liquid is vaporized because the gas-liquid interface
moves as more liquid CO2 is vaporized. During depressurization, particularly around
the peak elevation point, the presence of localized cold metal temperatures as the
liquid CO2 boils and vaporizes should be considered. The HLP fluid behaviour in
pipeline dips has been included in the work of Terenzi et al. [107]; it was also found
out that for a given fluid composition and flow discharge system configuration, the
most impacting parameters are the soil thermal properties and the depth of the
deepest dip in the elevation profile. Dall’Acqua et al. [108] developed a tool for the
blowdown simulation of CO2-rich mixtures based on the Peng-Robinson equation of
state, called PRDECOM. Results for tested mixtures report good accuracy compared
with experimental tests, in particular in the plateau zone. A two-phase flow model
to simulate the transient flow of CO2-rich mixtures in pipes has been adopted from
Munkejord and Hammer [109]. The results suggest the necessity of taking into
account the heat capacity of the pipe. The homogeneous equilibrium model and a
more complex two-fluid model, in which the interphasic friction is explicitly modelled,
have been compared. The thermodynamic properties were calculated using the
Peng–Robinson equation of state (classical van der Waals mixing rule). However, in
some cases, the GERG-2008 equation of state showed significant differences compared
to the Peng-Robinson in key parameters, such as density, speed of sound and phase
envelope. A review of model and data for CO2 transport has been reported by
Munkejord et al. [110], where a depressurization case study expansion-tube data has
been included, as well as considerations on transient conditions that involve speed of
sound and non-equilibrium models. Generally, a good agreement for fluid pressure
has been observed in the model proposed by Munkejord and Hammer, although with
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a tendency towards underprediction, particularly near the outlet in the first part of
the depressurization.

2.4.2. Dry-ice formation

Several authors addressed the possibility of low temperature experimentally during
depressurizations both inside pipeline and vent systems [10, 19, 109, 111–113]. A
large-scale experiment has been conducted by Cao et al. [114] in order to measure
the cross-sectional temperature, phase evolution and density distribution during the
release of dense CO2. The decrease in velocity of the dense phase CO2 temperature
observed was faster than that of gas-liquid phase CO2. The possible formation of
dry ice was observed and confirmed since the CO2 reached the triple point on the
bottom of the cross-section at 162 m and 108.8 m from the release end. Experimental
and numerical studies on hydrate and solid formations in carbon dioxide have been
conducted by several authors [5, 85, 114–121]. The thermodynamic properties of
the liquid and vapour phases have been calculated by Martynov et al. [115] using
the GERG 2004 equation of state, while the solid and vapour properties along the
sublimation line are predicted using an extended Peng Robinson EoS. According
to the results, the homogeneous equilibrium model (HEM) assumption produces a
reasonably accurate estimation of the liquid-phase temperature. The temperature in
the liquid phase was found to be as much as 60 °C lower than that in the vapour
phase. However, solid CO2 volume predicted, based on the flow model, was found to
be significantly lower than that observed experimentally. An experimental system
for CO2 pipeline leakage study has been designed in the study by Xie et al. [119].
The formation/sublimation of massive dry ice clogs and the dispersion of CO2 cloud,
which should be significant for actual leakage conditions, was difficult to observe or
measure. Vianello et al. [120] investigated the dynamic and thermal fluid dynamic
behaviour of a dry ice particle deposition after an expansion to atmospheric conditions.
The analytical model proposed proves that the effects related to solar radiation are
negligible since they do not considerably affect the quick process of sublimation of dry
ice particles. Dry-ice and solid formations could also affect the vent configurations
and their maintenance: if solid CO2 formation is possible, the vent design should
minimize the potential for blockage. According to Pipeline Hazardous Material Safety
Administration (PHMSA) [59], more than 43 % of the incidents reported on CO2

pipelines in the United States are related to "equipment failure” that includes mainly
“malfunction of control/relief equipment”. In the recommended practice DNV-GL-
RP-F104 [78], each onshore vent station should have the capacity to depressurize
the entire volume between the block valves; the integrity of the pipeline and safety
considerations related to the release of CO2 should also be guaranteed. Consideration
should be given in the design of the vent system to the potential for very low
temperatures downstream of the control valve due to the expansion and possibility
for solid CO2. Several authors proposed preliminary design as well as guidelines on
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vent systems and CO2 venting philosophy [36, 76, 104, 106, 122–126]. In the work
performed by Feliu et al. [126], the software VMGSim has been utilized for the
quantitative determination of the dry-ice formation. The study highlighted that the
use of the cooling medium in compressors increases the amount of dry ice formed as
it cools down the section holdup at the beginning, while an increase in the initial
blowdown temperature helps to reduce the amount of dry ice formed downstream of
the blowdown valves. Finally, a heating medium that could keep the surroundings of
the restriction orifice at a hot temperature could also help to reduce the solid CO2

formation.

2.5. Conclusions

In this chapter, the main challenges and uncertainties associated with CO2 pipeline
transportation and their impact on properties, design, operations have been identified
and discussed. Since cost is one of the significant concerns on the development of
CO2 pipelines for large CCS projects, optimization of design parameters should be
pursued. Even if at present the main driving force for CCS projects is related to EOR,
the recent growing interest in blue hydrogen production could lead to significant
investments in CCS projects. For large-scale CCS projects, pipeline transport is
more suitable than road or railway if the capture plant is far from the storage site.
Since the anthropogenic carbon dioxide is likely to contain several other components,
the CO2 stream should theoretically be purified up to 99 % in order to manage it
effectively. However, the purification costs, such as the cryogenic technique, are
notably very expensive and strongly affect the CAPEX during the feasibility of the
overall project. Thus, the effect of the impurities has been studied over the years
in order to comprehend better the thermodynamic behaviour of CO2-rich streams
and how to deal with them. This chapter also highlighted how the availability of
experimental results is poor and limited to binary or ternary mixtures. Consequently,
the modelling of CO2-rich streams is far from a well-known practice. For this reason,
an extensive testing and validation of EoSs has been conducted and is reported in
Chapter 4. During the years, it has been proved that the presence of impurities such
as N2, O2, H2, CH4, SO2, CO, H2S, and Ar will change the physical properties of the
stream, such as density and viscosity, hence affecting the compression performance.
Several guidelines have been reported in recent literature about the maximum allowed
concentration of each impurity in a CO2-rich mixture stream. Results in literature,
show that N2 has the highest impact while H2S has the lowest on density, pressure
loss, and critical pressure, even if stringent limitations have to be imposed on H2S
content for toxicity issues. Non-condensable components such as N2, O2, Ar, CH4,
H2 should be limited to reduce the amount of compression work. Specific attention
should be reserved, during the design phase, to water content and corrosion-related
issues. Corrosion can be significantly lower in CO2 transport pipelines if the water
content is maintained under the water solubility value; however, it is not easy to
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define a unique maximum allowable water content for pipeline design due to several
variables that must be taken into account. Water solubility depends on process
conditions such as temperature and pressure, as well as the related to cross-chemical
reactions and interactions with other fluid components present in the mixture. The
DYNAMIS project and NETL reported a value limit of 500 ppmv for a carbon steel
pipeline design; however, this could be applicable in normal operating conditions.
Transient conditions and accidental depressurization could lead to corrosion and
hydrate formation problems. Hence, the water solubility drastic drop-off during
transient phenomena with associated problems. Moreover, in the case of rapid
depressurization, even a low water content level might not be sufficient to avoid
hydrates. Other aspects that are challenging from a process point of view are low
temperatures. In this work, the focus has been reserved to depressurizations and
solid formations. Some authors noted that the minimum temperature inside the
pipeline does not occur at a single location but moves in the liquid phase along the
pipeline as the liquid is vaporized. The lowest temperatures are localized in low
points of the pipeline, where liquid tends to pool. The formation of solids could
occur inside the cross-section of the pipeline during the blowdown process, as well
as invents and blowdown valves. Some authors pointed out that the solid CO2

volume predicted based on common flow models was found to be significantly smaller
than what has been observed experimentally. Therefore, further research on solid
formations modelling, especially during fast transient, should be perused too.
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Chapter 3.

Risk and safety of CO2 pipelines

3.1. Introduction

The safe transport of carbon dioxide via pipelines is an important aspect for developing
large-scale CCUS projects. CO2 is usually transported in dense phase or liquid state,
in high-pressure pipelines for economic reasons [127–132]. Even if tons of CO2 are
transported every day in the U.S., most of the pipelines are located in not densely
populated areas [74]. In the near future, CCUS projects, in Europe and other
countries, might be developed to cross densely populated areas; an accurate risk
assessment is therefore required. Since CO2 is toxic at certain concentrations, the
accidental release of large inventories can pose an asphyxiation risk to human and
other biologic life forms that needs to be assessed and prevented or mitigated (i.e.,
Lake Nyos disaster in 1986 [133, 134]). A detailed risk analysis can be required
to develop and route a CO2 pipeline [135, 136]. Vianello et al. [137] performed
a risk assessment of a CO2 pipeline network case study in the UK, an heavy gas
integral model have been used in the work. The results noted that in proximity
of the pipeline network the population can be exposed at serious injuries; however,
the authors identified some gaps in the consequence analysis. An accidental release
study should be included to determine the safety distances from the pipeline [136].
Mazzoldi et al. [138] investigated with integral models and CFD the safety distances
related to CCS projects, the authors highlights that the over estimation provided
by Gaussian models can potentially compromise entire project development. Since
CO2 is considerably different from natural gas (i.e., CO2 density is higher than air
density), the most used simplified dispersion models could be not suitable for the
correct simulation of the release. To obtain an accurate prediction of CO2 dispersion
behavior, a computational fluid dynamics (CFD) approach could be required for the
most challenging scenarios when the topography is complex, and hills are presents. In
this chapter it has been evaluated which tools are suitable for the accurate estimation
and simulations of risk related to CO2 pipelines; risks for humans and assessment
methodologies are reported. A complete review of the main aspects related to release
modeling for CO2 from a pipeline rupture scenario has been also analyzed and
discussed in this work.
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3.2. Risk analysis workflow

The risk management framework for CCS project shall be the same as for other
projects as outlined in ISO 31000 [7, 8, 36]. It should be recognized that CO2

pipelines at the scale that will be associated with CCS projects are novel to many
countries and this should be reflected in the risk management strategy adopted. In
Figure 3.1 a schematization of the risk management process as per ISO 31000 is
reported.

Figure 3.1.: Graphical representation of the Risk Management Process [7]

A number of publications [8, 20, 78, 123, 137, 139–146] and research projects such
as CO2EUROPIPE, CO2PipeHaz, CO2RISKMAN, COOLTRANS, INTEG-RISK
have addressed this matter. CO2Europipe recommends the use of formal QRA
methods to determine the HSE risks of CO2 pipeline transport. A quantitative risk
assessment (QRA) usually includes the determination of failure scenarios with a
certain probability. These failure scenarios have a certain probability attributed to
them based on expert judgment or heuristics; in this case experience with pipeline
operation and failure [147].The CO2Europipe project highlighted a limited experience
on pipeline failure frequencies and dose-effect relationship especially for human health.
The differences in safety risk policies between EU state members were identified
as a weakness during the design process. The major accident hazard potential
associated with the CO2 stream is likely to be from a loss of containment event.
It is important that each CCS project and operation undertake a rigorous process
of hazard identification, to ensure that all reasonably foreseeable major accident
hazards are identified [8]. According to Vianello et al. [137, 145], in order to assess
risk, several aspects need to be defined and quantified:

• Identification of hazards;

• Frequency of occurrence of hazards;

• Consequences of hazard occurring.

In case of loss of containment scenario, the identification and accurate prediction
of an accidental release is a crucial parameter. Some aspects of CO2 transportation
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should be adequately considered within the selection of the worst case scenarios
(leak size, location of the leak, orientation, etc.) to include in the assessment [8]. In
addition to the standard potential initiating causes addressed in an HAZID studies,
it should be considered that ground topography may have a significant influence
on the movement of a large CO2 release as it will be a heavier-than-air cloud, also
features that may reduce the release momentum and air entrainment/mixing as well
as features that contain or channel a release and the ones that may reduce the air
flow in the vicinity of a CO2 release.

Consequence Assessment

Scenarios modelled
Hole sizes
Crater modelling
Discharge rates
Topography
Computational Fluid Dynamics (CFD)
Weather data

Vulnerability modelling

Level of harm
Harm criteria
Escape modelling
Population data

Risk criteria

Hazard or consequence criteria
Individual risk
Societal risk
Risk matrix approaches
ALARP

Table 3.1.: Pipeline risk assessment methodologies and criteria.

In Table 3.1 a summary of the main aspects related to a pipeline risk assessment
methods and criteria is reported. There are lot of other causes that should be included
in the hazard identification that can evolve to accident or potential risk for health
and/or equipment. For a CO2 pipeline in particular, there is a risk of temperature,
due to embrittlement of containment envelope due to rapid depressurization of a
liquid phase CO2 inventory, or due to CO2 stream flow expansion (J-T). Moreover,
internal corrosion and mechanical failure as well as over-pressure due to rapid
sublimation of solid CO2 can be relevant causes too. The escalation of the cause can
be immediate (BLEVE, crack propagation) or delayed, such as loss of containment,
leakage, exposure to a build-up of toxic and/or harmful substances at location of
release. The potential consequences are schematized in Figure 3.2 and should be
carefully considered.
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Figure 3.2.: Potential consequences of cause events for CO2 pipelines [8].

3.3. Health effects and probit function

Carbon dioxide at atmospheric pressure and temperature is a colorless, odorless gas,
which is about 1.5 times heavier than air. The CO2 molecule is composed of two
oxygen atoms covalently bonded to a single carbon atom (O C O), reported
also in Figure 3.3. Since it is fully oxidized, it is not very reactive and not flammable.

Figure 3.3.: Carbon dioxide chemical structure

In humans, CO2 is a normal component of blood gases at low concentrations,
however if inhaled at high levels it is lethal. Humans are very sensitive to changes
in CO2 concentrations. Indeed, in addition to the hazard of asphyxiation due to
CO2 displacing oxygen in the air, the inhalation of elevated concentrations of CO2

can increase the acidity of the blood triggering adverse effects on the respiratory,
cardiovascular and central nervous systems [36].

The risk management strategy should be based on relevant industry good practice
which focuses on inherent safety and the prevention of incidents with the potential
to endanger people, the environment, or properties. Compared to natural gas, there
are less companies with relevant experience in full-scale CCS projects development
and few projects has been completed so far [148]. Thus, great care should be taken
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Property Unit Value

Molecular Weight g/mol 44.009
Triple Point Temperature °C -56.558
Triple Point Pressure bara 5.18
Boiling Point °C -78.464
Critical Temperature °C 31.1
Critical Pressure bara 73.8
Standard density (gas) kg/m3 1.98
Density (critical point) kg/m3 467
Density (liquid/dense phase) kg/m3 740-800
Density (solid phase, freezing point) kg/m3 1562
Viscosity (liquid/dense phase) cSt 0.08
Heat Capacity (Cp) gas phase@15 °C J/(mol K) 36.61

Table 3.2.: Main properties of Carbon Dioxide ([36–38])

during hazard identification and management when dealing with CCS projects. The
growing interests from energy companies in CCS will lead to the development of new
generation CO2 pipeline systems that will require thorough risk assessments and
to be design within acceptable risk levels as required by DNV-GL [78]. Since the
fluid is usually transported in dense phase, there is the potential for large inventories
of CO2 being released in the atmosphere which could reach populated areas with
hazardous concentrations. For this purpose, both the content of the pipeline and the
human activity around the pipeline need to be categorized. As reported in Table
3.3 according to ISO 13623 [89] and DNV-GL-RP-F104 [78], CO2 is categorized as a
category C fluid. However, there is a guidance note stating that it is recommended
that CO2 is categorized by category E unless long operational experience exists. This
will requires higher safety factors in the design. To properly assess the risk of an
installation, it is necessary to evaluate the potential consequence of an accidental
release. The complex thermodynamic of the phenomena and the limited experience
in handling CO2 are points of concern that need further investigation for a proper
assessment.

As reported in Table 3.4, concentration and exposure time to toxic gases such as
CO2 has a certain impact on human health. The normal concentration of CO2 in
air is low (below 1 Vol %, around 0.041 Vol %). Acute exposure to 1 % and 1.5 %
CO2 is tolerated quite comfortably with very little noticeable respiratory stimulation
occurring until the inspired CO2 concentration exceeds about 2 %. While Exposure
of humans to CO2 concentrations ranging from 17 - 30 % will quickly (i.e. within 1
minute) result in loss of controlled and purposeful activity, unconsciousness, coma,
convulsions, and death.

According to McGillivray et al. [139] there are a number of different methods
available to calculate levels of harm such as: dangerous toxic load, probit functions
and concentration. The dangerous toxic load and probit methods are based on
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Category Description

A Typically non-flammable water-based fluids.
B Flammable and/or toxic fluids which are liquids at ambient

temperature and at atmospheric pressure conditions (i.e.
methanol).

C Non-flammable fluids which are non-toxic gases at ambient
temperature and atmospheric pressure conditions (i.e. nitro-
gen, carbon dioxide, argon, air).

D Non-toxic, single-phase natural gas.
E Flammable and/or toxic fluids which are gases at temperature

and atmospheric pressure conditions and are conveyed as
gases and/or liquids (i.e. hydrogen, natural gas, ethane,
ethylene, LPG, ammonia and chlorine).

Table 3.3.: Fluids categorization according to ISO13623 and DNVGL-ST-F101

fatality whereas concentration is usually used as a measure of injury or harm, for
example, work place exposure limits. Another approach has been reported from
the Energy Institute [36], a correlation between CO2 concentration and effects on
health was proposed. The levels and consequences found good agreement with the
one reported lately from CO2RISKMAN [8, 36]. Since the threshold concentration
method appears not very suitable and precise for engineering application such as a
detailed pipeline risk analysis, statistical methods are often suggested from authors.
Probit analysis can be used as part of estimating the frequency of fatality [149]. For
an individual release, the following relation can be applied:

Frequency of Fatality = RF × POF (3.1)

where RF is the frequency of the release and POF is the probability of fatality
due to exposure to release. The frequency of release may be obtained from data for
frequency of failure using event trees, fault trees or both. The probability of fatality
may be obtained using a probit expression. Probit equations provide a means of
relating the intensity of the toxic exposure to the degree or percentage response of
the objects being exposed. A probit function takes the form:

Probit = a + b log (dose) (3.2)

where a, b are constants characteristic of the gas (or any other agent). The dose

variable is a function of the factor that causes injury or damage to the vulnerable
resource. The usual form when applied to toxic exposure situations is:

Probit = a + b ln(Cn × t) (3.3)

Note that C is the concentration of carbon dioxide in air (usually reported in
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CO2 concentra-
tion in the air
(% v/v)

Exposure Effects on humans

2 Several hours Headache, difficult breathing upon mild
exertion

3 1 hour Mild headache, sweating, and difficult
brathing at rest

4-5 Within a few min-
utes

Headache, dizziness, increased blood pres-
sure, unconfortable breathing

6
1-2 minutes Hearing and visual disturbances
<16 minutes Headache, difficult breathing (dyspnea)
Several hours Tremors

7 - 10 Few minutes Unconsciousness, near consciousness
1.5 minutes to 1
hour

Headache, increased heart rate, shortness
of breath, dizziness, sweating, rapid breath-
ing

>10 - 15 1 minutes to sev-
eral minutes

Dizziness, drowsiness, severe muscle twitch-
ing, unconsciousness

17 - 30 Within 1 minute Loss of controlled and purposeful activity,
unconsciousness, convulsions, coma, death

Table 3.4.: Acute health effects of high concentrations of CO2 asphyxiation from
elevated CO2 concentrations [36].

ppmv or mg/m3 or kg/m3), while t is the exposure time in minutes or seconds.
Most common probit function are formulated with C in ppm while t in minutes.
The constant n is typically set to toxic value, namely 8 or 9. The Probit variable
is normally distributed between 2 (zero probability) and 8 (100 % probability of
outcome) with a mean value of 5, and a standard deviation of 1. Several Probit
functions have been reported in literature for CO2 [139, 147, 149–151], especially
designed for QRA risk analysis during pipeline design phase. A collection of the
most relevant ones is reported in the Table 3.5.

Author a b n Units

Toxic Value [C,t]

HSL [149] -89.80 1 8 [ppm, min]
Tebodin [150] -98.81 1 9 [ppm, min]
McGillivray [139] -90.80 1 5.2 [ppm, min]
Molag/Koorneef [147] 4.45 1 5.2 [kg/m3, s]
DSB [151] -90.80 1.01 8 [ppm, min]

Table 3.5.: Probit Function parameters by author and associated units.
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In order to identify a dose-effect relationship, the utilization of probit functions
have been observed. The main aspects related to CO2 toxicity are reported, either
in term of asphyxiation due to CO2 displacing oxygen in the air and the increase of
blood acidity, triggering adverse effects on the respiratory, cardiovascular and central
nervous systems. According to current version of ISO 13623 and DNVGL-ST-F101,
CO2 is categorized as a category C fluid; however, fluid category for CO2 is expected
to be modified in the next revision of ISO 13623 possibly as category E fluid. A
release of CO2 would increase the level of CO2 in the air and proportionately decrease
the other air components, this can cause asphyxiation in human beings. An approach
based on threshold limits have been reported from multiple sources in this analysis.
However, since the concentration method appears not very suitable and precise for
engineering application such as a detailed pipeline risk analysis, statistical methods
are usually suggested from authors. Several statistical model (probit function) for
assessing the dose-response relationship for a generalized typical population have
been evaluated. The absence of a dose-effect relationship as well as internationally
standardized exposure thresholds for CO2 for use in QRAs has been recognized as an
uncertainty. A large difference between the probit function evaluated has been noted,
for this reason it is still not easy to identify a single specific function that accurately
describe the dose-effect relationship. The relation appeared to be non-linear and
described by an asymptotic function.

3.4. Failure frequency applicability to onshore CO2 pipelines

3.4.1. Introduction

During a QRA, failure is usually assessed with the use of statistical/historical data.
However, for CO2 handling systems the operating experience is limited compared to
hydrocarbon transporting systems and, for this reason, hydrocarbon pipeline statistics
are normally used as a proxy. The only database that contains statistics on CO2

pipelines is the PHMSA since in the U.S. several CO2 pipelines have been constructed
since the 1970’s, essentially for Enhanced Oil Recovery operations. However, there is
limited statistical data available compared to the hydrocarbon pipelines experience
and care should be taken when undertaking the frequency analysis. In this section an
analysis of incidents data related to the onshore CO2 pipelines in the U.S. between
1985 and 2020 reported by the Pipeline Hazardous Material Safety Administration
(PHMSA) of the U.S. Department of Transportation is presented. In this section it
has been analysed the incident scenarios, the causes and the consequences so as to
provide an estimate of a specific CO2 pipeline failure rate to be used in quantitative
risk assessments.
The objective of the frequency analysis is to examine the initiating events identified,
assess the probability/frequency and potential outcomes of the accidental event.
Frequency is defined as "the number of events or outcomes per defined unit of time"
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[7] and can be applied to past events or to potential future events, where it can be
used as a measure of likelihood/probability. Historical data for relevant gaseous/dense
phase CO2 service systems and components is significantly less robust than for other
mature industries. In literature, the most commonly used databases, which account
for incidents related to pipelines are: the European Gas Pipeline Incident Data Group
(EGIG), the UK Pipeline Operators Association (UKOPA) and the Conservation
of Clean Air and Water in Europe (CONCAWE) and the Pipeline and Hazardous
Material Administration in the US (PHMSA). However, the only one that contains
statistics on CO2 pipelines incidents is the PHMSA. In some instances, failure rates
of natural gas pipelines have been used [152], while in other cases an estimation of
the failure rate from the PHMSA database has been proposed [128, 139, 147, 153].
Gale and Davison [128] in their study, reported that CO2 pipelines in U.S. have a
frequency of incident of 0.32 events per 1000 km per year, whereas natural gas and
hazardous liquid pipelines have an incident frequency of 0.17 and 0.82 events per
1000 km per year respectively. According to Koornneef et al. [147], cumulative failure
rates (puncture plus rupture) assumed within studies on risks of CO2 pipelines show
a range within one order of magnitude, i.e. from 1.2 × 10-4 to 6.1 × 10-4 km-1 year.
According to the PHMSA more than 8000 km of onshore CO2 pipelines have been
installed in the U.S. from 1968 to 2020, mostly for enhanced oil recovery (EOR)
applications. Most of the incidents reported in PHMSA database are related to
small leaks, malfunctions, and minor incidents. Due to the limited mileage of CO2

pipelines, most of the incidents reported, did not represent serious or critical injuries
or even deaths. According to current regulation, title 49 of the Code of Federal
Regulations, the pipeline operator should submit an incident report within 30 days
of a pipeline incident. The PHMSA defines as significant incidents those that:

• involve fatalities or injuries requiring in-patient hospitalizations

• have $ 50,000 or more in total costs (including loss to the operators or the
others, but excluding cost of gas lost,

• results in release of 50 barrels or more of product,

• result in an unintentional fire or explosion.

3.4.2. Data analysis

This study focused on analyzing the PHMSA incident data related to CO2 pipelines
operating in the US from 1994 to 2020. The database collects incidents data related
to Hazardous Liquid pipeline systems, where carbon dioxide is included, starting from
1968. However, no incident related to carbon dioxide commodity has been reported
before 1994. More than 30 CO2 pipelines are operating in the U.S., with six crossing
provincial/state boundaries and one crossing an international border into Canada.
In the incident reports, pipelines from 7 states of the U.S. have been included,
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namely located in Texas, Oklahoma, Utah, North Dakota, Mississippi, Louisiana and
Alabama. Pipeline failure rates are usually defined based on kilometers of installed
pipeline; this provides an indication of the operating experience and the size of the
data sample. Incident statistics are more reliable when are based on large data
samples. If compared to hydrocarbon pipelines, operational experience and pipeline
exposure is limited and updated incident data is scarce for CO2 pipelines. The
number of kilometers of CO2 pipelines is approx. 8000 km while more than 550000
km of hydrocarbon pipelines are operational. In Figure 3.4 the evolution of total
mileage of CO2 pipeline in the U.S. from 2004 to 2020 has been reported in km (U.S.
Department of Transportation., 2020). In the U.S. the first pipelines constructed to
transport CO2 date back to 1963, however the majority of the infrastructure was
built between 1980-1990. The graph starts from 2004 as yearly detailed data for
previous period cannot be retrieved from the database.

Figure 3.4.: Evolution of total kilometers of CO2 pipeline in the USA from 2004 to
2020.

The evolution of the mileage of carbon dioxide pipeline in the US generally shows
an increasing trend from 2004 to 2014, with a maximum of 8490 km of pipeline. The
development after 2014 shows an almost constant value with a local maximum of
8434 km in 2015 and a local minimum of 8283 km in 2019. Policies and economic
interest were the main driving factor in the development of CO2 pipelines, since most
of the operating pipelines in the united states are related to enhanced oil recovery
(EOR) activities. The total length of installed pipeline is fundamental to calculate
the exposure. Exposure calculated as the length of installed pipeline multiplied by its
exposed duration and is expressed in kilometers-years. Considering the uncertainty
on the installed pipeline length, the pipeline operating experience (expressed in
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km-year) to be used for the failure frequency calculation is estimated starting from
1985. The exposure evolution during the last 16 years is reported in Figure 3.5.

Figure 3.5.: Exposure evolution CO2 pipeline in the USA from 2004 to 2020.

With regards to the recorded incidents involving CO2 pipelines, between 1994 and
2020, a total of 106 incidents related to onshore CO2 transmission pipelines were
reported to PHMSA database. Figure 3.6 shows the number of incidents recorded for
CO2 pipeline in the period 1994-2020. Incident database indicates date and place of
each reported incident by the pipeline’s operators. It should be outlined that, since
the database was accessed in October 2020, a percentage of incidents that could
potentially have been reported in the remaining months of the year 2020 are not
included in this analysis.

Since PHMSA reports no incidents before 1994, Figure 3.6 shows the recorded
incidents for CO2 pipeline operating in the U.S.A. from 1994 to 2020. No incidents
were recorded in 1998 and 1999, the maximum number of incidents has been recorded
in 2016 and 2017 with a total of 9 incidents for each year. The minimum (non-
zero) number of incidents were recorded in 1995,1997, 2000 and 2001 with a single
occurrence for each year. The average number of incidents reported for each year
from 2004 and 2020 is 3.93 incident/year. None of the recorded incidents resulted in
fatalities. Only one incident resulted in an injury. This is an important difference
with respect to accidental scenarios involving hydrocarbon pipeline releases.
Amongst the information reported in the incident form, there is the incident cause,
sub-cause and incident description which is of paramount importance to further
analyze the data and identify the major categories of failures. As reported by [152],
the incident form has changed over the years as well as the number of fields required.
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Figure 3.6.: Number of incidents recorded for CO2 pipelines in the U.S.A. (1994-2020)
from PHMSA.

In the latest form, in use since 2010, 8 incident causes can be selected, while several
sub-causes can be added to better describe the incidents. The main causes available
are: corrosion, natural force damage, excavation damage, other outside force damage,
material failure of pipe or weld, equipment failure, incorrect operation, other accident
cause. Based on the analysis of the 106 recorded incidents involving CO2 pipelines
in the period 1994-2020 the incident cause distribution reported in Table 3.6 and
Figure 3.7 has been found.

Incident Cause No. of incidents Percentage of the total (%)

Equipment failure 46 43.40
Material Failure of Pipe or Weld 22 20.75
Corrosion 12 11.32
Other accident cause 11 10.38
Incorrect operation 10 9.43
Excavation damage 2 1.89
Other outside force damage 2 1.89
Natural force damage 1 0.94

Table 3.6.: Number of incidents causes between 1994 and 2020 for CO2 pipelines
reported in PHMSA.

“Equipment failure” has been identified as the most frequent incident cause reported
in database, with 46 occurrences, accounting for 43.40 % of the total events. 22
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Figure 3.7.: Distribution of incidents causes between 1994 and 2020 reported in
PHMSA.

incidents have been attributed to “material failure of pipe or weld”, that constitute
20.75 % of the total. “Corrosion”, that include internal corrosion as well as external,
counts 12 reported incidents (11.32 %), followed by “other accident cause” (10.38
%), “incorrect operations” (9.43 %), “excavation damage” (1.89 %), “other outside
force damage” (1.89 %) and “natural force damage” (0.94 %). In Figure 4 the
incident causes have been reported with respect of percentage of the total events
reported. The ones classified as “corrosion” were 12, 9 of which have been attributed
to “external corrosion”, while no information has been reported for the remaining 3
incidents. A total of 46 incidents have been classified as “equipment failure”, 30.43
% of the equipment failure has been attributed to the “malfunction of control/relief
equipment”, while 28.26 % to “non-threated connection failure”. A single case has
been reported as “icing of relief valve”. It should be noted that for 8 cases, the
sub-cause was not reported. Another significant information that can be extracted
from the database is whether the incident required a shutdown of the facility and
how long this has lasted. On a total of 106 events registered, 43 required the pipeline
shutdown, in 43 more no shutdown was necessary and for the remaining 20 cases the
information are not available.

3.4.3. Frequency failure calculation

In the U.S. the first pipelines-built to transport CO2 date back to 1963, however
the majority of the infrastructure was built between 1980-1990. Considering all the
recorded incidents in the PHMSA database and the calculated operating experience
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(km year) it is possible to evaluate the CO2 pipeline incident frequency. Figure
3.8 reports the variation of the calculated incident frequency in the period 2004 –
2020 between a lower bound and an upper range estimated considering different
pipeline operating experience time-frame. The upper bound is based on pipeline
operating experience since 1990, while the lower bound on operating experience since
1968. According to this data the incident frequency can vary between 2.5 × 10-4

event/year (lower bound) and 4.2 × 10-4 event/year (upper bound) with an average
value of 3.6 × 10-4 event/year. This is in line with values reported in previous studies
[29, 58, 147].

Figure 3.8.: Incident frequency trend (2004-2020) for CO2 pipelines in the U.S.A.
based on PHMSA.

The black line reported in Figure 3.8 has been based on pipeline operating experi-
ence since 1985 with a total of 290500 km year, the upper blue dashed line is based
on pipeline operating experience since 1990 with 249000 km year, while the lower
red dashed line is based on pipeline operating experience since 1968 with 431600 km
year.

3.4.4. Discussion and conclusions

In this section, the failure frequency associated to gaseous/dense-phase onshore CO2

pipelines have been analyzed. The main uncertainties associated to a failure frequency
analysis for CO2 transportation systems are the availability of historical failure data
for CO2 and the assessment of possible outcomes and incident development. The only

38



3.5. CO2 accidental releases

recognized database that contains statistics on CO2 pipeline incidents is the Pipeline
and Hazardous Materials Safety Administration (PHMSA) from U.S. Department of
Transportation. However, the limited operating experience, if compared with the
database available for other hydrocarbon services such as natural gas, suggested to
adopt a cautious approach in the use of this specific data. In fact, CO2 pipelines
operating in the U.S. are approx. 2 % of the overall pipeline network. A total of 106
incidents are reported from 1986 to 2020 for CO2 services. Approx. 45 % of incidents
registered, occurred due to causes related to equipment malfunction, more than 30
% of these cases are associated with pressure or thermal relief valves relieving in
unwanted conditions. The remaining incidents from equipment failure are associated
with the failure of small components that lead to minor releases. The second main
cause is material related defects, in fact, mostly of the failures occurred at a weld
and resulted in minor releases. However, in some cases the failure occurred in a pipe
segment and resulted in more significant releases. The third contribution is related
to corrosion, since in all incidents reported external corrosion originated the failure.
According to the analyzed data, the incident frequency can vary between a lower
bound of 2.5 × 10-4 event/year and an upper bound of 4.2 × 10-4 event/year with an
average value of 3.6 × 10-4 event/year. The utilization of data contained in PHMSA
and other databases should be treated very carefully, however, the accurate reporting
of accidents during the years can highlight the weakest aspects of the system. Finally,
due to the limited data available on the PHMSA database related to onshore CO2

pipeline, its applicability is not indicated (as it is) for a failure frequency estimation.

3.5. CO2 accidental releases

3.5.1. Experimental release tests

Experimental release tests can be very expensive and usually are not affordable for
small-medium laboratories, especially for large-scale scenarios. Several experimental
works have been reported in the literature; these can be classified in large-scale and
small scale experiments. Furthermore, the aim of the studies can be considered
to be an additional parameter for the categorization. Most of the experimental
work analyzed can be divided between far-field and near-field modeling. Studying
the behavior and thermodynamics evolution in the near field is typically carried
out in small scale set up or laboratory scale. During a release, the monitoring of
far-field evolution has been developed in large-scale or full-scale outdoor experiments.
Since the costs and infrastructure necessary for a large-scale set up are not easily
sustainable by a single research center or university, several Joint Industry Projects
(JIP) and Research Projects (RP) have been developed over the years. The most
important JIPs and RPs are reported in Table 3.7 with the associated period, scale,
and objectives.

In this section a literature review of the most important experimental studies
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Table 3.7.: Relevant CO2 pipeline related JIPs and RPs programs during the years
[9].

JIP/RP Name Years/Period Scale Objectives and Scope

CO2SAFEARREST 2016 - 2019 Full-scale Burst tests research program. Two full-scale
tests with buried pipeline (CO2-N2 mixture),
24 inches.

COSHER 2011 - 2015 Large-Scale Obtain data to support the develop-
ment of models to determine safety
zones/consequence distances.

CO2PIPETRANS 2009 - 2015
Medium-Scale

Large-Scale
Fill the knowledge gap identified in the DNV-
RP-J202. Results of the project were included
in DNVGL-RP-F104 (2017).

COOLTRANS 2011 - 2015 Large-Scale Identify and propose solutions to key issues
relating to the safe routing, design, construc-
tion and operation of onshore CO2 pipelines
in the UK.

CO2PIPEHAZ 2009 - 2013
Small Scale

Large-Scale
Improve the understanding of the hazards
represented by CO2 releases.

CO2QUEST 2013 - 2016
Small Scale

Medium-Scale
Study the impact of the quality of CO2 on
storage and transport.

CATO

2004–2008

2010 - 2014

2015-ongoing

N/A A national program, which includes complete
studies in all aspects of CCS.

CO2EUROPIPE 2009 - 2011 N/A Outline guidance to elements of the European
plan to develop large-scale EU CO2 infras-
tructure.

CO2RISKMAN 2010 - 2013 N/A Development of industry guideline to assist
the designer and projects on the emerging
CCS industry. Potential hazards associated
with handling CCS CO2 streams are dis-
cussed.

related to CO2 release and dispersion is reported. Particular attention has been paid
to large-scale tests for accuracy and readiness to develop validation and comparison
studies by reducing the scale-up errors compared to operating pipelines. To highlight
the main aspects related to a CO2 release, a schematic diagram has been reported
in Figure 3.9. The release can be divided in near-field (phase change, expansion,
air-mixing and solid formation) and far-field zone, where the atmospheric dispersion
of the heavy CO2 cloud continues at large distances start.

The analysis focused first on near-field experiments that highlighted important
release aspects. Since near-field modeling can strongly impact the far-field modeling
and the definition of safety distances, particular attention should be reserved to
these aspects. Pursell [154] presented some results from laboratory scale release tests
performed in Health and Safety Laboratory (UK). The experiments were performed
both for liquid and gas phase of CO2 from release orifices of 2 and 4 mm (diameter),
the set up was connected to a pressurized vessel containing CO2 at pressure from
40 to 55 barg. The rapid expansion of the fluid downstream the orifice occurs
approx. following an isenthalpic expansion to atmospheric pressure, then the CO2

jet continues to expand as it entrains and mixes with the surrounding air. Guo et al.
[155] studied the near-field characteristics and dispersion behaviour of supercritical
[113], gaseous, and dense-phase CO2 experimentally. A large-scale pipeline set up

40



3.5. CO2 accidental releases

Figure 3.9.: Schematization of a CO2 release from an onshore pipeline [9].

with an internal diameter of 233 mm and a total length of 258 m was constructed
during the CO2QUEST project. Six tests have been performed, and several orifice
diameters have been tested from 15 mm to full-bore rupture. The near-field behavior
and the under-expanded jet flow structure have been analyzed; solid phase formation
was observed. The sublimation of solid CO2 removes heat from the gas phase with
a consequent temperature reduction. The formation of solid CO2 can impact the
properties and the shape of the cloud. Based on the experimental data performed
by Guo et al. [155], the development of the visible cloud can be divided into three
stages: a “rapid expansion”, a “metastable stage”, and a “slow attenuation stage”.
The distance of the 50,000 ppm concentration contour for three orifice diameters
was determined in all the experiments. The maximum safety distance of 160 m has
been measured for the full-bore rupture at the initial condition of 9.1 Mpa at 21.6 °C
(dense phase). Safety distances measured for dense phase were consistently greater
than gas phase tests. An experimental study of supercritical CO2 leakage has been
reported by Fan et al. [156]. The pressure and temperature conditions analyzed
varied from 81 to 110 bar and 34.9 °C to 100.9 °C. The authors noted how the mass
flow rate decreases with the increase of upstream temperature and length-diameter
ratio and increases with the increase of upstream pressure. However, the effect of
upstream temperature variation (at approx. 100 bar) on the jet structure was not
so evident in the range between 37.6 °C and 40.1 °C. An experiment with various
measurement methods was developed by Teng et al. [157] to carry out controllable
CO2 release from a high-pressure vessel. Pure liquid CO2 has been used for the
experiments, orifice diameter of 1 and 2 mm. Initial pressure varies from 80 bar to
100 bar, while temperature from 301 K to 313 K. The lowest temperatures measured
were -41.9 °C (1 mm diameter) and -45 °C (2 mm diameter). The maximum velocity
along the jet centreline was 250 m/s. The results suggest that for a supercritical CO2

leakage, dry ice particles with size between 1 and 3 µm can be formed. The initial
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temperature shows limited impact on the size of dry ice particles, while a wider size
distribution can be addressed to a higher initial pressure. Li et al. [112] developed
a reduced scale facility with dry supercritical CO2 to analyse the jet plume’s early
stage flow characteristics in the near-field. Initial pressure was set up to 8.02 MPa;
the velocity in the centreline of jet plume was measured from different leakage sizes
(0.5, 1, 3, 5 mm), showing a correlation with the depressurization process during
the leakage. Ahmad [10] reported the results based on COSHER JIP; a large-scale
rupture test was conducted on a loop test built in Spadeadam (UK). A 219 mm
diameter pipeline buried underground filled with dense phase CO2 has been used.
Temperature, pressure, concentration distribution and dispersion cloud have been
considered with low wind conditions 1.9 m/s. Approximately 136 ton of CO2 were
released in 204 s. The maximum height of the plume was registered at 60 m from the
ground while the maximum horizontal extension at 400 m, the minimum temperature
registered during the release was -78 °C. The test has been conducted at approx.
150 bar and the average temperature of the fluid in the reservoir was around 13 °C.
In Figure 3.10 the visible cloud formed after the rupture is reported at subsequent
times; images have been captured from a video.

Figure 3.10.: The visible cloud behavior after the rupture; from left to right, at 10, 30
and 120 s from the break (From Ahmad et al. [10], Copyright Elsevier,
2015).

In 2017, other tests were carried out in Spadeadam (UK); two full-scale burst tests
were performed during CO2SafeArrest JIP to evaluate the fracture propagation and
arrest characteristics and CO2 dispersion in the atmosphere [11, 158]. The outer
diameter of the test section was a steel pipe 610 mm, 85 m long, connected to approx.
120 m long reservoirs at both ends. A mixture of 91% CO2 and N2 pressurized to
about 15 MPa was adopted. The pipeline rupture was induced by initiating the
crack with explosives; several sensors (temperature, pressure, oxygen cells) have been
positioned over a pattern terrain in the vicinity of the crack. Two burst tests have
been conducted; for the first test, all the pipe test section was buried under a 1 m
deep soil cover, while in the second test, only half the length of the pipe test section
was buried. The resulting crack propagated in both directions as the pipe wall was
torn open sideways. The CO2 cloud reached an altitude peak of 250 m, as well as the
debris thrown out of the crater formed. As reported in the schematization of Figure
3.11, the crater extension measured approx. 45 m in the horizontal (pipe direction)
while the perpendicular extension varied between 5.8 m and 9 m. The average width
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of the crater is about 7.4 m, which is 12 times of the outer pipe diameter.

Figure 3.11.: Crater outline and length measured after the rupture test (From Applied
Energy, Liu et al. [11], Copyright: Elsevier, 2019).

3.5.2. Model methods and development

Modeling a release of a CO2 pipeline requires the assessment of some important
aspects, such as transient conditions, multi-phase jet, as well as the dispersion
behavior. A rapid pressure drop will follow the release of CO2 from a pipeline; the
pressure and temperature reduction a phase transition from liquid-vapor is expected.
Moreover, for lower temperature the formation of solids is also a possibility. The
phase transition can impact the flow conditions within the pipeline and the properties
of the fluid. The precise simulation of transient depressurization, with regards of
flow rate and thermodynamic properties of CO2 during the release, will impact the
accuracy of the cloud dispersion prediction. Specific focus must be reserved to phase
transition and density prediction of the CO2 during transient operations in order to
better predict solid formations. Release and dispersion studies are required for risk
evaluations [9]. Three main steps can be identified in dispersion modeling:

• Outflow calculations

• Expansion to atmospheric pressure (near-field)

• Far-field dispersion

Some specific difficulties for modeling CO2 releases can be highlighted, which may
constitute a limitation in developing accurate simulations, in particular: the selection
of an Equation of State for an accurate description of the thermodynamic properties
throughout the release process, the modeling of phase changing (from dense phase to
gaseous), prediction of solid phase formation, the validity of homogeneous equilibrium
(HEM) assumption. Another aspect to be considered is the very limited experience
in CO2 pipeline modeling; for this reason, most codes and simplified models need to
be assessed and validated with experimental tests data. Two main approaches are
available to model an accidental release:

• Simplified models
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• CFD models

The simplified models usually require very low CPU usage compared to CFD
models; hence they are faster and optimized for risk analysis. However, a simplified
model, such as an integral model, is based on several assumptions and simplifications
to the physics of the phenomena; for these reasons they need to be extensively
validated with real case data, experimental tests. CFD models can provide a very
detailed description of the physics and the behavior of a CO2 release; this kind of
approach is required when a complex topography, specific environment conditions or
presence of buildings or other obstructions in the nearby area. These models require
high experience and specific knowledge from the user to be set up and executed,
compared to simplified integral models. Moreover, the uncertainties specific to CO2

related to limited experience and optimization often require custom-made inputs and
user-defined functions to be implemented in commercial CFD software. The flowchart
reported in Figure 3.12 represents a modeling strategy based on the one proposed by
Woolley et al. [146] about the needs to create a link between the near-field and the
far-field modeling. Moreover, the thermodynamic modeling of the main properties
from the flow models needs to be inputted correctly during the near-field model.

Figure 3.12.: Integrated thermo-physical modeling strategy.

3.5.3. Simplified models

The most commonly available simplified models are the integral models implemented
in existing commercially available software. The most relevant studies related to CO2

modeling through integral models have been reported. Since most risks in the oil
and gas industry come from flammable liquids or gases, none of them was originally
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designed to take into account inert gas such as CO2. The main models identified
during the literature review are:

• FRED

• PHAST

• ALOHA

• EFFECTS

FRED is an integral model developed from Shell, it adopts a semi-empirical jet
model for the first part of the release and a similarity model for the dense gas
dispersion. FRED assumes the homogeneous equilibrium model (HEM) between the
CO2 phases. The dispersion of CO2 is calculated through the model AEROPLUME,
the model HEGADAS can be then invoked for develop the simulation starting
from AEROPLUME results. It should be noted that AEROPLUME is intended to
predict the near-source behavior. Then, far from the source, the dispersion is better
modeled by a far-field model. For this purpose, either HEGADAS or another model
PGPLUME are invoked to finish the calculations. Indeed, Shell program HEGADAS
is a dense gas model specifically developed to account for the restricted mixing of
dense gas clouds [159–161]. PHAST (by DNV) is a hazard assessment software
package for modeling atmospheric releases of flammable or toxic chemicals. The
Unified Dispersion Model (UDM) included in PHAST, can simulate unpressurized
and pressurized releases, time-dependent releases, complex thermodynamic behavior
and different atmospheric conditions. The HEM is used for the two-phase flow jet.
Finally, solid particles deposition on the ground is not considered in version 6.7 [162].
The Gaussian model ALOHA can handle several hazardous scenarios such as toxic
gas dispersion, fires, and explosions. The aerial dispersion model included in ALOHA
can estimate the movement and dispersion of chemical gas clouds; both the Gaussian
and heavy gas model are also available. The Gaussian model is used for the dispersion
prediction for gases which buoyancy is close to air, namely the gases that have the
same density as air [163]. The heavy gas dispersion calculations implemented in
ALOHA are based on those used in the DEGADIS model [164]. The simplified model
EFFECTS contains a series of models from the Yellow Book [165] that allows detailed
modeling and quantitative assessment of gas releases, liquid or pressurized liquefied
gas, two-phase, and spray release. The model applied for the gas release from a long
pipeline (Wilson model) is suitable for total rupture of a long gas pipeline. Heavy
gas dispersion models are available for rapid gas release, pool evaporation, horizontal
or vertical jet. Liquefied gas from long pipeline is modeled with the Morrow model.
The model can be used to calculate the behavior of expanding pressurized liquid
in a pipeline after a rupture [166]. To investigate the capability of the simplified
models reported, identify the weakness and the most suitable models for carbon
dioxide modeling, importance has been reserved to validation and comparison studies.
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Several studies related to CO2 accidental release modeling have been conducted.
Comparison between experimental data and integral models is considered more
relevant; however, the comparison with CFD models has also been considered. Dixon
et al. [159] compared the integral model FRED with two CFD models (OpenFOAM
and ANSYS-CFX) and experimental data. The horizontal releases tests conducted
by Shell at Spadeadam (UK) test facility were considered (orifice diameter up to 25.4
mm). The thermodynamics library employed by FRED usually cannot account for
solid CO2, the liquid-vapor saturation line was instead derived to atm. pressure. The
concentration and plume width predicted from the FRED model produced slightly
better agreement with the data than both CFD models. Despite the prediction
of solid particles, the FRED model overall reproduced well the hazard distances.
Mazzoldi et al. [167] performed a comparison against experimental data reported by
Hanna et al. [168] with the Gaussian model ALOHA and presented an evaluation of
the atmospheric dispersion CFD tool Fluidyn-PANACHE. The author noted that for
CO2, the application of threat zones modeled with Gaussian methods to population
densities were over-conservative. Hazards identification resulting from releases of
high-pressure CO2 was also part of the review performed from HSL [169]. According
to the authors, to overcome the high computational costs, a practical alternative
could be the creation of a statistical model of the results based on many consequence
model calculations results. A hundred PHAST simulations performed with PHAST
have been used to run a sensitivity analysis with a Gaussian emulator. The releases
consisted of above ground, steady-state horizontal, diameter from 12.7 to 50.8 mm
of dense phase CO2 (100–150 bar, approx. at ambient temperature). A Bayesian
analysis has been performed rapidly using PHAST outputs. In the analysis of Gant
et al. [162] developed with PHAST, seven model inputs have been considered to
highlight the most sensitive parameter during the modeling scenario for CO2 releases.
These scenarios were mainly relevant, in scale, to leaks from large diameter onshore
vessels or non-buried pipes. The main factor that have been varied for the sensitivity
analysis were the temperature and pressure, the wind speed, the outer diameter
and humidity. In the range evaluated (pressure range within 100 and 150 bar), the
greatest influence on the dispersion distance can be addressed to release point height
and orifice diameter. Simulation results from an integral model and two different
CFD models have been compared to data experiments conducted by INERIS [169].
The integral model PHAST adopted produced similar results to the ANSYS-CFX
model, particularly the centerline temperatures were under-predicted by up to 20
°C, while an over-prediction of the centerline concentrations by up to 8 % v/v has
been registered. Witlox et al. [170] performed a validation of the experimental
data from CO2PIPETRANS with the consequence-modelling package included in
PHAST 6.7. The results from the tests performed by BP and Shell during the JIP
between 2006 and 2010 have been considered for high-pressure releases. A total of
nine tests from BP and eight tests from Shell have been considered for the validation
procedure. Several orifice diameters from 6.3 mm to 25.62 mm are reported for the
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validation; the minimum release duration of 40 s was registered for the biggest orifice,
namely 25.62 mm, while a maximum release duration >700 s for the 6.3 mm orifice
diameter. Two different models available in PHAST have been used for the simulation
of steady-state liquid release (DISK model) and time-varying releases (TVDI model).
The metastable assumption was not implemented first, but flashing was allowed
in correspondence to the orifice; to have more precise concentrations prediction,
conservation of momentum was considered for the expansion from orifice. The global
accuracy of PHAST in the near-field was not affected by wind direction deviation,
while the far-field accuracy has been impacted. Compared to British Petrol (BP) data,
in the near field, the averaged concentration output from PHAST seems to match with
good accuracy. A larger effect of averaging was observed downstream (at 20 m and
40 m) with more deviation compared to experimental data. Generally, the estimation
provided by PHAST resulted conservative in terms of averaged concentrations. Shell
experiments results were generally under-predicted by PHAST. However, a better
accuracy for the steady-state has been registered if compared with BP experimental
data. For time-varying releases, the Peng-Robinson EOS produces the most accurate
results, especially for the flow rate predictions since the equation provides accurate
density values. According to the results, the PHAST discharge and dispersion models
predicted the release rates and concentrations accurately. The EFFECTS model
was used in some works [147, 171] to estimate the dispersion from a CO2 pipeline.
EFFECTS models are sensitive to initial pressure, temperature, composition and
orifice size [165]. Due to the different models included, such model seems well suited
to modeling CO2 releases. However, no publicly available detailed validation with
CO2 release experimental tests has been found in this literature review.

3.5.4. CFD models

The most relevant studies related to CO2 modeling with CFD have been reported.
Specific attention has been reserved to commercially available software and their
capability to handle CO2 releases. The main CFD codes identified during the
literature review are:

• ANSYS FLUENT

• ANSYS-CFX

• FLACS

• OpenFOAM

• FLUIDYN PANACHE

To have an understanding of the main weaknesses and identify the most suitable
models, great attention has been given to validation and comparison studies. Vali-
dation against experimental data are considered fundamental; however, comparison
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with other CFD models has been taken into account too. Considering that due to
computational costs it is not feasible to model the entire phenomenon (from outflow
to far-field dispersion) in a single simulation, each study focused either on the outflow
and near field or on the far field; some publications presented an integrated approach
in subsequent steps. The integration of near-field and far-field models is complex
and time consuming, thus it is considered feasible only for specific situations. The
work of Fiates et al. [172] focused on the customization of a computational tool
for handling gas dispersion of heavy gases, such as LNG and CO2. The hybrid
switch model (HSM) addresses the deficiencies of the HEM approach when applied to
CO2 releases and considers equilibrium, non-equilibrium, solid formation and phase
change. The model has been implemented in OpenFOAM. Experimental tests of
British Petroleum and Shell reported by Witlox et al. [173] were used to validate the
HSM to estimate the discharge leak rate and properties. A comparison with HEM
and frozen model shows the better results of the new model. During CO2SafeArrest
JIP, full-scale burst tests of CO2 pipeline were performed in 2017–2018. Godbole et
al. [158] described the numerical and experimental investigation of the dispersion
of CO2 in the atmosphere following its release in the burst tests. The maximum
CO2 concentration was reasonably well predicted in the simulations done with CFX.
The time of arrival of the CO2 cloud was overestimated compared to measurements,
especially at more distant locations. This could be due to the impact of average
wind speed assumed in the simulations. More recently, Liu et al. [11] performed
numerical simulations of CO2 release from a full-scale pipeline. ANSYS Fluent was
used for CFD simulation of the release, the species transport model was employed
to predict the fraction of each species and the turbulence was modeled with the
k-ω SST model. The authors highlight that the wind direction as well as the pipe
orientation, can affect the calculated consequence distance especially for high speed
wind conditions. The major consequence distance (more than 1500 m) calculated
for 50000 ppm envelope was reached from an 800 mm (ID) at wind speed of 10
km/h. In general, it was observed that the consequence distance increases with the
wind speed; however, for large releases, even at lower wind speed it can reach long
distances. Another experiment (Wen et al. [174]) was used to compare the dispersion
process. The analysis indicates good agreement with experimental data. However, the
author recommended further investigating the influence of the atmospheric boundary
layer. Mack et al. [175] presented CFD calculation of heavy gas dispersion based
on experimental results and extrapolated them to a representative full-bore rupture
scenario of a CO2 pipeline. Several full-scale CO2 pipeline release scenarios have been
simulated, including a representative terrain topology. The OpenFOAM software,
7 × 105 nodes, k-ϵ turbulence model has been used to simulate a pipeline rupture
scenario in a representative terrain of 2.4 × 2.4 km. From the results presented,
it is clear how terrain plays a significant role at lower wind speeds. According
to author, large CFD modeling becomes fundamental especially in the vicinity of
depression because it can overcome the limitations of simple models. Liu B. et al.
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[176] performed several simulations with ANSYS FLUENT to investigate the effect of
CO2 dispersion over two different topographies: a flat terrain with an axisymmetric
hill and a simplified model of an urban area with buildings. The approach has been
validated through an experimental scaled model in a partially enclosed box-shaped
space. According to the results, the CFD model slightly underestimated the CO2

concentration in the near-field region close to the source. In the hilly terrain case,
CO2 tends to disperse around the hill, while in the urban scenario, most of the CO2

was trapped in the street downwind of the source with less significant lateral spread.
The work presented by Gant et al. [169] tested the ANSYS-CFX and FLACS codes
to model far-field CO2 dispersion employing the same source conditions for the CO2

jet. A Lagrangian particle-tracking model was used in CFX code, heat transfer
between the gaseous phase and dry ice was simulated using the Ranze-Marshall
correlation, while the k-ω SST turbulence model has been selected. In FLACS, a
two-phase RANS with Lagrangian method has been used, the standard k-ϵ model
for turbulence and a cartesian grid was adopted. The CFX code was sensitive to
the source condition, while FLACS was sensitive to solid CO2 particle size. Liu
et al. [177] presented a CFD model to predict the atmospheric dispersion of CO2

over complex terrains. ANSYS Fluent was used to carry out the simulations. Based
on the RANS approach, turbulence was modeled using the k-ϵ model. The wind
velocity profile was described through an atmospheric boundary layer (ABL) using
a power-law correlation. Mazzoldi et al. [178] performed dispersion simulations
with the CFD code Fluidyn-PANACHE, the Peng-Robinson EOS has been used
together with a k-ϵ approach for the turbulence. The author noted how the version
of the software (4.0724) could not account for the presence of a solid phase within
a gas flow. Liu et al. [179] presented a two-stage CFD model using real gas EOS
developed in ANSYS FLUENT. A standard RANS approach while a User-Defined
Real Gas Model for CO2 properties has been created following Peng-Robinson EOS.
Both k-ϵ and k-ω SST models for turbulence have been evaluated and compared
with acceptable results; the k-ω SST model was employed in the work. A more
complex approach is the integrated approach described by Woolley et al. [146] that
couples the near-field modeling with the far field. As described in Figure 3.12, this
approach can be adopted in order to obtain a higher level of accuracy if compared
with conventional modeling strategies. The integration of output from the near-field
model as input for the far field model will also require some adjustment of the most
relevant thermodynamic properties. The disadvantages of this approach are the
CPU requirements as well as the complexity of the thermodynamic calculations
involved. Few examples are available in the literature of successful applications of
this modeling strategy. The near-field multi-phase modeling of a CO2 release has
been reported by Woolley et al. [180]. A second-order accurate upwind finite volume
solution scheme and the k-ϵ model for turbulence were employed while the properties
have been derived from a composite EOS. The gas phase properties were calculated
with the Peng–Robinson EOS, while the dense phase and saturation pressure were
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derived from tabular data generated with the Span and Wagner EOS. An adaptive
finite volume grid algorithm has been applied with 3D rectangular mesh and the
homogeneous relaxation model (HRM) has been implemented to consider the delay
in vaporization during the decompression process. Far-field dispersion modeling was
undertaken using two different CFD codes, namely FLACS and ANSYS-CFX, in
both cases the Eularian-Lagrangian formulation was used. The input for the far-field
calculation is derived from the near-field simulation. In CFX, heat transfer between
gas and solid phases was modeled using the Ranz–Marshall correlation while turbu-
lence effects were simulated with the k-ω SST formulation. In FLACS, two-phase
CO2 dispersion are modeled using an Euler–Lagrangian method; a RANS approach
was employed, while turbulence is modeled using a standard k-ϵ model. Particle
deposition and interaction with obstacles was modeled, while collisions, breakup and
coalescence between particles have been neglected. A two-phase gas-solid CO2 stream
was considered at the crater outlet. FLACS and ANSYS-CFX have been applied also
for dispersion calculations in realistic terrain. A domain size of 10 km × 5 km with a
height of 1 km has been considered in the FLACS simulation, accounting 2.7 million
nodes thanks to multi-block Cartesian mesh. Same terrain modeling required more
than three million nodes in CFX for a very smaller area even with an unstructured
mesh. All the particles sublimated in the air in the simulations performed with
CFX due to smaller size of particles assumed (20 µm), on the other hand the larger
particles diameter adopted in the FLACS (300 µm) simulations led to some solid
CO2 rain out to the terrain. The results suggest that banks of solid could formed
with particle size in the order of 300 µm or larger. Near-field and far-field models
have been coupled with the thermophysical property with an integrate approach.
The resources required were found to be significant (weeks) in terms of computing
time.

3.6. Conclusions

In the previous sections of this chapter, the most common and commercially available
simplified models and CFD models have been analyzed. Comparison based on a
literature review of experimental and numerical works has been included.
The most relevant and detailed data were referred to the validation performed with
PHAST and FRED packages. Some works reported using the Gaussian model
ALOHA; however, this is deemed unsuitable due to the considerable over-prediction.
Some work addressed the use of EFFECTS, but no validation data have been reported
so far. Based on the literature analyzed, the commercial software available that
include the possibility to account for solid CO2 formation and several source terms are
PHAST and FRED. Moreover, PHAST and FRED have been compared with large-
scale CO2 release experiments (Shell and BP data included in CO2PIPETRANS).
According to recent research and development reports, good performance for both
FRED and PHAST have been reported. The results presented a good agreement
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in concentration prediction and temperature over distances, for both PHAST and
FRED, compared with experimental tests. Thus, these integral models are suggested
when the topography does not present significant complexity or great variations.
During the review of CFD models, specific importance has been given to the works
that included a validation between experimental tests and simulations. A total of
five commercially available codes have been reviewed as described in the previous
sections. The overall CFD codes review for CO2 modeling was divided between the
near-field analysis and the far-field dispersion. In most works, a RANS approach with
an Eulerian-Lagrangian formulation was adopted, with the k-ϵ turbulence model. In
some cases, the k-ω SST has been preferred. Particle-tracking methods to account for
solid phase formation were proposed by some authors with considerable computational
efforts. Good results have been obtained for the three-phase simulation, even if this
strategy is not easy to implement and manage for standard users. The particles size
of CO2 is an important input; a comparative study reported a complete sublimation
of the particles in the air in the simulations performed with CFX (20 µm), while the
larger particles diameter adopted in the FLACS simulations (300 µm) led to some
solid CO2 rain out.
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Chapter 4.

Fluid characterization for CO2-rich
mixtures

4.1. Introduction

Carbon dioxide management is becoming a major argument of interest in these
evolving industries, and the design of related CCUS equipment (process, shipping
and pipelines) will require deep knowledge in order to optimize the entire CCUS
systems in terms of technological robustness, safety and costs. Among other factors,
such an optimization depends on accurate and robust models for the characterization
of the fluids involved. Equations of State are the most important models providing all
thermodynamic properties of pure components or mixtures of components, like their
phase behaviour and density. Currently, it is well established that the Span-Wagner
[181, 182] is the most accurate Equation of State (EoS) to characterize pure-CO2.
However, some concerns and open-points are present if the CO2 is not pure and
contains impurities such as hydrocarbons and other components that can be produced
by common capture processes [15, 183] such as non-condensable gases. Since the
presence of impurities considerably alters the thermodynamic properties of the CO2,
an accurate prediction of the latter by means of proper Equations of State is needed.
In the present work, 6 EoSs are tested against experimental data found in literature
in order to numerically quantify their uncertainties in predicting the Vapor-Liquid
Equilibria (VLE) data and the density of different CO2 multicomponent mixtures. In
fact, the correct prediction of both the VLE data and the density of CO2-rich mixtures
are of vital importance to proper design a pipeline to transport anthropogenic CO2:
the accurate estimation of the density allows a correct prediction not only of the
pressure drops (and therefore of the pipeline size), but also of the mixture speed of
sound which in turn determines a the proper estimation of the decompression wave
speed and the required material toughness necessary to mitigate possible ductile
fracture propagation. In addition, the saturation pressure (included in the VLE)
is another thermodynamic parameter important in determining the decompression
wave speed and therefore the minimum material toughness needed to arrest the
propagation of a running shear fracture. As a prerequisite step for investigating the
performance of the selected EoSs, an extensive literature analysis has performed
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and here presented with focus on the selection of high-quality experimental data
operative ranges related to flow assurance of CCS CO2-rich mixtures.

4.2. Experimental datasets

In order to assess the accuracy of VLE and density prediction of the selected
thermodynamic models, an extensive literature review on suitable experimental data
has been conducted. Results of this analysis highlighted several high-resolution
datasets that were useful for the EoSs validation process. Several datasets have been
also discarded since they were not suitable for the current analysis for many reasons
such as low percentage of CO2, lack of accuracy, few data points, and aged non-
digitizable data. Further refinement on the available dataset has been performed
to limit the range to the scope of this work, namely the typical pressure (0 - 20
MPa) and temperature (253.15 - 313.15 K) ranges that can normally occur during
CO2 transport via pipeline. Finally, a total of 7 papers [13, 14, 16, 23, 24, 64, 184]
have been selected for VLE data validation, including 20 different mixtures in terms
of composition. Moreover, density prediction validation against experimental data
included 7 high-quality papers, covering 27 different mixtures composition. In Table
4.1 a summary of the experimental data utilized for both VLE and density validation
is reported.

In 1988, Yokohama et al. [13] performed bubble-points measurements for ternary
mixtures containing H2-CO-CO2 from 253.15 to 303.15 K and for a pressure up to 9
MPa. The experimental procedure described by Arai et al. [186] was adopted, data
have been then compared with PR EoS and Redlich-Kwong (RK). Ely et al. [184]
conducted isochoric measurement of VLE for binary mixture (CO2-N2), temperatures
from 250 to 330 K, and pressures to 34 MPa have been considered. Densities of
CO2-H2 mixtures have been measured by Abadio and McElroy [185] in 1993 in
the temperature range between 303.15 K and 343.15 K and for pressure up to 12.7
MPa; the main scope of the work was to obtain second and third virial coefficients
starting from experimental results. Sanchez-Vicente et al. [17] also performed density
measurements on CO2-H2 binary mixtures using a high-pressure vibrating-tube
densitometer. Al-Siyabi [4] in his analysis on the effect of impurities, reports lot of
experimental datasets including binary and ternary mixtures specifically oriented
to CCUS lookalike. However, a wider range of both temperature and pressure
was analysed. The effect of impurities such as O2, N2, Ar, CH4 on CO2 stream
captured from power plants has been investigated by Ahmad et al. [23] through
the experimental testing of binary CO2-rich mixtures. Binary and ternary CO2-rich
mixtures have been tested by Tenorio et al. [14] in order to assess the uncertainties
related to some CCS modeling processes; the study included N2 and H2 as impurities
at different concentrations. Vapor-phase behaviour and virial coefficients have been
analysed starting from density measurements by Ben Souissi et al. for CO2-Ar [25]
and CO2-H2 [26] binary systems. Ke et al. [24] measured VLE and densities in
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ternary mixtures, using a fibre-optic phase equilibrium analyser, two ternary systems
relevant for CCS industry have been included (CO2-Ar-N2 and CO2-Ar-H2). Three
multi-component CO2-rich mixtures have been tested by Nazeri et al. [64], density
has been measured using an Anton Paar DMA-HPM densitometer. Compared to the
other datasets, a considerable number of components, especially hydrocarbons, have
been included in this study. Finally, the most accurate study on the VLE behaviour
of the binary mixture CO2-SO2 reported in literature, has been developed by Gimeno
et al. [16]. Five different concentrations have been tested in the study and accurate
experimental data has been published both for VLE and density.

4.3. Thermodynamic models

4.3.1. Cubic equations of state

The most diffuse equations of state for properties prediction are classified as cubic
equations of state. The cubic family of EoSs are based on a cubic dependence on
the volume with two parameters, a and b; and a temperature-dependent function
which can be correlated to experimental data (Vapour Pressure) [183]. In this work
two cubic EoS have been considered for the analysis: the Peng-Robinson Advanced
(including Peneloux volume correction) and the CPA-Infochem. SuperTRAPP model
[187] has been utilized to predict the thermo-physical properties such as viscosity and
thermal conductivity. Surface tension has been described with the linear gradient
model theory to interfacial tension between liquid-gas and liquid-liquid phases [188].
The EoSs have been utilized as implemented in the licensed software Multiflash 7.2
by KBC. The PR EoS has been introduced in 1976 [189] as a two constant cubic
equation of state, improvement with volume correction have been then introduced
by other authors [189, 190]. The classic form of PR EoS is reported in Eq. (4.1) for
pure compound while for mixtures, binary interaction parameters are described, kij

is a symmetric binary interaction parameter that is generally a constant.

P = RT

(ν − b) − a α(ω, TR)
(ν(ν + b) + b(ν − b) (4.1)

a = (0.45724 R2 T 2
C)

PC
(4.2)

b = (0.07780 R TC)
PC

(4.3)

The volume correction introduced by Peneloux [191] is useful for evaluating the
liquid density where the original EoS were least successful. In addiction the PRA
utilized in this work is optimized to match stored values for the liquid density and
the saturated vapour pressure, and a choice of mixing rule [192]. The (Cubic-Plus-
Association) CPA EoS has been presented in 1996 as results of a project financed by
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4.3. Thermodynamic models

Shell starting from 1995, the CPA is based on a combination of the Soave-Redlich-
Kwong (SRK) equation with the association term of the Wertheim theory [193].
This equation has been included due to its large relevance and utilization in the
oil and gas industry especially for fluid characterization oriented to flow assurance
simulations [194]. The typical formulation of CPA for pure compounds as introduced
by Kontogeorgis et al. [195] is reported in Eq. (4.4) as follow:

P = RT

(ν − b) − a

ν(ν + b) + RT

ν
ρ
∑︂
A

[︃ 1
XA

− 1
2

]︃
∂XA

∂ρ
(4.4)

the mole fraction XA of molecules not bonded at site A can be defined as per Eq.
(4.5):

XA =
(︂
1 + ρΣB XB ∆AB

)︂−1
(4.5)

The CPA EoS reported in Eq. (4.4) has five pure compound parameters, three from
the physical part and two association-based parameters.

4.3.2. Non-Cubic equations of state

Non-cubic models and Equations of State have been also included in the validation
process since can be relevant and led to more accurate results in some cases. The
Multi-reference fluid corresponding states (CSMA), GERG-2008 (Infochem) and
REFPROP® 10.0 fluid database [196] from National Institute of Standard (NIST)
have been selected for this analysis. SuperTRAPP model [187] has been utilized to
predict the thermo-physical properties such as viscosity and thermal conductivity.
The Macleod-Sugden surface tension model [80] has been adopted for CSMA and
GERG-2008 (Infochem). REFPROP 10.0 is based on the most accurate pure fluid
and mixture models available in literature. Mixture calculations performed employ a
model that applies mixing rules to the Helmholtz energy of the mixture components;
it uses a departure function to account for the departure from ideal mixing [196, 197].
The GERG EoS was created mainly for natural gas mixtures, due to its industrial
importance, a consortium of European gas companies financed the project for the
development of GERG [198]. Further developments led to the GERG-2004 [199] and
then to GERG-2008 [200] which is the model utilized in this work. The GERG-2008
(Infochem) EoS as implemented in the Multiflash 7.2 from KBC has been utilized
for more stability. GERG-2008 (Infochem) has been extended to provide a pseudo-
reference EoS for petroleum fractions or components where high-accuracy EoS are not
available. With this extension, the model can be used for modelling the fluid phase
behavior of light condensates containing small amounts of residuals or a mixture
with some components that the high accuracy EoS are not available [192, 201]. The
CSMA model is a multi-reference fluid corresponding states that also includes the
GERG-2004/2008 natural gas model. This is an industry-standard high-accuracy
model for mixtures of natural gas components: including hydrocarbons, but also
CH4, N2, CO2, Ar, O2, H2, CO, H2O, He, H2S. The model includes appropriate
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Chapter 4. Fluid characterization for CO2-rich mixtures

binary interaction parameters (BIPs) for all components available [26,34].

4.4. Vapour-Liquid equilibrium

Depending on the characteristics of the capture technology, on the type of fuel
and oxidant that are used, captured CO2 streams may contain different types and
amounts of impurities [67]. As described in Section 2.2, the presence of impurities
may strongly impact the thermo-physical properties of the captured CO2 stream as
well as the VLE and the density. The overall efficiency of the CCUS value chain
can be impacted from the presence of certain impurities, since purification processes
can be required to achieve operative condition. As widely reported in Chapter 2,
corrosion and hydrate formation are real problem that should be considered during
the transport of CO2 via pipeline. The presence of other chemical compound, with
different concentrations, can impact the thermo-fluid dynamic of the entire system.
Moreover, while the accurate description of CO2 properties is almost fully covered
by the Span-Wagner EoS [181], for CO2-rich mixtures, more uncertainties can be
noted. VLE and density are the main aspects investigated in this chapter since
their impact is strong and can affect the pipeline design, including safe operating
condition definition, corrosion risk, running ductile fracture, pipeline thickness and
both CAPEX and OPEX. Vapour-Liquid-Equilibrium is usually measured trough
experimental activities with an equilibrium cell. A common experimental setup
usually includes an equilibrium cell, one or more thermostatic baths, pressure and
temperature transducer, a gas-chromatograph is connected to the samplers for the
sample analysis.

The setup reported in Figure 4.1, described by Westman et al. [12] was built
as part of the CO2Mix project, is a typical configuration of a VLE measurement
apparatus. In the experiment conducted, the VLE has been measured using an
isothermal analytical method with a variable-volume cell, the control of the setup is
ensured trough a LabView control panel.

In this work, the accuracy of VLE prediction as calculated by the tested models
have been assessed through a direct comparison of the results. Since the dew-point
line prediction was generally good for all the tested models, a specific focus has
been reserved to bubble-point line prediction. Indeed, the bubble-point line is
notably a more important parameter for the design of CO2 pipelines since it can be
considered one of the driving parameters for the running shear fracture prediction.
Experimental datasets have been compared with EoS prediction through a series
of simulations performed both with Multiflash 7.2 and REFPROP. Differences in
density prediction as well as VLE description have been highlighted, results have been
analyzed numerically. Phase-envelope in p-T diagrams have been plotted, continuous
lines are relative to EoS predictions while scatters are relative to experimental data
available measured at different points. Since a high number of similar compositions
at different concentrations have been analyzed for VLE, the most important results
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4.4. Vapour-Liquid equilibrium

Figure 4.1.: Principal diagram of cell apparatus for the VLE measurement built for
the CO2mix project (Reproduced from [12])

have been reported graphically in this section (Figure 4.2-4.7), while in the complete
collection of the results has been reported in Appendix A.

To numerically define the deviation of the prediction from the experimental datasets,
an interpolation analysis has been done. Since pressure is the main parameter of
interest for the bubble point accuracy prediction, isotherm have been assumed for
each point and the relative deviation from the experimental measured point has
been calculated. As reported in Table 4.2, this analysis was useful to estimate which
prediction led to over-estimation of measured bubble points or under-estimation of
them. The Average Deviation (AD - %) parameter has been calculated on bubble
point pressure as indicated in Eq. (4.6) for each point at fixed temperature:

AD (%) = pmodel − pexp

pmodel
× 100 (4.6)

Since the results are not absolute values, it can be clearly observed that negative
values correspond to under-estimation of experimental data while positive values
to an over-estimation of them. Dew point line is generally well predicted in most
cases from all tested EoSs while bubble points line prediction seems to be more
sensitive to composition and concentrations of other compounds. Based on results
reported in Table 4.2 it should be noted that the highest AD (≥ ± 10%) occurred for
GERG-2008 model were in presence of O2, while for CPA EoS when H2 was present.
An AD ≥ ±10% occurs more frequently on GERG and CPA, while an AD between
± 5% and ± 10% occurs most frequently for REFPROP and PRA. Finally, based on
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Chapter 4. Fluid characterization for CO2-rich mixtures

Figure 4.2.: Phase envelope for CO2-CO-H2 ternary mixture, experimental data from
Yokohama et al. [13] vs models.

the analysed cases, an AD ≤ ± 5% occurred mostly for CSMA model. Indeed, on
73% of cases, the AD was ≤ ± 5% showing a more accurate bubble point prediction.

An unweighted mean value (UM) of the calculated AD, reported in Table 4.2,
has been calculated. The results shows that PRA and REFPROP give an avg.
under-estimation of respectively 2.6% and 1.2%. An avg. over-estimation has been
registered for CPA-Infochem, GERG-2008 Infochem and CMSA of respectively 2.4%,
0.8% and 1.2%. However, it should be noted that the number of data points can
impact the averaged values. For this reason, a weighted average mean (WAM) value
has been calculated with the Eq. (4.7) based on the results.

UM =
∑︁n

i=1 xi

n
(4.7)

WAM =
∑︁n

i=1 wixi∑︁n
i=1 wi

(4.8)

where for each of “i” case from 1 to “n”: wi = weight (number of experimental
points), xi = AD (%).

As expected, the WAM gives different results since the datasets were very different
in term of number of datapoints. In Table 4.3 the calculated value for UM and WAM
are reported. It can be highlighted that GERG-2008 (Infochem) and CSMA show
a different outcome, the WAM values are negative, it means there is a tendency to
under-estimation. The WAM also increase the uncertainties of the over-estimation
addressed to PRA and CPA-Infochem models. As a major conclusion it could be
again noted that the CSMA model led to the most accurate results for UM value
and even better if WAM if considered.
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Chapter 4. Fluid characterization for CO2-rich mixtures

Figure 4.3.: Phase envelope for CO2-N2 binary mixture, experimental data from
Tenorio et al. [14] vs models.

Table 4.3.: UM and WAM calculated on Table 4.2 results.
PRA CPA-Infochem GERG-2008 (Infochem) CSMA REFPROP

UM 2.6% 2.4% 0.8% 1.2% -1.2%
WAM 3.8% 4.5% -2.0% -0.5% -3.1%

4.5. Density

Density prediction results of tested models have been summarized in this subsection.
As already described for VLE, a similar procedure has been adopted, experimental
datasets have been validated with models results for each measured point available.
This has been achieved through multi-flash p-T simulations at given conditions.
Composition, concentrations, pressure, and temperature from the experimental
datasets were utilized as input parameters, density calculated value were considered
as main output results. A visual representation of the location of measured points
from datasets have been also provided in comparison with VLE prediction of each
tested model. This was useful to assess if the prediction deviation was originated
by a model lack of accuracy or if the phase was wrongly predicted due to major
deviation in VLE prediction.

An example of wrong density prediction that can be addressed to bad VLE
description can be found in Figure 4.8. Indeed, the phase-envelope of both CPA-
Infochem and REFPROP near the critical point, include many densities measured
points inside the two-phase fluid zone, this according to Table 4.5, will results in a
major AAD of 6.55 % and 11.02 % respectively. Moreover, since the problem do
not seem evident for smaller concentration of H2 (see Figure 4.9 and Figure 4.10),
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4.5. Density

Figure 4.4.: Phase envelope for CO2-H2 binary mixture, experimental data from
Tenorio et al. [14] vs models.

a less accurate density prediction can be expected if the hydrogen concentration
increases for that models. Following the simulation of every point of the datasets, an
analysis has been conducted in term of Average Absolute Deviation (AAD - %) in
order to analytically define the accuracy of each tested model. The AAD have been
calculated as described in Eq. (4.9):

AAD (%) = ρexp − ρmodel

ρexp
× 100 (4.9)

Table 4.4.: UM and WAM calculated on Table 4.5 results.
CSMA GERG-2008 (Infochem) PRA CPA-Infochem REFPROP

UM 1.32 1.08 2.32 3.18 2.60
WAM 1.38 1.18 2.57 3.82 3.03

In Table 4.4, the results from the AAD analysis have been summarized, the mean
value of AAD calculated for each dataset have been reported. However, it should
be noted that the number of data points and the different ranges of experimental
datasets in term of pressure and temperature can impact the averaged values. Thanks
to this analysis is still possible to obtain some indications of which model perform
generally better than others in density prediction giving p-T values as input.
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Chapter 4. Fluid characterization for CO2-rich mixtures

Figure 4.5.: Phase envelope for 4-elements mixture, experimental data from Chapoy
et al. [15] vs models.

Figure 4.6.: Phase envelope for CO2-N2-H2 ternary mixture, experimental data from
Tenorio et al. [14] vs models.
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4.5. Density

Figure 4.7.: Phase envelope for CO2-SO2 binary mixture, experimental data from
Gimeno et al. [16] vs models.

Figure 4.8.: VLE prediction and measured density p-T coordinates from Sanchez-
Vicente et al. [17] for CO2-H2 binary mixture.
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Figure 4.9.: VLE prediction and measured density p-T coordinates from Sanchez-
Vicente et al. [17] for CO2-H2 binary mixture.

Figure 4.10.: VLE prediction and measured density p-T coordinates from Al-Siyabi
for CO2-H2 [4] binary mixture
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Ref. Year Mixture n°points Mean AAD %

CSMA GERG2008
(IN-
FOCHEM)

PRA CPA-
INFOCHEM

REFPROP

[185] 1993 CO2 (0.5093) + H2 (0.4903) + N2 (0.0002) 13 0.76 0.19 1.16 1.48 0.19
CO2 (0.5672) + H2 (0.4324) + N2 (0.0002) 11 0.82 0.09 1.19 1.66 0.10
CO2 (0.6181) + H2 (0.3813) + N2 (0.0002)
+ O2 (0.0001)

11 0.78 0.23 1.24 1.41 0.26

CO2 (0.6005) + H2 (0.3991) + N2 (0.0002) 9 1.14 0.28 1.57 1.83 0.31
CO2 (0.6446) + H2 (0.3550) + N2 (0.0002) 9 0.93 0.31 1.47 1.61 0.34

[4] 2013 CO2 (0.941) + CH4 (0.059) 50 1.44 1.92 3.38 4.54 1.93
CO2 (0.954) + N2 (0.046) 45 0.46 0.08 2.00 2.73 0.07
CO2 (0.950) + Ar (0.050) 71 1.19 1.20 2.67 3.60 1.53
CO2 (0.941) + CO (0.059) 49 2.86 2.91 2.89 4.00 2.06
CO2 (0.950) + O2 (0.050) 72 1.01 0.67 1.78 2.23 0.95
CO2 (0.974) + H2 (0.026) 30 3.93 2.59 1.05 4.23 2.59
CO2 (0.950) + H2 (0.05) 66 2.27 3.67 3.51 5.95 3.65
CO2 (0.956) + CH4 (0.0067) + H2 (0.0082)
+ N2 (0.0141) + CO (0.0021) + Ar (0.0121)
+ O2 (0.0008)

55 1.20 1.08 2.02 2.79 31.01

[17] 2014 CO2 (0.9) + H2 (0.1) 165 2.55 1.82 3.20 6.55 11.02
CO2 (0.925) + H2 (0.075) 169 2.25 1.69 3.17 5.98 2.74
CO2 (0.98) + H2 (0.02) 154 0.59 0.56 3.75 5.32 0.57

[25] 2017 CO2 (0.5) + Ar (0.5) 21 0.34 0.08 1.96 0.82 0.01
CO2 (0.75) + Ar (0.25) 36 1.04 0.60 2.40 1.02 0.08

[26] 2017 CO2 (0.94638) + H2 (0.05362) 19 0.14 0.09 0.93 0.25 0.10

[24] 2017 CO2 (0.9) + N2 (0.05) + Ar (0.05) 143 1.30 0.59 2.21 3.18 0.55
CO2 (0.9045) + N2 (0.0955) 32 1.14 0.69 3.27 4.20 0.69

[64] 2017 CO2 (0.956437) + CH4 (0.006261) + N2
(0.0141) + H2 (0.008175) + O2 (0.0008) +
Ar (0.0121) + CO (0.002127)

63 1.44 1.46 3.17 3.88 1.43

CO2 (0.8983) + N2 (0.0505) + O2 (0.0307)
+ Ar (0.0205)

43 1.40 1.45 3.15 4.20 1.47

CO2 (0.6999) + CH4 (0.2002) + ETHANE
(0.06612) + PROPANE (0.0258) + N-
BUTANE (0.003997) + I-BUTANE
(0.003998)

49 1.63 2.24 3.36 4.04 2.23

[16] 2018 CO2 (0.8029) + SO2 (0.1971) 200 1.83 1.40 1.86 1.88 2.37
CO2 (0.9532) + SO2 (0.0468) 200 0.76 0.87 2.00 3.15 1.52
CO2 (0.9931) + SO2 (0.0069) 200 0.30 0.29 2.34 3.43 0.39

Table 4.5.: Density deviation from measured experimental datasets, mean AAD (%) considered.
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Chapter 4. Fluid characterization for CO2-rich mixtures

According to the results reported in table, the maximum mean values of AAD
have been registered for the binary mixture containing 0.1 mol of H2. The major
deviation of AAD = 31.01 % reported for REFPROP in a 7-elements mixture can
be mainly addressed to bad convergence of the software, therefore the VLE was
wrongly described, with a direct impact on phase prediction and consequently density
calculation. A mean AAD ≥ 5% was registered for CPA and REFPROP models
only, while mean AAD values ≤ 1% were more frequent in GERG 2008, REFPROP
and CSMA respectively. It can be stated that, based on the analysed data, most
of mean AAD values for cubic equations (CPA and PRA) were between 1 and 2%.
Following the same methodology reported for the VLE analysis, the UM and WAM
have been calculated with Eq. (4.7) and (4.8). Results from the UM and WAM
calculation shows how the PRA and CPA-Infochem give in general more accurate
results in density prediction, based on the analysed datasets. Difference between
UM and WAM is not as large as the VLE analysis since the datasets considered for
density are in general denser, with the only exception of old data from 1993 from
Abadio and McElroy [185].

4.6. Conclusions

The EoSs accuracy is a matter of great interest in the CCS industry and for CO2

processing, particularly for VLE and density predictions. A large deviation between
experimental and prediction can lead to high uncertainties on the design and sizing
of pipelines, separators, vessels with great impact on costs too. In this chapter,
several EoSs have been tested against high-quality experimental data published in
literature. Density measurements have been considered as well as VLE including
bubble point and dew point measurements. The accuracy of the tested EoSs has
been assessed through the evaluation of quantitative parameters such as AD and
WAM for density and bubble point prediction. Results show that CSMA and GERG-
2008 (Infochem) gave in general more accurate results in density prediction, the
WAM for CSMA and GERG-2008 (Infochem) were both around 1%. However, it
should be considered that not all experimental datasets included measurements
in the supercritical phase. Results for bubble points validation shows how large
differences can be highlighted based on CO2 and impurities concentrations. Notably,
as reported in Section 4.3, larger uncertainties have been found when H2 was present.
The best average performances for bubble point predictions have been registered for
CSMA and GERG-2008 (Infochem) models, with an average under-estimation. More
conservative results have been obtained for Cubic EoSs such as PRA and CPA with
an average over-estimation up to 4.5%. This chapter provides quantitative data on
the accuracy for CCS applications of existing EoSs commonly utilized in the energy
industry. The presented results provide the indication of main bias, uncertainties
and trends related to the accuracy of different EoSs in estimating the VLE and the
density of rich-CO2 mixtures. Of course, further experimental measurements for
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both VLE and density are needed since there are not enough data to fully validate
thermodynamic models with CO2 mixtures with a number of components equal or
higher than 5.
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Chapter 5.

Transient Flow-Assurance modelling of
CO2

5.1. Introduction

Flow Assurance plays a key role in both design and operation of pipelines for
anthropogenic CO2 transport to Carbon Capture & Storage (CCS) injection wells.
Proper modelling of thermodynamic properties of CO2 streams containing impurities,
as well as of the relevant fluid dynamics, are of vital importance for a safe, reliable, and
cost-effective design and for a flexible operation of CCS pipelines as they significantly
affect the operating conditions to assure a single-phase flow and to handle varying
amounts and quality of CO2 produced by different sources, water solubility, corrosion,
ductile fracture propagation and integrity, safety, processing, hydrates formation,
and metallurgical issues. In general, existing flow models and tools were developed
for other fluids, and may not be accurate for CO2 and CO2-rich mixtures. In this
chapter, the transportation via pipeline of CO2 has been deeply analysed in both
horizontal and vertical conditions. The horizontal depressurization phenomena has
been studied trough the analysis of experimental data available in literature, then
numerical models have been utilized for the validation and the simulation of the
transient of the phenomena. Furthermore, the vertical transport has been studied
trough an experimental campaign performed in a high-quality laboratory based
in Norway. Finally, a new code for the simulation of transient decompression of
mixtures, specifically designed for CO2-rich mixtures has been presented in section
5.4.

5.2. Horizontal depressurization

Transient operations in Flow Assurance are notably the most interesting and hard to
predict phenomena. Since steady-state conditions involve an equilibrium state where
most of the equation can be directly solved with an exact solution, for transient events,
this assumption is not always verified. As reported in the previous chapters (see 2 and
4) the accurate prediction of CO2 properties is not easy to reach, especially in presence
of impurities. When considering transient operation, such as depressurization, start-
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up, emergency blow-down, the uncertainties in the prediction of the thermo-physical
properties are even higher. In this section the horizontal depressurization of a
CO2 pipeline has been studied trough the analysis of high-accuracy experimental
data and with a commercial numerical code. In the scenarios analysed, pure-CO2

has been considered since plus a reference case with pure N2. The main focuses
in the horizontal depressurization test are the pressure-wave propagation and the
low temperatures reached. These experiments are relevant for the prediction of
running-ductile fracture (RDF), where a defect in the pipeline develops into a crack
running along the pipeline. As reported in Chapter 3 the results of this rupture
can be dangerous, both for people nearby and for gas release. The fracture can run
for hundreds meters before it stops, if that happen, the release can be very rapid
and lot of CO2 in gaseous form is released in the atmosphere (see 3.10 and 3.11).
The depressurization implication on the expansion wave and the ductile fracture
propagation has been discussed more in section 5.4. When dealing with horizontal
pipes the fluid regime should be accurately considered, indeed a two-phase fluid
can form and it can have different characteristics. These can severely impact the
measurements of sensors and the accuracy of the models. In Figure 5.1 the most
common type of horizontal flows are reported, the stratified flow has the strongest
tendency to occur in downhill or horizontal flow with relatively small gas and liquid
flow rates. The depressurization process studied in this work start with single-phase
fluid, however the possibility to have two-phase fluid transient condition during the
process should be taken into account. Indeed, this can cause wrong measurements
from temperature sensors and also introduce uncertainties during validation.

Figure 5.1.: Gas-liquid flow regimes in horizontal pipes [18].
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5.2.1. Experimental data

In order to validate and compare model against experimental data, the accuracy
of the measurement should be ensured. A literature review trough the existing
databases has been conducted in order to identify the most suitable, updated and
accurate data for the purpose. Main scope of this chapter as previously outlined,
is the numerical modelling of transient operations involving high-pressure CO2 in
pipeline. In this section the horizontal depressurization of a CO2 pipeline has been
investigated. There are not so many data-sets available in literature so far, moreover
it is very difficult to obtain accurate data from full-scale operating pipelines. The
main reason is the few number of CO2 pipeline currently operating, furthermore, to
obtain accurate and high-resolution data it is necessary to equip the pipe with lot of
instruments such as pressure and temperature sensors. Since the transient behaviour
can be very different depending on starting conditions, multiple cases should be
analysed. In particular, depressurization from gas phase and dense-phase can be
strongly different from each other, with more uncertainties for the modelling. The
experimental data published from Munkejord et al. [19] in 2020, has been utilized for
the horizontal depressurization. The experimental campaign has been conducted in
the ECCSEL ERIC depressurization facility in Trondheim (NO) by SINTEF Energy
Research. The facility was specifically built for experiments related to CO2 and
CO2-rich depressurization, the pipe is 61.67 m long with an inner diameter of 40.8
mm and outer diameter of 48.3 mm. The main construction details relevant for this
analysis are reported in Table 5.1.

Table 5.1.: Specifications of ECCSEL ERIC Depress test section [19].
Parameter Value

Pipe inner diameter 40.8 mm
Pipe outer diameter 48.3 mm
Pipe length at 25 °C 61.668 m
Pipe material SS316, EN 1.4401

Properties at 20°C: density 8000 kg m-3,
thermal conductivity 15 W m-1 K-1 , spe-
cific heat 500 J kg-1 K-1

Pipe surface roughness Ra 0.2–0.3 µm
Insulation layer thickness 60 mm
Insulation layer material Glass wool

Properties: density 75 kg m-3, thermal
conductivity 0.032 W m-1 K-1 , specific
heat 840 J kg-1 K-1

The facility is composed by a test section with heat tracing, a rupture disk, a
gas supply system, two-stage compression with a cooling aggregate, and a heater.
The ECCSEL ERIC process scheme including the main equipment is reported in

73



Chapter 5. Transient Flow-Assurance modelling of CO2

Figure 5.2. The test section is fully instrumented with 16 fast-response pressure
transducers Kulite CTL-190(M) type, while for temperature measurements: 23 Type
E thermocouples are installed for the measurement of the fluid temperature, 11 are
placed at axial positions together with pressure sensors on opposite sides of the pipe
and 12 are installed at the top, bottom and side of the pipe at four locations in order
to capture any stratification of the flow as described by Munkejord et al. [19]. In
Figure 5.3 a sketch of the test section with the instrumentation and their relative
position is reported. The rupture disk is positioned on the left end of the 61.67 m
long pipe, the number of sensor is denser around the outlet while it become sparser
far from there. This because the first section is the most challenging to measure
during a depressurization experiment, indeed the decompression is very rapid as well
as the pressure drop, especially in the first 1-2 seconds.

Figure 5.2.: ECCSEL ERIC Depress facility [19].

Figure 5.3.: ECCSEL ERIC Depress - test section with instrumentation [19].

In the work considered as reported so far, a total of 5 different tests have been
reported. In Table 5.2 a summary of the tests considered is presented. Four tests
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have been performed with pure CO2 at different steady-state conditions in term
of temperature and pressure, while a single test has been performed with N2, the
authors outlined that it was performed as a reference case to test another simulation
code. The first four tests, namely number 3, 4, 6, 8 have been designed similarly,
the main difference lays in the steady-state (starting) pressure. Test 4 and 8 have
been conducted at very similar conditions for repeatability of the measurements.
Indeed, minor differences can be found in temperature, while pressure drives the
starting phase condition of the CO2. Test 3 start from a relatively low pressure of
4.05 Mpa (40.4 bar) and a temperature of 283.35 K (10.2 °C), which means that
the CO2 is in gas phase. The other tests (4, 6, 8) are executed starting from a
dense-phase (liquid CO2), at different conditions. This because the phase transition
from liquid to gas during a rapid transient is the most important and challenging part
to correctly predict with a simulator. For this reason the focus of the experimental
campaign was reserved to dense-phase decompression scenarios and only a single test
has been performed starting from gas phase. As reported in Table 5.2 the highest
pressure tested is for the test 4, while the highest temperature is reported for test
6. The ambient temperature should have a limited impact on the phenomena for
two main reasons: the process is very rapid and the good insulation of the pipe, the
temperature impact should be limited but not negligible.

Table 5.2.: Tests considered and main experimental conditions [19].
Test no. Fluid Pressure (MPa) Temperature (°C) Tamb (°C)

3 CO2 4.04 10.2 4
4 CO2 12.54 21.1 22
6 CO2 10.4 40 6
8 CO2 12.22 24.6 9
11 N2 5.13 10 9

For this experiments, the author equipped the test pipe with a rupture disk in order
to simulate the sudden rupture at a fixed pressure. The disk type Fike SCRD-BT-
FSR was utilized for these tests. The burst tolerance was ensured within ≤5% from
the vendor. The experimental campaign procedure for each test is mainly composed
from few steps. Once the rupture disk is equipped on the test section, pressurization
of the system with CO2 starts. When the pressure reach a value of 70% of the test
pressure (see Table 5.2), re-circulation start in order to achieve a precise and stable
value of pressure. Temperature and pressure near the target are controlled trough
bypass and heater/cooler, in order to obtain stable values. When the pressure reach
the target, the rupture disk is triggered and the sudden depressurization of the test
section starts. When the depressurization starts, two pneumatic valves automatically
close to stop re-circulation.

Results obtained from the measurements of thermocouples and pressure transducers
have been published with a high-resolution. An elaboration of this data have been
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Table 5.3.: Density and thermal properties of the test section materials.
Density Thermal Conductivity Specific Heat
(kg m-3) (W m-1 K-1) (J kg-1 K-1)

Pipe steel 8000 15 500
Insulation layer 75 0.032 840

conducted and the plot of main sensors is presented in this section. Starting from
Test 3 (see Table 5.2), the results obtained from thermocouples are presented in
Figure 5.4 for the sensors close to the outlet for the first 20 s.

Figure 5.4.: Test 3 - Experimental data for TT sensors close to the outlet.

In Figure 5.4 it is clearly visible how the temperature rapidly decrease due to
decompression and consequent expansion of the gas. A minimum temperature close
to -30 °C is recorded for the sensor TT201 while the temperature decrease effect
is notably lower for the other sensors far from the rupture disk. The temperature
reach than the equilibrium after 10 s from the disk opening. Munkejord et al. [19]
noted that the results from sensors close to the outlet (PT201, TT201) passes and
deviates from the liquid-gas saturation curve in the first 0.06 s. It can be stated that
a high uncertainties can be registered in the first few seconds due to non-equilibrium
transient conditions. This is true especially for the sensors close to the outlet. Indeed,
also in this case, that was initially in a gaseous phase (Test 3) a phase transition
during decompression has been observed, accoring to results.

Test 4 has been conducted starting from a higher pressure (12.54 Mpa) at 21.1
°C, at this conditions, the CO2 is in dense-phase, meaning that it looks like a liquid
phase also in term of density, but its viscosity is closer to a gas-phase condition. As
expected, starting from this conditions, the decompression phenomena is stronger and
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Figure 5.5.: Test 4 - Experimental data for TT sensors close to the outlet.

a lowest temperature has been registered. All the sensor close to the outlet registered
a minimum temperature of -55 °C within the first 10 seconds from the release start.
The behaviour registered from sensors TT201, TT206, TT207, TT208 is reporeted
in Figure 5.5. The temperature rapidly decrease in the first 5 seconds, then it start
to rise and start stabilizing after around 20 seconds. Since the low temperature can
form solid-phase CO2 (also called dry-ice) and initiate brittle fractures, the minimum
value of temperature is relevant during the simulations and temperature predictions.
In Test 4, the minimum value has been registered from the sensor at the opposite
side of the outlet (61.3 m from the outlet), sensor TT271 positioned at the bottom
of the test section pipe.

A focus on this has been reported in Figure 5.6, measurements from thermocouples
TT201 (at the outlet) and TT261 (46 m from the outlet) have been also included.
It can be observed that a minimum temperature of -73.5 °C has been registered,
since is close to -78 °C (gas to solid deposition temperature), there was a risk of
solid formations at 61.3 m from the outlet. Solid formation could also impact the
measurement of temperature. Authors also observed that dry-out occurs later at the
farther position, and a larger difference between the sensors at this point may indicate
a larger degree of flow stratification. This aspect should be further investigated as
well as the accuracy of the solid phase prediction with numerical codes. A similar
behaviour has been observed also for Tests 6 and 8, which were realized at similar
starting conditions. The minimum temperature also in this case has been registered
far from the outlet, in sensor TT271, and was -73.58 °C for Test 6 and -74.00 °C for
Test 8 as reported in Figure 5.7 and 5.8.
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Figure 5.6.: Test 4 - Experimental data for TT far from the outlet.

Figure 5.7.: Test 6 - Experimental data for TT far from the outlet.
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Figure 5.8.: Test 8 - Experimental data for TT far from the outlet.

Pressure transducers has been utilized for the measurements of pressure, as previ-
ously stated, the transient phenomena of depressurization is very rapid especially at
the very first end of the pipe. Indeed, as reported in Figure 5.3, the location of sensor
is denser around the outlet orifice in order to better capture the pressure behaviour.
Starting from Test 3, the depressurization behaviour have been plotted in Figure
5.9, in order to describe the main differences between a gas-phase decompression
and a dense-phase one. Note that the edges in the pressure traces after about 0.18
s in Figure 5.9 are due to the reflection at the closed end of the pipe. For Test 3
the reflection of the pressure wave is slightly visible, while this is more evident in
dense-phase tests such as 4, 6 and 8.

Figure 5.9.: Test 3 - Experimental data for PT close to the outlet.
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In Figure 5.10 the results from the Test 4 are reported for the first 4 seconds,
while a focus on the very first second from the rupture disk opening for the same
test has been reported in Figure 5.11. It is clearly visible how the pressure decrease
from 12.54 Mpa (125 bar) and reach a local minimum peak of 3.3 Mpa (33 bar) for
PT201 in nearly 0.01 seconds. In Table 5.4, the minimum pressure values measured
for the PT201 are reported as well as the pressure difference registered from starting
pressure. Note that the accuracy in the first sensor for the few milliseconds could be
lower due to noise and the velocity of the phenomena.

Figure 5.10.: Test 4 - Experimental data for PT close to the outlet.

Figure 5.11.: Test 4 - Experimental data for PT close to the outlet (focus).

In the dense-phase region, the pressure waves are fast, while they are much slower
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Table 5.4.: Pressure sudden drop on PT201 in the first milliseconds (≤ 0.1 s).
Test no. P start (MPa) P min (MPa) ∆P (MPa)

3 4.04 1.35 2.69
4 12.54 3.45 9.09
6 10.40 4.25 6.15
8 12.22 2.80 9.42

in the two-phase region, below the critical pressure of 7.38 MPa. Indeed, the pressure
wave propagates faster in liquids and slower when gas-phase is present. Following a
single pressure trace, it can be observed that upon arrival of the first pressure wave,
the pressure drops fast from about 10 MPa down to a ‘plateau’ pressure, close to the
critical pressure. Depending on the position, the pressure remains at the plateau
for a while, after which it continues to decrease. One can observe that close to the
outlet, the pressure drops fast also in the two-phase region [19]. This is also visible
in Figure 5.12.

Figure 5.12.: Test 6 - Experimental data for PT (plateau).

5.2.2. Numerical model

In this work, the code used for thermo-hydraulic analysis is OLGA Dynamic Multi-
phase flow simulator from Schlumberger. OLGA was originally developed as a
dynamic one dimensional modified two fluid model for two-phase hydrocarbon flow
in pipelines and pipeline networks, with processing equipment included. Later, a
water option was included which treats water as a separate liquid phase. OLGA was
originally based on the computer program OLGA 83, developed by IFE in 1983 for
the Norwegian State Oil Company, Statoil. Since 1984, OLGA has been improved
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continuously due to the experimental database from the large scale two-phase flow
at SINTEF Multi-phase laboratory and extensive use and numerical testing at IFE
and in the oil companies involved [202]. In the later years, more two-phase and
three-phase field data have become available for the testing of OLGA [203].
OLGA is capable of dynamic simulation of pipeline networks with process equipment
such as compressors, pumps, heat exchangers, separators, check-valves, controllers
and mass sources/sinks. OLGA has full network capability, that is, it handles both
diverging and converging networks. Computing a transient multiphase flow situation
with a dynamic model requires increased CPU-time expenditure compared with
ordinary steady state models. The additional time dimension also increases the
amount of output produced by the code. The dynamic feature of the program
imposes additional requirements on the user, compared with steady state models,
but the results of the transient program are significantly more useful in design of the
pipeline and its attendant facilities than steady state methods. OLGA is a modified
two-fluid model, i. e. separate continuity equations for the gas, liquid bulk and
liquid droplets are applied; these may be coupled through interfacial mass transfer.
Only two momentum equations are used; one for the continuous liquid phase and
one for the combination of gas and possible liquid droplets. The velocity of any
entrained liquid droplets in the gas phase is given by a slip relation. One mixture
energy equation is applied; both phases are at the same temperature. This yields six
conservation equations to be solved: three for mass, two for momentum, and one for
energy. To close the system of equations, boundary and initial conditions are required.
The specification of initial conditions is a fundamental difference between transient
and steady state model where these are not required. In this work, the restart
capability has been used to start with data saved from a previous (steady-state)
simulation. When two phases flow simultaneously in pipes, the flow regime, pressure-
and velocity fields are strongly connected. The phases tend to separate because of
differences in density. Perhaps the most distinguishing aspect of multiphase flow is
the variation in the physical distribution of the phases in the pipe, a characteristic
known as flow regime. During two-phase flow in pipes, the flow pattern that exists
depends on the relative magnitudes of the forces that act on the fluid. In OLGA
two basic flow regimes are distinct. Distributed that contains bubble and slug flow
and separated, which contains stratified and annular mist flow (see Figure 5.1). Two
basic flow regime classes are applied; distributed and separated flow. The former
contains bubble and slug flow, the latter stratified and annular mist flow. Transition
between the regime classes is determined by the program on the basis of a minimum
slip concept combined with additional criteria.
The two-phase model equations implemented in OLGA, as reported in the first
releases [202, 203] is hereafter summarized. Separate continuity equations are applied
for gas, liquid bulk and liquid droplets, which may be coupled through inter-phasic
mass transfer. Conservation of mass for the gas phase (5.1), the liquid phase at the
wall (5.2) and the liquid droplets (5.3):
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∂

∂t
(Vg · ρg) = − 1

A

∂

∂z
(A · ug · Vg · ρg) + Ψg + Mg (5.1)

∂
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(Vl · ρl) = − 1

A

∂

∂z
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Vl + Vd
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∂
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(Vd · ρl) = − 1
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∂
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(A · ud · Vd · ρl) − Ψg

Vd

Vl + Vd
+ Ψe + Ψd + Md (5.3)

In the equations above Vg, Vl, Vd denote volume fractions of gas, liquid-film and
liquid-droplets respectively. A is the pipe cross-section area, Ψg is the mass transfer
rate between the phases, the Ψe and Ψd is the entrainment and deposition rates. A
possible mass source of phase f is given as Mf . Subscripts g, l, d and i denote gas,
liquid, droplets and interphase. Conservation of momentum is expressed for the gas,
possible liquid droplets and liquid bulk or film in (5.4) (5.5) (5.6).
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p is the pressure, ϑ is the pipe inclination from the vertical, the Pf is the wetted
perimeter of the given phase f . The internal source M is assumed to enter a 90°
angle to the pipe wall thus carrying no net momentum. When Ψ > 0 the evaporation
from the liquid film gives va = vl, and evaporation from the liquid droplets gives
va = vd. For Ψ < 0 the condensation gives va = vg. The conservation equations can
be applied to all possible flow regime, (5.7) defines the relative velocity, vr:
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ug = k · (ul + ur) (5.7)

A similar definition for the droplet velocity is defined by u0d, which is the fall
velocity of the droplets (5.8).

ud = k · (ug + u0d) (5.8)

OLGA reformulates the problem before discretisizing the differential equations
to obtain a pressure equation. The conservation of mass equations (from (5.4) to
(5.6)) may be expanded with regards to pressure, temperature and composition. This
assumes that the densities are given as (5.9).

ρf = ρ (p, T, x) (5.9)

After inserting the conservation of mass equations and applying (5.10).

Vg + Vl + Vd = 1 (5.10)

then a single equation for the pressure and phase fluxes appears (5.11).
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The energy conservation of the mixture is expressed by the following equation
(5.12):
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Where mf is a product of Vf ρf , e is the internal energy per unit mass, the elevation
is given with L, Hs is the enthalpy from the mass sources and U is the heat transfer
from the pipe walls.
The latest releases available of the software have been utilized in this work, namely
the OLGA 2020.2 and the OLGA 2021.1. In this releases several improvement have
been introduced to handle CO2 processing and improve the numerical stability. In
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the first patch release of the 2020.2 code, the numerical robustness of the code has
been improved, and the functionality for the management of pure CO2 has been
enhanced. To improve calculation accuracy, the CO2 viscosity model is replaced
with more accurate published experimental data references. For simulations of pure
CO2 with the SINGLECOMPONENT option, OLGA 2020.2 includes an option to
use predefined pressure and temperature ranges when generating the PVT table.
Indeed, when dealing with rapid changes trough valves and other equipment, a wide
range of pressure and temperature value can be encountered, therefore, custom grid
can be required to optimize the iterations. The OLGA single component module
is used for steam pipeline system analysis. The single component module allows
the tracking of a single component, (i.e. H2O or CO2) that crosses the saturation
line in time or space in a pipeline. The standard OLGA cannot deal with single
component systems if the saturation line is crossed due to the explicit coupling
between volume balance and energy balance equations and the lack of a two phase
region (two phase envelope). Numerical stability has been improved trough a new
calculations steps in the pre-processor. OLGA 2021.1 release included the updates
from the NORSOK M506 standard, the utilization of Pressure-Enthalpy (PH) table
instead of Pressure-Temperature (PT) table has been improved for speed and stability.
The possibility to use OLGA PH table for two-phase single component simulation of
CO2 has been included. Moreover, the possibility to import data from Multiflash
7.2 (as utilized in Chapter 4) with its powerful capabilities to describe VLE and
density is available. Finally, the accuracy of OLGA for simulation points that lays
around the critical point has been enhanced specifically for pure CO2. The accurate
modelling of pure CO2 with the single component is based on the Span-Wagner EoS
[181], since is the most acknowledged for pure CO2 processing (see Chapter 4).

5.2.3. Model validation

The main scope of this section is the estimation of the capabilities of existing numerical
simulator to predict thermo-fluid dynamic changes of CO2 when transported in high-
pressure pipeline. This objective has been obtained trough the validation of the
experimental data with OLGA codes 2020.2 and 2021.1 and the evaluation of the
results. The experimental data utilized in this part of the work have been described
in Subsection 5.2.1 based on the experimental activities performed and published
by Munkejord et al. [19]. The numerical model utilized has been described in
Subsection 5.2.2 and it’s based on the OLGA multi-phase dynamic simulator software
by Schlumberger. The results from cases reported in the experimental data (see
Table 5.2) has been collected and analysed as reported in the previous Subsections
5.2.1 and 5.2.2.
The OLGA model for the validation has been built (see Figure 5.13) in order to
replicate as much accurately as possible the test section described in Figure 5.2. The
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details reported in Table 5.1 has been utilized for the material properties and the
insulation layering of the numerical model. This aspects has been revised accurately
since it has an impact on the temperature calculation. The simulated rig test section
has been reproduced in OLGA and several sensitivities have been conducted in order
to identify the optimized number of cells for the pipe mesh. A non-regular 1-D
mesh has been selected at the end, with 100 sections, the elements were not equally
spaced since a dense mesh has been created near the pipe outlet (rupture disk).
Grid-sensitivity has been conducted from 30 to 1000 elements, a good agreement
in term of computational time and quality of the results resulted in a 100 elements
mesh grid.

Inlet node Outlet node

Test # pressure
Atm 

Pressure

Valve (rupture disk)

Heat transfer 
Tuning factor

Figure 5.13.: OLGA model of the test section of ERIC DEPRESS facility.

The single component option for CO2 has been called for the simulation of the
phenomena. The improved PH interpolation has been utilized instead of the classic
PT method, and the auto-range table generation optimized for CO2 has been selected
(see Subsection 5.2.2). The inlet of the pipe has been simulated as a closed mass
node, while the end as an atmospheric pressure driven node. The rupture disk has
been simulated trough a rapid valve with an opening time of 0.001 s. Sensitivities
has been conducted between 0.5 and 0.00001 and it has been found that 0.001 was
the plateau in term of results improvements against CPU-time. Indeed, the opening
time has an impact on the pressure prediction if compared to experimental data,
that cannot be neglected. The valve model has been also selected trough a sensitivity
analysis and the Henry-Faskue Model was selected as the better solution among the
available models if compared with experimental data results.
The workflow of the entire simulation process adopted for each simulation is reported
in the scheme reported in Figure 5.14. Each simulation has been set based on the
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fluid condition and boundary conditions defined in the experimental data as reported
in Table 5.2. Then the steady-state simulation is initialized and run for a fictional
time in order to reach convergence and a stable steady-state condition with the valve
closed. The stability and the output are checked, if the results are satisfactory, a .rsw
file is written. The transient simulation start from reading the steady-state simulation
as an input, and the valve opening is set as well as the numerical parameter for the
convergence of the simulation. Transient simulation is run and results are evaluated
firstly in term of stability, convergence and physics, later-on against experimental
data. Sensitivities has been run in term of:

• Mesh size and grid

• Valve model

• Integration coefficient

• Tuning factors

Steady-state 
reached ?

Setup case test #

Settings

Run steady-state 

Write .rsw fileSetup transient test #

Read .rsw file

No

Yes

Run transient

Run sensitivity

Validation with exp. data

Figure 5.14.: Simulations flowchart for experimental data validation.

According to Table 5.2 the first case that has been tested was the nitrogen test 11.
Indeed, in order to consider the capabilities for the simulation of CO2 and validate
them against experimental data, a comparison with standard gas has been performed.
The nitrogen tables has been generated trough Multiflash 7.2 and the results have
been passed to OLGA as an input composition file. Since no-phase change is expected
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at this condition for N2, the results should be generally more accurate and easy to
simulate. In Figure 5.15 the results of the simulation compared with experimental
data have been reported for five pressure sensors, namely PT201, PT203, PT206,
PT208 and PT213. Results from the first 5 seconds after the disk rupture opening
of the simulation show a good agreement in term of trend and time-to-steady-state.
While an over-estimation resulted from the simulations for the very first seconds for
the sensors close to the outlet (see Figure 5.16 for focus). In Figure 5.15 and 5.16
can also be noted how the pressure trend has an edge at t < 0.5 s, this is probably
due to the reflection of the pressure wave on the bottom of the pipe since it is closed
on one end as also reported in Subsection 5.2.1.

0 1 2 3 4 5
Time (s)

0

10

20

30

40

50

Pr
es

su
re

 (b
ar

)

Test 11 - PT

PT201 - Exp.
PT203 - Exp.
PT206 - Exp.
PT208 - Exp.
PT213 - Exp.
PT201 - OLGA 2021
PT201 - OLGA 2021
PT201 - OLGA 2021
PT208 - OLGA 2021
PT213 - OLGA 2021

Figure 5.15.: Test 11 - Validation of experimental data vs OLGA model (I).
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Figure 5.16.: Test 11 - Validation of experimental data vs OLGA model (II).

Pressure trends have been analyzed for validation purpose and results from Test
3 and Test 4 are presented. Indeed, this cases have been selected as representative
among all the available described in Table 5.2. Test 3 has been conducted starting
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from a gas-phase condition while Test 4 present a liquid/dense-phase condition at
steady-state. The flowchart presented in 5.14 has been followed for the simulation
and the Test 3 results from both version of OLGA 2020.2 and 2021.1 have been
compared. For the validation, a representative set of 3 sensors have been selected,
PT201, PT208 and PT213 respectively distant from the rupture disk 0.08 m, 4.79
m and 29.97 m (see Figure 5.3). According to the results presented in Figure 5.17
it can be noted how both the code accurately predict the pressure decrease for the
sensors far from the orifice while the first sensor considered for the validation (PT201)
presents a considerable overestimation in the first second.
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Figure 5.17.: Test 3 - Validation of pressure experimental data vs OLGA model
2020.1 and 2021.1 (I).

In Figure 5.18 a focus on the sensor in object with a comparison of the two release
of the OLGA code considered is reported. The over-prediction of the simulation
is present in both codes, however, it is clearly visible how the new release has a
more stable and smooth prediction of the pressure drop. The behaviour of the
pressure wave calculated by the OLGA 2021.1 at the same condition, report a better
agreement with experimental data for all pressure sensors considered.

The same sensors have been analyzed for Test 4 and some consideration on the
results can be drawn. A tuning factor of 0.3 for the mass-transfer (liquid-gas)
has been utilized for Test 4 as a results from the sensitivity analysis on tuning
factors. In Figure 5.19 the results of the numerical simulation have been reported and
compared with the experimental data for the sensors PT201, PT208 and PT213. The
performances of the 2020.2 again has been improved and some numerical instabilities
are not present in the 2021.1 release (see Figure 5.20 for focus). However, an general
under-estimation of the pressure is reported for Test 4 for both codes analyzed.
Indeed, the pressure decrease more rapidly in the simulation, this is due to the
inaccurate prediction of the phase-change between liquid and gas. In experimental
data it has been observed that the transition between liquid and gas for CO2 is
slower if compared to simulation. This is mainly due to the homogeneous equilibrium
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Figure 5.18.: Test 3 - Validation of pressure experimental data vs OLGA model
2020.1 and 2021.1 (II).

method (HEM) assumption that is present in most of the simulators. The HEM does
not take into account the phase-slip between phases, that seems to be responsible
for the delayed pressure drop in the transition from liquid to gas for dense CO2.
Another possible explanation is the position in which the sensors have been placed,
indeed, the formation of two-phase flow can led to anomalies in term of pressure data
acquired.
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Figure 5.19.: Test 4 - Validation of pressure experimental data vs OLGA model
2020.1 and 2021.1 (I).

In Figure 5.20 a focus on the first second of the depressurization has been reported.
It can ben observed how the pressure is slightly under-estimated for the first second,
especially for the sensor PT208 and PT213 while for the PT201, the agreement of the
results from the 2021.1 simulations are considerably better compared to the 2020.2
results. For PT213 it can be observed a sharp edge around 0.2 s, this can be a result
of a back-pressure wave coming from the sudden closure of the hydraulic valve system
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at the opposite side rupture disk section. This is obviously not predicted by the
simulation since it has been considered a sudden opening of the valve that simulate
the rupture disk, but on the other hand the opposite side of the pipe is numerically
described as a closed node from the beginning. Another possible explanation is the
sudden vaporization of a liquid pool nearby the sensor that drastically reduced the
pressure read in a small amount of time. This phenomena have been also observed
for Test 6 and 8.
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Figure 5.20.: Test 4 - Validation of pressure experimental data vs OLGA model
2020.1 and 2021.1 (II).
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Figure 5.21.: Test 4 - Validation of pressure experimental data vs OLGA model
2020.1 and 2021.1 (III).

In Figure 5.21 a closest look at the first 0.18 s is proposed to analyse the OLGA
capability to predict the sudden depressurization from the first instants. An inte-
gration time of 1 · 10−6 has been imposed in the transient simulation in order to
capture the phenomena. Simulation for both the code utilized have been performed
under the same conditions. The results obtained are very similar especially for
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the sensors PT201 and PT208, where the depressurization is well predicted in the
first decimal of seconds with the exception of minor instabilities that led to a lower
pressure prediction in the very first milliseconds. The better stability of the OLGA
2021.1 is evident for the PT201 results if compared with 2020.2 (see Figure 5.20).
In Test 4, the largest deviation between prediction and experimental data has been
registered for the PT213. However, the convergence to a steady-state condition has
been reached for both code and experimental data after around 8 seconds from the
rupture disk opening.
A similar method has been adopted for the comparison of the experimental data
with the numerical results for the temperature sensors. Temperature experimental
data has been collected and already presented in some parts based on the work of
Munkejord et al. [19] in Subsection 5.2.1. As per pressure data analyzed, some
sensors have been selected among the all available for the estimation of the main
differences in temperature prediction and validate the simulation results. A large
number of temperature sensors were available from the rig (see Figure 5.3), for
the validation, the sensors TT201, TT206, TT207, TT261 and TT271 have been
considered. The selection has been made based on the sensors location, in particular
the distance from the rupture disk which is reported in Table 5.5. All the sensors
considered are positioned horizontally at half height from the bottom of the pipe
(right side or left side), with the only exception of the temperature sensors TT261
and TT271 which are positioned at the bottom of the pipe.

Table 5.5.: Locations of PT (pressure), TT (fluid temperature) sensors, defined as
the distance from rupture disk.

Nominal location at 25°C (m) PT sensor TT sensor

0.08 PT201 TT201
1.599 PT206 TT206
3.198 PT207 TT207
4.798 PT208 TT208
29.986 PT213 TT213
46.085 - TT261
61.28 - TT271

In order to compare the results from different representative cases, Test 3 and Test
6 has been selected for the temperature results analysis. Both the test have been
conducted at the same conditions and the temperature results have been extracted
from the same simulation performed for the pressure results already presented. In
Figure 5.22 the results from the TT201, the one closest to the rupture disk are
reported. It should be noted how the numerical simulations of both code under-
predict the minimum temperature and the recovery appear delayed.

In Figure 5.23 the same behaviour is observed where the sensors TT206 and TT207
have been included. At the same location, the pressure trend were under-predicted,
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Figure 5.22.: Test 3 - Validation of temperature experimental data vs OLGA model
2020.1 and 2021.1 (I).

meaning that the depressurization occurs faster than the simulation is capable to
handle in the first seconds in term of pressure drop. However, the temperature
drop predicted by the simulations is slightly over-estimate, indeed the minimum
temperature reached is lower than the observed in experimental data.
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Figure 5.23.: Test 3 - Validation of temperature experimental data vs OLGA model
2020.1 and 2021.1 (II).

In Table 5.6 the minimum values of temperature predicted by the simulator
for both the releases considered has been reported as well as the experimental
minimum temperature detected by the sensors. The absolute deviation (%) from the
experimental data is also reported and a general over-estimation of the temperature
has been registered with the only exception of the TT261 sensor. In sensor TT271
the largest deviation has been observed, where the temperature in the simulation
decreased to the minimum value of -79.56°C, the possibility of solid formation in
this case is a wrong results from simulation. On the other hand the experimental
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results showed how the minimum temperature registered was around -21°C, this
large deviation can be attributed to an instability of the code in the position far
from the outlet point or a too much sparser grid in that location, indeed since the
outlet of the test facility was the main focus, the optimization of CPU-time led to a
denser grid around the release end of the pipe.

Table 5.6.: Test 3 - Minimum Temperature comparison for experimental data and
simulation results.

TT sensor Tmin (exp) Tmin
(2020.2)

Tmin
(2021.1)

2020.2 dev.
(%)

2021.1 dev.
(%)

TT201 -31.69 -37.62 -39.55 18.71% 24.80%
TT206 -26.59 -33.50 -34.93 25.99% 31.37%
TT207 -23.36 -31.30 -32.18 33.99% 37.76%
TT261 -43.06 -38.04 -40.34 -11.66% -6.32%
TT271 -21.42 -79.44 -79.56 270.87% 271.43%
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Figure 5.24.: Test 3 - Validation of temperature experimental data vs OLGA model
2020.1 and 2021.1 for sensor PT261.

Temperature results for the Test 4, 6 and 8 have been analyzed and major deviations
and instabilities have been found. Indeed, the results is not unexpected since the
temperature calculation of CO2 crossing the liquid-gas phase are a matter of study.
An useful comparison with experimental data is reported in order to understand
the lack and main bias of the simulation results. Test 6 has been selected for this
analysis, both simulator release have been used even more instabilities have been
found for the 2020.2 code. As reported in Figure 5.25, the results of 2021.1 code follow
the trend already presented for Test 3 with an over-estimation (lower temperature
predicted) and a slow and delayed recovery. Moreover, code 2020.2 reports major
instabilities as it is clearly visible from t = 6.5 s. It should be considered, however,
that the depressurization process at that time, it is already completed and the
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pipe is almost empty, therefore the temperature results during the recovery are
not relevant. The most important data that it is notably interesting due to brittle
fracture implication and solid formation is the minimum temperature. In Figure
5.25 the results for sensor PT201 are reported, it can be noted that the 2021.1 code
reports a slightly lower temperature (-68.81 °C) if compared to 2020.2 code (-67.70
°C), and experimental data (-54.84 °C). However, as better highlighted in Figure 5.26
with the results from sensor TT216, the stability of the temperature trend prediction
has been substantially increased in 2021.1 code. Indeed, a major instability have
been registered in temperature prediction for TT261 in the first seconds while the
red curve plotted for 2021.1 show no instabilities. The lower temperature prediction
for both codes has been registered for all sensors, while a difference of few degrees
(within 2) occurred between the 2021.1 and 2020.2 code (see Table 5.7 for detail of
Test 6 results). Looking closely to the results for Test 6, it can be noted how the
temperature far from the nozzle (rupture disk) is well predicted while the major
deviations have been registered close to the release section. A possible explanation
of this is related to the rapid phase transition from liquid to gas in the first section
of the nozzle that is not well predicted by the OLGA model, indeed, a temperature
difference up to 13.97 °C occurred for the minimum temperature at TT201 which is
the closest to the rupture disk. This is in line with the results from the other test
and the background already discussed regarding the phase slip and the HEM, indeed
the OLGA code predict a lower temperature than the one recorded from experiments.
The temperature decay in real cases is not as fast as the one predicted by OLGA,
also, the minimum temperature reached is higher for the analysed cases.
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Figure 5.25.: Test 6 - Validation of temperature experimental data vs OLGA model
2020.1 and 2021.1 (I).
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Figure 5.26.: Test 6 - Validation of temperature experimental data vs OLGA model
2020.1 and 2021.1 (II).

Table 5.7.: Test 6 - Minimum Temperature comparison for experimental data and
simulation results.

TT sensor Tmin (exp) Tmin (2020.2) Tmin (2021.1)

TT201 -54.84 -67.70 -68.81
TT206 -48.41 -64.83 -66.83
TT207 -46.15 -63.19 -65.41
TT261 -62.93 -67.81 -68.17
TT271 -68.72 -69.13 -67.92

5.3. Vertical flow

5.3.1. DeFACTO facility setup

The Demonstration of Flow Assurance for CO2 Transport Operations (DeFACTO)
project was initiated by Equinor (Statoil at the time) as a CLIMIT Demo in 2013.
In 2016, SINTEF Energy took over the project management, while Equinor re-
mained project owner, and Total (now Total Energies) joined as project partner. The
project’s main goal was to design, build, and commission an experimental facility
for measuring relevant flow data for transport and injection of CO2. During the
project, an advanced facility has been constructed and commissioned at Gløshaugen
in Trondheim, and an experimental campaign has been carried out.
It should be noted that, since the DeFACTO project and facility details are covered
by a Non-Disclosure-Agreement (NDA) signed during the experimental campaign
period by the Ph.D candidate, only a limited, non-strategic amount of informations
have been reported in this sections.
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Figure 5.27.: Vertical section of the DeFACTO facility in Gløshaugen,Trondheim.

The DeFacto infrastructure comprises an extended horizontal flow circuit integrated
with a vertical flow loop, indeed it is connected to the horizontal facility ECCSEL
ERIC already described in Subsection 5.2.1. DeFACTO’s 139 meters long horizontal
flow loop enables the circulation of CO2 with tightly controlled parameters (temper-
ature, pressure, gas to liquid ratio). The vertical section supports the circulation of
CO2 through an 87 meters deep U-tube loop. The crane with the vertical section
over the ground of DeFACTO is reported in Figure 5.27. The U-loop consists of two
vertical tubes of different diameters. It is instrumented with over 60 high-precision
fast-response pressure and temperature sensors, allowing the measurement of pressure
waves with a high degree of accuracy. Each tube in the U-loop can be isolated and
pressurised or depressurised individually, allowing a high level of flexibility to the
rig. The data collected help understanding when and how the CO2 freezes under
depressurisation, cavitation phenomena, two-phase and transient flow behaviour, and
ultimately assist engineers in the design of safer and more efficient CO2 transport
and storage systems. Experiments that can be performed through DeFACTO both
with pure-CO2 and with impurities (N2, up to 20% CH4):

• Both single and two phase flow

• Steady state flow at different p-T conditions and gas to liquid ratios
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• Transient conditions:

– Shut in and first fill

– Depressurisations

– Blowouts

– Fluid hammers

• Estimation of heat transfer coefficient under controlled conditions.

• Reservoir backflow

Some information regarding the design, included in datasheet that are publicly
available are reported hereafter. The U tube is composed by two legs, the largest
has an internal diameter (ID) of 32 mm while the smallest an internal diameter (ID)
of 16 mm. The maximum allowable opearating pressure (MAOP) of the rig is 160
bar (16 MPa), process temperature from -60 °C to +60 °C while the temperature
in the hole can be controlled between -5 °C and 35 °C, finally the design flow is 10
kg/min (0.2 kg/s).

5.3.2. Experimental activity

The experimental activities described in this section have been conducted as a result
of a collaboration between SINTEF Energy Research and NTNU for the project
SIGNIFY. The Ph.D candidate spent two months at the facility located in Trondheim
(NO) in order to join the SINTEF-NTNU teams for the experimental campaign.
The project SIGNIFY focuses on the verification and validation of data collected
from sensor. The main objective of SIGNIFY is to develop methodologies (and assess
their performance) for preventing corrupted data to be processed by the digital twin
(with focus on safety-critical applications) and avoid erroneous action planning whose
consequences range from performance degradation to lack of security and risk of
danger.
Project SIGNIFY application to DeFACTO required several operations in order to
obtain reliable data from sensors. Indeed, the accuracy of acquired data is crucial
in the process of model tuning for a digital twin, moreover, if safety of people and
operation is involved, care should be taken during data quality evaluation. In this
work, temperature, pressure and flow sensors were the specific sensor available on the
system to be used to capture data for evaluating a novel sensor anomaly detection,
identification and accommodation framework. Practical work for the project included
the creation of a clean and accurate data set. This newly calibrated data set can
then be tampered with to create a second data set with synthesized sensor faults,
and be a reference for a third data set containing sensor fault introduced in reality
at the test rig. The work will include physical sensor calibration related work at the
test rig, and post-processing techniques of the generated sensor data.
Digital twins are a new field in the digital transformation which allows virtual
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monitoring and prediction of a range of different applications based on real sensor
measurements in real-time. The capability of a system to detect (detect a faulty
condition for a sensor), isolate (identifying the faulty or several faulty sensors out of
a large network of sensor) and accommodate (replacing the faulty data with some
other trusted data) is a matter of study included in the modelling part of this project.
Machine learning technique has been proposed for the purpose in this project, and
the importance of high-accuracy and reliability data for this applications is well
known. Indeed, a machine learning algorithm is strongly dependent to the training
dataset, therefore, the accuracy of the measurements in the training phase should be
high as well as the reliability. Some work related to this project have beeen already
conducted by Darvishi et al. [204] and the fundamental of the machine learning
approach for the project SIGNIFY has been presented.
The purpose of the experimental work has been defined with the partners of the
project, the activities can be resumed in three main points:

• Rig maintenance

• Calibration

• Data analysis

The first operations conducted were related to the rig maintenance, this included
ordinary activities and non-ordinary issues. Among the overall activities performed
it is included the replacement of filters, battery of the flow meter, leak detection
and calibration of equipment and sensors. The most important operation was the
calibration of the reference sensors, four Keller PA-33X reference sensors are mounted
on different sections on the DeFACTO facility, namely two on the large leg and
two on the smaller one. These sensor are used a reference for the calibration of the
other sensors since they are more precise. In Figure 5.28a is a picture of one of the
reference sensor Keller PA-33X mounted on the DeFACTO rig.

Since an anomaly in the atmospheric pressure has been identified in the reference
sensors (namely 0.7 bar instead of 1 bar), a re-calibration was required. The overall
operation of calibration lasted more than a week and required several steps. The
main non-restricted aspects of the procedure and the results are reported. The
calibration has been performed using a dead-weight, the machine is the fundamental
digital pressure standard type 26000 M and is made by the company Desgranges et
Huot. Several pressure levels were required from 10 to 160 bar in order to tune the
calibration coefficient and recalibrate the sensors. Nitrogen has been utilized as a
pressurized gas since it is not dangerous and its properties match the requirements
at every pressure level tested. The software CCS30 has been utilized for the data
acquisition and the calibration.
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(a) Reference sensor Keller PA-33X
mounted on the rig.

(b) Display for the UNIK5000 sensor.

Figure 5.28.: Sensors on the DeFACTO rig.

5.3.3. Data analysis

Once the calibration has been completed and the sensor mounted again on the rig,
the monitoring system has been started up. Once the system was pressurized the
acquisition of measurements from the sensors started too. The control panel for the
management of the parameters and equipment consisted in a Lab-View interface
situated on the roof of the building, next to the top of the facility.
To develop a easy-to-use data analysis tool, several python codes have been developed
in order to simultaneously extract and analyse data from sensors. Data from the
sensors are logged trough a National Instrument acquisition similar to the one
described for the horizontal section in Section 5.2.1 of this chapter. Data can be then
stored in multiple hard-disk in a .cvs format. Since huge amount of data and months
of data can be easily stored in the system, a reliable and flexible tool to extract and
analyse data was required.
The development of the code was divided in separate sections that operate specific
calculation or operations, then only the processed data useful to the next section
are exported and managed. This was very useful to speed up calculation and data
extraction especially when dealing with lot of data, i.e. involving months of continuous
logging. The structure of the code as reported in Figure 5.29, can handle few tasks
wisely.

100



5.3. Vertical flow

Figure 5.29.: Data analyser flow-diagram.

First step of the data analysis is the read and import data from the Lab-View
output file, this task has been developed trough the creation of data-frame in a
python pandas environment. This operation was useful to speed up the reading
process and pass the created data-frame to the processing data script. The data
processing has been developed with the flexibility to select a moving window in term
of time-series, indeed a specific analysis on a transient phenomena can require the
focus on specific few seconds of an event. This operation of time-filtering was also
coupled with the possibility to sample the raw data to a sparser time-series. The
sampling processing has been included with the setting of a single variable called
sampling-time. With this feature, the monitoring of very slow processes such as hours
of data logging, can be managed faster thanks to the reduction of the frequency
between one measurement and the following one (i.e. 1 temperature value every 5
minutes instead of 1 value every 5 seconds). An example of the output passed trough
a filtering and sampling operation is reported in Figure 5.30, where raw data from
sensor TT-S5004 5.30a has been filtered from 45.14 min to end and sampled every 5
min 5.30b.
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(a) Raw data from sensor TT-S5004. (b) Filtered and sampled data from sensor TT-
S5004.

Figure 5.30.: Filtering and sampling of sensors output.

The data processing has been developed with the utilization of dictionaries in
python, this was the fastest way to perform multiple similar calculation on data-
frames. Data analysis on the filtered and sampled data from the raw log are also
analysed in this section of the code. The mean, standard deviation, slope, intercept
and the R2 are calculated for each time-series for every sensor output. The slope
of the processed output was calculated in term of bar/min for the pressure sensors,
kg/min2 for flow sensors, while for temperature sensors was °C/min. The processed
data according to the diagram in Figure 5.29 can be passed to the Pdrop function
or the Plotandsave script. This selection can be done by the user and allow the
possibility to switch trough two function depending on the desired output. The
function Pdrop calculates the pressure drop for specific sensors identified among the
all sensors available. The reference sensors are automatically selected for the analysis.
The pressure difference between two selected point in time is calculated and the
slope is calculated. This was also useful during the maintenance phase to identify
the presence of leaks and try to quantify the entity of the leaking gas volume. An
example of the output that can be obtained with this function is reported in Figure
5.31. In the case presented for the sensor PT-L5004, there was an evident pressure
drop since the system was pressurized and closed. Indeed, after around 21 hours, the
pressure drop from 31.165 bar to 24.703 bar, the estimate pressure drop rate was
around 0.31 bar/h calculated as:

Pdrop = ∆P

∆t
(5.13)
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Figure 5.31.: Pressure drop registered for PT-L5004.

Going back to the process data function, if the pressure drop as been already
assessed and are not object of specific interest, the next step is the plotandsave and
reporting operations. This function are related to the editing and the arrangement of
the previously calculated information into a well-organized report in .pdf format. The
report is auto-generated and saved in the computer with all the relevant information
and the figures generated by the code. Each page include specific analysis report
for a group of sensors: flow meter sensor, outlet temperature sensors for CO2, pipe
surface temperature sensors for CO2, tempearature in the well of the heating medium,
pressure of the CO2 in the well and temperature of the CO2 in the well. An example
of the auto-generated page for the CO2 pressure in the well is reported in Appendix
C.
The analysis of the data can be useful to obtain information and to better understand
the behaviour of transient phenomena of vertical CO2 flows, moreover the accurate
measurement of pressure and temperature can be utilized for the estimation of
density and to understand when the fluid appears to be in the two-phase region.
The development of a digital twin of the plant as well as the improvement of the
SIGNIFY project are considered for ongoing and future further research.

5.4. Expansion wave calculation

During the pre-commissioning of a pipeline, the quality of the material employed is
strictly controlled. The possible formation of defect during the casting of metals and
carbon-steel are taken into account from manufacturers. However, the presence of
a defect cannot be completely avoided. Indeed, many internal and external factors
can contribute to the development of defects especially after the production of
the pipe sections. These defects can be due to outside forces, such as: corrosion,
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operators mistakes, environmental conditions. During the service period, the defect
can increase its length, both under the effects of the thermal stresses and stress
induced by variations of operative conditions. Fractures occur when the stresses
acting on a defect overcome the fracture initiation tolerance and reach the critical
size, depending on pipeline geometry, material properties and operating conditions.
The fracture in a metallic material can be of two different types: brittle or ductile.
To avoid the brittle fracture of a pipe, the accurate selection of the material and the
vendor can be an efficient solution. Indeed, during the years, lot of steel manufacturer
have improved their capability to overcome to this problem. Brittle fracture can be
avoided with an high toughness of the material, once the pipe is commissioned, the
material engineer designer indicates the minimum required toughness for the pipe to
be used in the project.
However, ductile fracture remains an issue that is harder to avoid, especially for
challenging services such as CO2-rich pipeline or when dealing with high-vapour
pressure fluids in general. The ductile fractures can not be prevented in any case,
but if it occurs it is possible to limit its propagation. The ductile fracture control
analysis ensures that the fracture remains confined, i.e. it does not propagate along
the pipe. In the unlucky event of ductile fracture, it can propagates through pipe
sections and it length can extended up to several miles (see Figure 5.32).

Figure 5.32.: Ductile fracture propagation [20].

A solution to the fracture propagation control was found for the first time by
"The Battelle Memorial Memorial Institute" in 1993. They proposed the so called
"two-curves model", a multi-physic model based on the comparison of two curves,
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one curve dependent by the pipe and the other dependent by the fluid at operative
conditions. The two curves involved in the two-curve method are the velocity of
propagation of a fracture to the internal pipe pressure, and the expansion wave
velocity in the fluid to the internal pressure. The residual pressure acting on the
crack tip of the pipeline represents the energy source governing the propagation of
the fracture. The pressure profile is given by the expansion wave, which propagates
along the pipeline during the fracture [108]. CO2 pipelines are notably susceptible
to propagating ductile fractures because the CO2 is transported in the dense phase.
Indeed, it is a high vapour pressure liquid. At high pressures, supercritical CO2

behaves as a liquid, and has a liquid-like density, but it yields a very large volume of
gas when its pressure is lowered. The rupture of a pipeline due to large propagation
of ductile fracture, as previously discussed in Chapter 3 can pose risks to human
and nearby wildlife. In the Oil & Gas industry the study of decompression and
rapid expansion of gases/hydrocarbons, is a well established operation. The study
of running ductile fractures for high-vapour pressure (HVP) fluids has been studied
both numerically and experimentally trough burst tests and rupture induced tests.
During the development of CO2 pipelines in the U.S. the behaviour of running ductile
fracture has been studied, crack arrestors have been utilized for the limitation of
the propagation (i.e. every 300 m). However, it should be noted that in the U.S.
case, only pure-CO2 was involved and transported via pipeline. As discussed in the
previous chapters, in the near future, CCS project will require more flexibility in
the management of CO2 in order to abate costs. The cost reduction and the safe
operation requirements are strongly impacted by the prevention of incidents (see 3.4)
and the management of CO2-rich mixtures. In Chapter 4 has been demonstrated
how the presence of little amount of other chemical compounds can led to wrong
VLE and density predictions. Thus, the calculation of expansion waves is strongly
impacted by the prediction of the thermo-physical properties. In this section the
propagation of ductile fracture has been analysed and a novel calculation tool is
presented for the prediction of the expansion wave curve. Several equations of state
have been tested since their impact on the properties prediction can not be neglected
(see Chapter 4).

5.4.1. Literature review

The ductile fracture phenomena has been investigated during the year both for hydro-
carbons and CO2-rich mixtures. Indeed, the ductile fracture was first experienced in
pipelines transporting natural gas. The problem also rose during the transportation
of nearly pure-CO2, while the presence of impurities has increased the impact on the
ductile fracture propagation risk that should be properly assessed during the pipeline
design. Running fractures are considered one of the most dangerous catastrophic
mode of failure of high-pressure transportation pipelines [205]. High strength steels
used for pipeline construction must have specifications, ensuring that any possible
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defect in the pipeline will not lead to failure due to a brittle fracture. Nevertheless
a ductile fracture of the pipeline cannot be easily prevented with the technologies
currently available. Thus, a fractures can initiate at any service stress level, if defects
occur into the pipe. Fracture initiation is associated with the critical through wall
(axial) length of a defect which will result in a rupture, and is dependent upon
the pipe geometry, material properties and operating stress. Fracture propagation
occurs when a failure results in rupture and then the energy released by the fluid
is greater than the resistance of the steel to running fractures [20]. In order to
reduce the risks of the pipeline running fractures, the pipeline material, diameter
and wall thickness, as well as mitigation measures (e.g. placement of the pipeline
crack arrestors and using emergency isolation valves) are carefully considered in the
design relying on predictions using mathematical models of fracture propagation and
arrest [205]. Axially oriented defects tend to dominate, as the pipeline hoop stress is
generally the largest contributor to the combined stress of a pipeline. Circumferential
defects require the longitudinal stresses to exceed the hoop stress and are typically
associated with additional loading of the pipeline due to environmental conditions
or outside forces. These situations can impose a longitudinal force on the pipeline
that when combined with any existing bending and longitudinal stress could cause
stresses sufficiently higher than the hoop stress such that a circumferentially oriented
defect could become critical [108]. The strategies to control the development of a
long running fracture can be classified into two categories: prevention strategies and
limitation approaches.

Fracture 
propagation

Control

Long running 
fracture

Toughness

Crack 
arrestors

• Diameter
• Wall thickness
• Grade

Preventing

Minimizing

Figure 5.33.: Long running fracture propagation control strategies.
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In Figure 5.33 a scheme of the main factors involved of the control strategies. The
strategies of prevention include the accurate material selection of the pipe wall in
term of steel grade, thickness and toughness. Crack arrestors has been classified in a
sub-category of minimization, indeed they are designed as a safety structural tool
that is capable to arrest the fracture by limiting the propagation. Literature reports
the utilization of crack arrestors for CO2 pipelines in the U.S. as the one reported in
Figure 5.34 installed at a defined distance.

(a) Crack arrestor installed. (b) Crack arrestor background.

Figure 5.34.: Crack arrestor for the limitation of fracture propagation [21].

In order to select the right properties for the materials involved during the design
of a CO2 pipeline, the prediction of the consequences of a possible rupture shold
be investigated properly. In literature, several works have been published, with
different approaches, to address the effect of a rapid decompression on the pipe wall.
These aspects impact the selection of the pipe steel grade and thickness as well as
the toughness required. The most popular approach reported in literature was the
coupling of CFD simulations, or semi-empirical parameters, with finite elements
method (FEM) tecniques to calculate deformations on the pipe wall. Talemi et al.
[206] presented a hybrid fluid-structure interaction model that couple the results of
a one-dimensional CFD model with a FEM model. The work, specifically designed
for buried CO2 pipelines, can assess the risk of brittle fracture. A similar approach
has been presented by Aursand et al. [207] where a homogeneous equilibrium model,
coupled with the Span-Wagner EoS has been utilized including the possibility to
account for a solid phase. The results of coupling CFD models with FEM have
been validated with good agreement with respect of fracture propagation velocity,
however the non-direct applicability of the methods utilized for the natural gas
has been confirmed [208]. Liu et al. [22] presented a multi-phase CFD model
using GERG-2008 and included some ‘source terms’ for mass transfer and latent
heat in order to model the non-equilibrium liquid/vapour transition. However, this
methods are usually realized from custom made simulations, with very high-efforts
in term of computational costs, as reported also in Chapter 3 for the simulation of
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accidental releases. Furthermore, the development of simplified methods that can
give reasonably accurate results with low computational costs and time, are often a
viable solution. However, as noted from Cooper et al. [20] an additional correction
on the measured CVN impact energy and on the saturation pressure is required when
dealing with dense-phase CO2 pipelines. Nonetheless, this is an issue regarding the
measurement and the interpretation of the CVN results and should not impact the
expansion wave curve calculated for the fluid when applying the BTCM, but only
the "material" curve.

5.4.2. Thermodynamic and calculation model

The Battelle two-curve method is the most acknowledged method to estimate the
fracture propagation and arrest. The method has been developed by the Battelle
Memorial Institute and it is a multi-physics model that couple the model of the
velocity propagation of a ductile fracture and the model of the velocity of the
expansion wave in the pipe, both functions of internal pipe pressure. The energy
required for the fracture to propagate is provided by the internal pipe pressure acting
on the crack tip. Given a certain material, temperature and geometry, it is possible to
correlate the propagation velocity of a ductile fracture to the internal pipe pressure.
During a decompression, if the expansion wave velocity is higher than the crack
propagation velocity (Uwave > Ucrack), the fracture will remain confined. Otherwise,
if the expansion wave is lower or equal to the crack propagation velocity (Uwave <

Ucrack), the residual pressure will provide the required energy for the crack to
propagate.

Figure 5.35.: Battelle two-curves method [22].

In Figure 5.35 an application of the Battelle two-curve method (BTCM) is reported.
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It can be observed how the curves 1, 2 and 3 correspond to different materials based
on their properties. It is emphatized how the different type of fluids can show
different behaviour during the decompression and consequently the expansion wave
velocity curve trend. Indeed, a single-phase fluid such as natural gas, shows a smooth
curve that intercept the material curve in a lower pressure point if compared to a
two-phase decompression. For a two-phase decompression, it is typical to observe
the "plateau zone" that correspond to the phase transition from liquid phase to
two-phase gas-liquid and then from two-phase to gas phase. This behaviour during
the decompression has been also discussed in Chapter 4 when dealing with impurities
and the calculation of density. The impact of impurities, also reported in Chapter
2 has a strong impact on the VLE and so the plateau zone appearance during the
calculation of the expansion wave curve.

Figure 5.36.: The effect of wall thickness, design pressure and design factor on the
full-size CVN impact energy required to arrest a running ductile fracture
[22].

Since the intercept of the two-curve method (BTCM) is very different from a
single-phase to a two-phase decompression, the considerations regarding the pressure
and the toughness required from the Charpy-V notch test are different. As noted
by Cooper et al. [20] the methods for determining the toughness requirements to
arrest a propagating ductile fracture are semi-empirical, and have not been validated
for application to dense phase CO2 pipelines. Indeed, when developing a facture
control plan for a carbon dioxide pipeline, the limiting condition corresponds to the
minimum operating pressure and the maximum operating temperature, for natural
gas is the opposite. In Figure 5.36 it is reported how the material requirement in
term of toughness can vary with other parameters such as wall thickness, design
pressure and design factor. Few observation can be outlined for a CO2-rich mixture:
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• The increase of the saturation pressure will increase the toughness required to
arrest a running ductile fracture.

• Increasing the initial temperature will increase the arrest toughness.

• Increasing the concentration of H2, CO, O2, N2, Ar or CH4 will increase the
arrest toughness.

The semi-empirical method defined by the Battelle Institute, requires as input the
curve related to material property that can be obtained from the manufacturer trough
the Charpy-V notch test and the expansion wave velocity curve. The calculation
of the expansion wave rely on the correct estimation of the properties of the fluid
during the decompression. For single-phase fluids the decompression calculation is
simpler to calculate since there is no phase-transition, thus also the sound velocity is
simpler to calculate. During the years, several calculation tools have been developed
for the expansion wave velocity calculation. Among all the available in literature,
the most acknowledged are:

• GASDECOM: uses the BWRS EoS with modified constants to optimise the
estimations of light hydrocarbons gas mixtures decompression [209].

• DECAY: it is a code similar to GASDECOM, which adopts the PR EoS
to evaluate the decompression of single-phase in a pipe undergoing fracture
propagation [210].

• Decomwave: it uses combined EoSs (PR, SRK, BWRS) to evaluate the decom-
pression behaviour of hydrocarbon gas mixtures [211].

• PRDECOM: it uses PR EoS and calculate the sound velocity with the Nichita
method [212] in the two-phase zone [108].

An example of decompression where the appearance of a second phase is noticed
is reported in Figure 5.37. The phase envelope in diagram p-T is reported, while
the decompression curve is described as the intercept 5.37a. At the pressure in
correspondence to the dew curve crossing, it can be observed the sudden change in
density and consequent drop in the expansion wave velocity. When the fluid enters
in the ‘two-phase’ region, usually the sound velocity shows a strong reduction, this is
reflected in a slower expansion wave velocity, as showed in Figure 5.37b. The mixture
considered for the example contains: CO2 (0.8 mol), N2 (0.1 mol), Ar (0.1 mol).
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(a) Isentropic decompression prediction calcu-
lated by CO2RIDER and phase envelope
(REFPROP 10.0) for a CO2-rich mixture.

(b) Expansion wave velocity calcualted by
CO2RIDER for a CO2-rich mixture.

Figure 5.37.: Decompression prediction and expansion wave calculation of a CO2-rich
mixture.

A novel tool for the calculation of expansion wave is presented, the main objective
of CO2RIDER (CO2-RIchDEcompRession) project was to develop a quick and
reliable software, with a built in graphic user interface, for the simulation of the
expansion wave of CO2-rich mixtures. The model presented has been developed
trough several assumptions: the multi-flash approach proposed by Dall’Acqua et
al. [108] has been improved trough the utilization of the REFPROP 10.0 engine
[196] coupled with a novel custom MATLAB algorithm, the sound velocity has been
calculated with the method presented by Picard [213]. The method assumes that
the process is isentropic and the flow is one-dimensional. The isentropic assumption
was proven by Picard [213], who showed that non-isentropic effects will generally not
be of concern for pipe sizes above approximately 508 mm OD. The code is divided
in few sections, each section perform simple operations or iterates some instructions,
in Figure 5.38 a scheme of the calculation method is reported.
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Figure 5.38.: Scheme of the calculation model.

In order to calculate the expansion wave velocity, the calculation model requires
the following input variables to calculate the thermo-physical properties during the
decompression:

• fluid mixture molar composition, (zi)

• initial fluid pressure, Pstart

• initial fluid temperature, Tstart

The model calculates the expansion wave velocity for different pressure levels,
starting from the initial conditions. The pressure step ∆P can be chosen arbitrarily
by the user, in such way the decompression path is defined as:

Pi+1 = Pi − ∆P. (5.14)

According to the scheme reported in Figure 5.38, the code can be divided in several
sections:

• Setting-up

• Initialization

• Results plot and save
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In the first phase, all the settings relevant to the utilization of the code, and the
simulation start-up should have been defined. The composition of the mixture should
be defined in term of molar composition and chemical compounds. The code can
manage all the 147 pure fluids included in REFPROP 10.0 and mixtures up to 10
components. The capability of the code include the theoretical possibility to simulate
the decompression behaviour of any type of hydrocarbon mixtures, however the
optimization on the convergence for CO2RIDER have been designed for CO2-rich
mixtures.
The possibility to select a specific equation of state for the calculation among the
ones available has been included in the Graphic User Interface of the code, indeed the
EoS available are: the Peng-Robinson (with Peneloux volume correction), the AGA8,
GERG-2008, Peng-Robinson and finally the REFPROP method. The REFPROP
"Default" method implements three models for the thermodynamic properties of pure
fluids: equations of state explicit in Helmholtz energy, the modified Benedict-Webb-
Rubin equation of state, and an extended corresponding states (ECS) model [196].
Mixture calculations employ a model that applies mixing rules to the Helmholtz
energy of the mixture components, as already described in Chapter 4.
The initialization of the calculation is made defining the starting conditions of the
mixture, such as pressure Pstart and temperature Tstart. The pressure step ∆P is
also required, if not selected by the user is automatically set to 0.01 MPa. The
code calculates then the VLE and properties at the initial pressure and temperature
such as: density (ρ), entropy (S) and quality (q). Once the entropy is calculated,
the iso-entropic decompression calculation proceed for the next pressure step with
convergence check at every iteration. If a non-convergence is detected by the limiters,
a PT loop start to find the closest value of temperature that led to quasi-isoentropic
results. A deviation is calculated as the difference between the current value of
entropy and the starting one (see Equation (5.15)). The threshold is fixed to an error
of 5% but can be changed by the user. When the condition is verified the PT loop
breaks and the regular calculation proceeds.

Sdev = Sstart − Si

Sstart
(5.15)

During the failure, the fluid starts to flow outward from the opening area. The
fluid velocity changes along the pipeline due to the traveling expansion wave. The
local fluid velocity is calculated by the compatibility equation, as reported by Picard
[213].

u = −
∫︂ P

Pstart

dP

ρc
(5.16)

where P is the local pressure and c is the speed of sound at zero frequency travelling
in fluid at same conditions. Supposing the rupture at the right end of the pipe, the
minus sign of the Equation (5.16) would change with a positive sign. For an isentropic
flow dP = c2dρ, so it is possible to reduced Equation (5.16) to its differential form:
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du = ci
dρ

ρi
(5.17)

where, the subscript i represents the i-th step, described by the state (Pi, Ti). For
discrete differences the Equation (5.17) becomes:

∆u = ci
∆ρ

ρi
(5.18)

where ∆ρ = ρi − ρi+1. The local fluid velocity is calculated for each pressure
decrement, by

ui+1 = ui + ∆u (5.19)

The assumption of a null initial fluid velocity, u0 = 0, does not affect significantly
the result. Generally, in gas pipeline, the fluid has a maximum velocity of 15 m/s,
which is far lower than the sound velocity, so assuming a null initial fluid velocity
would introduce a small error in the prediction of the expansion wave velocity. For
each pressure step i corresponds a velocity of the expansion wave. Once known the
sound velocity of the fluid and the local fluid velocity it is possible to calculate the
expansion wave velocity, as:

ωi = ci − ui (5.20)

Passing from a single phase to a two-phase system (vapour-liquid), the sound
velocity decreases dramatically when the second phase appears and the flow keeps as
a homogeneous dispersion. Speed of sound in two-phase fluid is object of research also
in this days, several authors performed experimental measurements and proposed
their models across the years. Flatten [214] and Lund [215], Castier [216] and
Nichita [212] among many others, proposed different approaches and method for the
calculation of speed of sound. The method proposde by Nichita [212] and utilized by
Dall’acqua et al. [108] has been tested during the work, but no relevant improvement
on the results has been noted nor the code slowdown. REFPROP engine do not
allow calculation of sound velocity in two-phase zone, thus a methodology for the
sound velocity calculation is utilized. CO2RIDER utilizes the method presented by
Picard, the sound velocity is calculated as finite difference, both in the single-phase
and in two-phase. The speed of sound is calculated as:√︄(︃∆P

∆ρ

)︃
S

(5.21)

where:
∆ρ = ρ(P, T1) − ρ(P − ∆P, T2) (5.22)

where the temperature T2 respect the isentropic condition S(P, T1) = S(P −
∆P, T2). The same calculation method for the speed of sound is implemented in the
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decompression code called GASDECOM [209, 217].

5.4.3. Validation with experimental data

The accuracy of a simulation tool needs to be validated with experimental data and
sometimes also compared with other software. The availability of experimental data
for full-scale decompression tests involving natural gas or hydrocarbon is quite limited
while for CO2-rich mixtures is even lower. However, in this work, a comparison of
CO2RIDER with experimentally measured expansion waves has been performed
and reported in this section. The Northern Alberta Burst Tests were conducted at
Foothills by Picard er al. [213], the so called NABT3 composition has been validated
for natural gas composition while more focus has been reserved for CO2-rich mixtures
data. The tests performed at TransCanada PipeLines (TCPL) [218] has been utilized
for the validation, moreover, other tests reported by Botros et al. in 2017 [219]. The
composition of the mixture tested is reported in Table 5.8 while the initial condition
of each test in Table 5.9. NABT3 and Test 4 involves a composition tested at the
Trans Canada Pipeline Gas Dynamic Test Facility in Alberta, Canada [218, 220].
Test 2-3 and 11 refers to the work published by Botros et al. [219], while the tests
from Test 5 through Test 10 were commissioned by the National Grid at GL Noble
Denton’s Spadeadam Test Site in Cumbria, UK [221].
The accuracy of CO2RIDER for the prediction of the expansion wave for the NABT3
case shows a good agreement with the experimental data. In Figure 5.39 a comparison
between the experimental data and the model utilizing the GERG-2008 EoS for
the determination of the properties. The first section of the decompression curve is
predicted well, a slightly deviation is encountered in the phase-change zone, while
the last part is reasonably well predicted. The accuracy of the code against CO2-rich
mixtures has been tested with different composition and different models, including
GERG-2008, Default REFPROP method, and Peng-Robinson with Peneloux volume
correction. In Figure 5.40 a comparison between the prediction of the CO2RIDER
utilizing the PR(Peneloux) EoS and the GERG-2008 is reported against a scatter of
the available experimental data. The accuracy of the GERG-2008 is undoubtedly
superior in this specific case in the first part of the decompression. However, the
description of the plateau looks very similar. Main differences rely in the correct
prediction of the VLE as reported and widely discussed in Chapter 4.
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NABT3 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9 Test 10 Test 11

CO2 - 0.94028 0.96670 0.72600 0.95960 0.97380 0.91710 0.96190 0.93030 0.91030 0.96516
Ar - - - - - - - - - - -
He - 0.00025 - - - - - - - - 0.00014
H2 - - - - - 0.02620 0.04000 0.00900 0.00950 0.01150 -
O2 - 0.00127 0.03330 - - - - 0.00970 0.01870 0.01870 -
Methane 0.85350 - - 0.27400 - - - 0.00910 0.02130 0.01950 0.03470
Ethane 0.08220 - - - - - - - - - -
Propane 0.04340 - - - - - - - - - -
Isobutane 0.00182 - - - - - - - - - -
Butane 0.00278 - - - - - - - - - -
Isopentane 0.00029 - - - - - - - - - -
Pentane 0.00028 - - - - - - - - - -
Hexane 0.00013 - - - - - - - - - -
Nitrogen 0.01560 0.05820 - - 0.04040 - 0.04290 0.01030 0.02020 0.04000 -

Table 5.8.: Tested fluids molar compositions.

NABT3 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9 Test 10 Test 11

Pressure (MPa) 8.8 14.828 14.561 28.568 14.04 14.1 14.06 14.02 14.02 14.95 14.78
Temperature (K) 269.65 309.05 308.24 313.65 292.85 293.05 292.95 293.15 293.05 283.15 309.45

Table 5.9.: Tested fluids initial conditions.
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Figure 5.39.: Expansion wave velocity for the mixture NABT3. Comparison of
CO2RIDER predictions against experimental data.

Figure 5.40.: Expansion wave velocity for the mixture Test 2. Comparison of
CO2RIDER predictions with PR and GERG-2008 against experimental
data.
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Figure 5.41.: Expansion wave velocity for the mixture Test 3. Comparison of
CO2RIDER predictions with 3 EoSs against experimental data.

In Figure 5.41 a comparison between the 3 model available in CO2RIDER is
proposed against the experimental data of the Test 3. The results show how the
accuracy of GERG-2008 and REFPROP are superior in the first stages of the
decompression. Nonetheless, the plateau description in the phase change zone show
different aspects. The GERG-2008 appears slightly conservative in term of pressure,
meaning that the plateau zone occurs before than the experimental data, while the
REFPROP shows a closest accuracy. Peng-Robinson solution predict the curve with
a little delay and appear to be under-conservative. Again the possible explanation
of this rely on the differences in the VLE prediction. Test 4 5.42 and Test 11 5.43
confirm the superior accuracy of the GERG-2008 model for the prediction of the
expansion wave.
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Figure 5.42.: Expansion wave velocity for the mixture Test 4. Comparison of
CO2RIDER predictions against experimental data.

Figure 5.43.: Expansion wave velocity for the mixture Test 11. Comparison of
CO2RIDER predictions against experimental data.

The results for Tests 5 5.44 and 8 5.45 show a better agreement for the PR model
if compared with the GERG-2008. While the Test 6-7-9 has been compared directly
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with the best performing method. Also in this cases a deviation between model and
experimental data has been registered.

Figure 5.44.: Expansion wave velocity for the mixture Test 5. Comparison of
CO2RIDER predictions against experimental data.

Figure 5.45.: Expansion wave velocity for the mixture Test 8. Comparison of
CO2RIDER predictions against experimental data.
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Figure 5.46.: Expansion wave velocity for the mixture Test 6. Comparison of
CO2RIDER predictions against experimental data.

Figure 5.47.: Expansion wave velocity for the mixture Test 7. Comparison of
CO2RIDER predictions against experimental data.
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Figure 5.48.: Expansion wave velocity for the mixture Test 9. Comparison of
CO2RIDER predictions against experimental data.

5.5. Conclusions

In this section the transient flow assurance of CO2 has been investigate trough
simulations and experimental work. The Chapter has been divided in three main
sections, the horizontal depressurization, the vertical flow and the expansion wave
calculation. Tool and methods has been proposed to advance simulations accuracy
and emphasize the lack of accuracy of models in certain transient conditions. Hor-
izontal transient flows have been analysed in this chapter with specific focus on
depressurization scenarios. High-resolution experimental data have been collected
from a leading laboratory in CO2 processing and simulations. In order to validate
the experimental data with predictions from simulations, a numerical model has
been built. The model was defined in the OLGA environment and the most recent
releases of the code have been tested against each other and also with experimental
data. Several test have been compared starting from different initial conditions,
including a gas phase test conducted with Nitrogen, gas phase test with CO2 and
finally dense phase or liquid CO2. Pressure and temperature data from sensors and
model in the same location have been compared and validated in order to identify
the main differences. A grid refining as well as model tuning have been developed in
order to reduce the instabilities and reach more accurate results. Several parameters
have been modified in the default OLGA model in order to better converge the
simulation, including integration coefficients, mass transfer tuning, heat transfer and
valve models. Results have been presented and conclusions can be made. Pressure
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was generally slightly under-estimated for most of the test especially in the first
second of the depressurization and close to the release point. Generally, the time
required to reach steady state condition (end of the depressurization) was compa-
rable to the one registered to experimental data, however, the minimum pressure
and the pressure drop trend is different. The temperature prediction on the other
hand was also under predicted in term of minimum temperature, in some case the
temperature difference was not negligible. The minimum temperature registered by
the model in some cases highlight the possibility of solid phase formations while in
the experimental test was not evident for every case. Finally, from the comparison
of the OLGA code 2020.2 and 2021.1, based on the analysed data and the results
obtained, it can be stated that a lot of numerical instabilities have been registered
in 2020.2 if compared with the newest release 2021.1 both in term of pressure and
temperature. However, the pressure and temperature prediction in term of minimum
values was not always improved, indeed, in some cases a slightly worst behaviour
have been registered. Despite that the deviation of was comparable to the results of
2020.2 with a substantial benefit gave by the instabilities reduction.
Vertical flows has been investigated experimentally, the work has been developed on
the DeFACTO facility and some aspects have been reported in compliance with the
NDA. The experimental campaign was mainly useful to acquire invaluable experience
and knowledge in CO2 management and processing in experimental setups. Opera-
tional maintenance and calibration of the equipment in the rig has been performed
and a data extraction and processing tool has been developed. The DeFACTO
reporter has been coded in python environment and it can easily manage many hours
of data from the experimental rig as well as perform analysis and processing of the
data. The capability to automatically produce a .pdf report of the data can be
considered as a useful tool for the data analysis and improved the potential of the
facility to capture the vertical flow behaviour in single and two-phase experiments.
The running ductile propagation phenomena has been investigated and a novel
simulation tool for the calculation of the expansion wave has been presented. The
importance of the correct estimation of the expansion wave has been explained
and the two-method curve developed by the Battelle Institute has been utilized. A
literature review of the available models and the work published on the topic is also
reported. Based on the considerations regarding the VLE and density prediction of
the different equations of state, an evaluation of their impact has been investigated.
Indeed, as reported in Chapter 4, the density prediction can have an error between
1.32 and 3.18 %, while the VLE over-prediction up to 4.5 % can be envisaged. Based
on the equation involved on the calculation of the speed of sound and consequently
the expansion wave velocity (see from (5.16) to (5.20)), the impact of the equations
of state errors cannot be ignored.
A new tool called CO2RIDER for the simulation of the decompression behaviour and
the calculation of the expansion wave has been established and a validation against
experimental data has been reported. The possibility to switch between different

123



Chapter 5. Transient Flow-Assurance modelling of CO2

equations of state in the same tool has been included for comparison and flexibility
purpose. The tool can manage up to 10 different components in a single mixture,
performances for natural gas mixture and CO2-rich mixtures has been validated.
The results obtained with the CO2RIDER are generally in good agreement with the
experimental data, few observation can be outlined:

• Simulation performed with GERG-2008 shows a better agreement in the first
part of the depressurization and in most cases a conservative over estimation
of the plateau

• Peng-Robinson with Peneloux volume correction simulations shows different
behaviour, but generally a slightly under-estimation of the plateau and a large
deviation in the first part of the expansion wave

• Default method REFPROP has a similar behaviour of the GERG-2008 even if
the plateau zone was predicted differently in some cases

The accurate prediction of the plateau of PR when the first part was clearly different
from the experimental data, suggest that the PR has a lower accuracy in density
prediction for the liquid/dense phase of CO2-rich mixtures. This aspects can led to
an observation: the non-accurate prediction of the density and the VLE of PR can
led to a fictious well-predicted pleateau due to co-occurence of errors. This because
with the same method of calculation, GERG-2008 showed better performances during
the first part of the curve (single-liquid phase).
Finally, the accuracy of the CO2RIDER has been established and validated trough
the experimental data available. A generally good agreemnent has been found for
all the tested mixture, however, some test were predicted better from an EoS insted
of another. This can be overcomed, by the accurate calculation of the deviation in
term of VLE and density prediction by performing a sample of the mixture and tune
the parameter to the better fitting equation of state. The deviation of some EoS has
been calculated in Chapter 4, and seems to be dependent on the presence of certain
component in the mixture. Thus, for a first estimation of which EoS can led to a
more accurate results, if experimental data is not available, a similar analysis can be
conducted.
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VLE EoS Validation Results

In this appendix all the results plots obtained from the VLE analysis conducted as
reported in Chapter 4.

Figure A.1.: VLE experimental data from Ahmad et al. [23] vs models. (I)
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Figure A.2.: VLE experimental data from Ahmad et al. [23] vs models. (II)

Figure A.3.: VLE experimental data from Ahmad et al. [23] vs models. (III)
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Figure A.4.: VLE experimental data from Ahmad et al. [23] vs models. (IV)

Figure A.5.: VLE experimental data from Ahmad et al. [23] vs models. (V)
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Figure A.6.: VLE experimental data from Ahmad et al. [23] vs models. (VI)

Figure A.7.: VLE experimental data from Ahmad et al. [23] vs models. (VII)
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Figure A.8.: VLE experimental data from Ahmad et al. [23] vs models. (VIII)

Figure A.9.: VLE experimental data from Chapoy et al. [15] vs models.
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Figure A.10.: VLE experimental data from Gimeno et al. [16] vs models. (I)

Figure A.11.: VLE experimental data from Gimeno et al. [16] vs models. (II)
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Figure A.12.: VLE experimental data from Gimeno et al. [16] vs models. (III)

Figure A.13.: VLE experimental data from Gimeno et al. [16] vs models. (IV)
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Figure A.14.: VLE experimental data from Gimeno et al. [16] vs models. (V)

Figure A.15.: VLE experimental data from Ke et al. [24] vs models. (I)
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Figure A.16.: VLE experimental data from Ke et al. [16] vs models. (II)

Figure A.17.: VLE experimental data from Ke et al. [16] vs models. (III)
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Figure A.18.: VLE experimental data from Ke et al. [16] vs models. (IV)

Figure A.19.: VLE experimental data from Ke et al. [16] vs models. (V)
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Figure A.20.: VLE experimental data from Tenorio et al. [14] vs models. (I)

Figure A.21.: VLE experimental data from Tenorio et al. [14] vs models. (II)
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Figure A.22.: VLE experimental data from Tenorio et al. [14] vs models. (III)

Figure A.23.: VLE experimental data from Tenorio et al. [14] vs models. (IV)
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Figure A.24.: VLE experimental data from Tenorio et al. [14] vs models. (V)

Figure A.25.: VLE experimental data from Tenorio et al. [14] vs models. (VI)
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Figure A.26.: VLE experimental data from Yokohama et al. [13] vs models. (I)

Figure A.27.: VLE experimental data from Yokohama et al. [13] vs models. (II)
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Figure A.28.: VLE experimental data from Yokohama et al. [13] vs models. (III)
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Appendix B.

Density data points utilized for validation

In this appendix all the results plots obtained from the density analysis conducted
as reported in Chapter 4.

Figure B.1.: Density experimental data from Al-Siyabi [4] vs models. (I)
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Figure B.2.: Density experimental data from Al-Siyabi [4] vs models. (II)

Figure B.3.: Density experimental data from Al-Siyabi [4] vs models. (III)
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Figure B.4.: Density experimental data from Ben Souissi et al. [25] vs models. (I)

Figure B.5.: Density experimental data from Ben Souissi et al. [25] vs models. (II)
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Figure B.6.: Density experimental data from Ben Souissi et al. [26] vs models. (III)

Figure B.7.: Density experimental data from Gimeno et al. [16] vs models. (I)
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Figure B.8.: Density experimental data from Gimeno et al. [16] vs models. (II)

Figure B.9.: Density experimental data from Ke et al. [24] vs models. (I)
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Figure B.10.: Density experimental data from Ke et al. [24] vs models. (II)

Figure B.11.: Density experimental data from Sanchez-Vicente et al. [17] vs models.
(I)
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Figure B.12.: Density experimental data from Sanchez-Vicente et al. [17] vs models.
(II)
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Appendix C. DeFACTO auto-reporter

Appendix C.

DeFACTO auto-reporter

Figure C.1.: Example of the auto-generated report for DeFACTO facility.
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