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Nowadays, the amount and variety of scenarios that can benefit

from techniques for extracting and managing knowledge

from raw data have dramatically increased.

As a result, the search for models capable of

ensuring the representation and management

of highly heterogeneous data is a hot topic

in the data science literature. In this thesis, we aim to

propose a solution to address this issue. In particular,

we believe that graphs, and more specifically

complex networks, as well as the concepts and

approaches associated with them, can represent a solution
to the problem mentioned above. In fact, we believe that
graphs can be a unique and unifying model to uniformly

represent and handle extremely heterogeneous data.

Based on this premise, we show how the same
concept and/or approach has the potential to

address different open issues in different contexts.
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Pensavamo che la vita funzionasse cosi,

che bastasse strappare lungo i bordi,

piano piano seguire la linea tratteggiata di cio a cui eravamo destinati,

e tutto avrebbe preso la forma che doveva avere.

Negli anni, proviamo a convincerci che stiamo seguendo la linea tratteggiata
e, intanto, per paura che ci stiamo allontanando dalla guida

e che stiamo strappando a casaccio,

rimandiamo il momento in cui guardare il nostro foglio.

(Zerocalcare)

E’ ora per me di guardare il mio foglio,

e vedere dove é finita la mia linea tratteggiata.



Foreword

It is absolutely not a case that our society is called “information society” and that
knowledge is unanimously recognized as the new oil without which most of the ac-
tivities that characterize everyday life would stop. Just to give an idea of the amount
and variety of data produced every day, think that in one minute 500 hours of con-
tent are uploaded on YouTube, 700000 stories are shared on Instagram, about 70
million messages are sent via WhatsApp and Facebook Messenger, 28000 subscribers
watch Netflix, 5000 downloads are made on TikTok and 200 million e-mails are sent
worldwide. This is an amount and variety of data that are not even nearly compara-
ble to what any previous generation has had to manage. And this trend is expected to
grow even more impetuously with the advent of the Internet of Things. If previous
generations had to deal with the lack of data, our own must address the opposite
problem, i.e., an overabundance of the amount and variety of available data. This
problem is equally difficult to manage, and the risk that data repositories will be-
come data tombs is extremely high. To avoid this, scientific community has been
performing studies and research for years, and these efforts have led to the emer-
gence of new disciplines, such as Data Mining, Big Data Analytics, Machine Learn-
ing, Data Science, etc.

Luca Virgili’s PhD thesis is set in this context and wants to provide a contribution
in addressing these issues. It starts from the idea that graphs can be an extremely
flexible, and, at the same time, very powerful model to represent very heterogeneous
scenarios and data formats. At the same time, graph theory, as well as the complex
network investigation and social network analysis that have their roots in it, repre-
sent a very mature body of knowledge, with rich and well tested results. As a conse-
quence, many of the concepts, approaches and techniques defined by graph theory
can be unique and unifying tools for successfully addressing several open issues re-
lated to possibly very different research areas. As a proof of this, in Luca Virgili’s
PhD thesis, six different areas are considered, namely Social Network Analysis, In-

ternet of Things, Blockchain, Innovation Management, Neurological Disorders and
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Data Lakes. For each of these areas, Luca Virgili’s PhD thesis illustrates how graphs
can be used for modeling the reference scenario. After that, it examines some open
problems and describes how they can be successfully addressed by exploiting some
well-known concepts (e.g., the ones of triad, clique, neighborhood, and centrality),
as well as some approaches derived from graph theory.

Beyond the specifical technical merits, which the reader will be able to appreciate
by proceeding with the reading of this thesis, Luca Virgili’s approach has the char-
acteristic of defining a uniform and unifying way of proceeding for handling very
heterogeneous problems, which can be represented and managed through complex
networks. For this reason, I believe that Luca Virgili’s PhD thesis is an excellent piece
of work. For each problem considered, it provides a complete description of the state
of the art, clearly describes the proposed approach for its solution and presents an
experimental campaign to evaluate its correctness and performance. The approach is
methodologically and scientifically correct, as evidenced by the numerous papers al-
ready published by the author and his colleagues in several journals. I think that this
thesis can be very useful for researchers who operate in the areas of Social Network
Analysis, Internet of Things and Blockchain, as well as for practitioners working
in the areas of Innovation Management, Neurological Disorder Analysis and Data
Lakes.

In my role as advisor of Luca Virgili’s PhD thesis, I had the privilege of being
able to follow the entire development of the course of research that led the author
to obtain the excellent results that this thesis describes. And here, writing this short
preface, I have the pleasure to attest the quality, continuity, and passion that Luca
Virgili has put, and continues to put, in his research activity. At the end of these
three wonderful years, I certainly feel able to say that Luca Virgili has achieved all

the goals we had set together beforehand, when this adventure has begun.

Prof. Domenico Ursino,

Universita Politecnica delle Marche



Preface

This book is my PhD thesis and describes the research efforts I made at the Depart-
ment of Information Engineering of the Polytechnic University of Marche from 2018
to 2021, under the supervision of Prof. Domenico Ursino.

During these three years, I had the opportunity to work with high experienced
professors and researchers, such as Prof. Domenico Ursino himself, Prof. Antonino
Nocera, Prof. Giorgio Terracina, Dr. Francesco Cauteruccio, Dr. Serena Nicolazzo and
Dr. Alessia Amelio. I have learned so much from them and all the research findings
I can present in this thesis are thanks to their ideas and advices.

My thesis starts from the observation that we have assisted to a huge growth of
the available data in the last years. Every day we are flooded with more and more
data. Think, for instance, of the weather forecasts, the routes recommended by nav-
igators, news, data exchanged through social networks (consider that the average
number of social media accounts is 8.4 per person in 2020), Internet of Things, and
so forth. We are also harvesting for new data with the aim of optimizing any activity
we make; think, for instance, of data provided by smart watches, fit bands, smart
homes, and so on. Every day, we are overwhelmed by data, which makes it very
difficult to extract only relevant information. For this reason, we need models and
approaches able to handle huge amounts of data in order to extract only the most
important information for a specific domain. For guaranteeing the efficiency and the
effectiveness of the information and knowledge extraction from the data available,
the necessity arises to represent it in a unique and unifying way. This unification and
homogenization process is multi-dimensional because it regards the format, syntax
and semantics of data involved.

This thesis aims at providing a contribution in this setting. Indeed, we propose
a complex network-based model and some related approaches to uniformly repre-
sent and handle data in heterogeneous research scenarios. It is worth noting that, in
each of them, we have not worked with tabular data, which focus on independent

observations (i.e., rows of the table) containing information about the entities of a
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domain. Instead, we have highlighted the importance of the connections between
these entities and have represented them through complex networks. As a matter
of fact, we can represent the domain entities as nodes and the entity connections as
arcs. We can also attach labels, weights, and a set of features to these arcs for stor-
ing relevant information about these interactions (e.g. number of common posts in a
Social Network, amount of money exchanged between two wallets in a blockchain,
number of transactions in an Internet of Things scenario, etc.). Once a complex net-
work representing a scenario is built, we can apply on it all the tools provided by
Network Analysis, such as centrality measures, to derive the most important enti-
ties, cliques, to determine the presence of strongly connected components, and so
forth. Following this reasoning, we are able to deal with any scenarios of interest
through a unique model and with only minor adjustments.

In order to prove the validity of our conjecture, we have used complex networks
and defined several related approaches to model and handle data in six different
research areas, namely: (i) Social Networks, (ii) Internet of Things, (iii) Blockchain,
(iv) Innovation Management, (v) Neurological Disorders, and (vi) Data Lakes.

As one might expect, these scenarios are very heterogeneous and each of them
presents its peculiarities and issues to address. However, complex networks and the
associated concepts and approaches have the intrinsic capability of uniformly rep-
resenting and handling very different contexts. In this way, the same concept and/or
approach has the potential to address different open issues in different contexts.

It is important for me to thank the people who have helped me during these three
years. First of all, I want to express my gratitude to my supervisor Domenico Ursino,
who has always believed in me. His advices have been useful and wise and I hope to
continue my research path with him in the next years.

I would also like to thank my colleagues Enrico Corradini and Gianluca Bonifazi,
with whom I shared offices, open spaces, labs, and any space with enough desks.
Our discussions were fundamental to design experiments and propose new ideas to
develop.

A special thanks goes to my family: my dad Domenico, my mum Giuseppina and
my sister Sofia, who have supported me during this period. They were always ready
to help me in any situation, both sentimentally and pragmatically. I hope that this
thesis will make them proud of me, so that I can repay all the efforts they made for
me.

I would like to thank my girlfriend Anna Lisa, with whom I shared my best mo-
ments. She has encouraged me many times during these three years. She is a funda-

mental part of my life and has played a key role to the writing of this thesis.
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Last, but not least, I want to thank my friends: Roberto, Paolo, Maddalena, Beat-
rice and Camilla. Of course it is important to make progresses in our research, but it
is worth resting and going out with our best friends as well. Unfortunately, I do not
have the actual number of the beers and dinners shared with them, but I am sure
that they have been a valuable part of my PhD period.

Finally, I would like to thank myself for never giving up. I have grown a lot
during these years, I can say that I am a completely different man compared to who
I was at the beginning of this journey. It was not easy for many reasons, but I always
tried to fight and improve myself. I want to continue my research for leaving a little
piece of me in the world, whether through papers or classes, whether words written

somewhere or the memories (hopefully positive) of a student.

November 2021 Luca Virgili
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Introduction

This chapter is devoted to introducing the motivations and the general characteristics of
the modeling approach proposed in this thesis. In particular, the plan of the chapter is as
follows: in the first section, we illustrate the motivations which led to the definition of
the proposed approach. The second section aims at presenting the complex networks as a
unifying model, capable of representing and handling heterogeneous scenarios. The third
section illustrates the contributions of complex network models in several heterogeneous

contexts. Finally, in the fourth section, we provide an outline of the thesis organization.

1.1 Motivations

Data is everywhere and is constantly changing the way we live. Every day we are
flooded with more and more data: think, for instance, of the weather forecasts, the
routes recommended by our navigator, news, all the social networks (the average
number of social media accounts is 8.4 per person in 2020), and so forth. We are also
harvesting for new data with the aim of optimizing any activity we make: think, for
instance of smart watches, fit bands, and smart homes.

In this scenario, we are overwhelmed by data and it is difficult to extract only
relevant information. For this reason, we need solid models and approaches capable
of managing huge amounts of data in such a way as to highlight the important pecu-
liarities of the domains of interest. Furthermore, it would be useful to exploit these
models and approaches in a unique and unifying way in different scenarios, because
this would provide us with a general methodology and a set of tools to address a new
domain never seen before.

This thesis aims at providing a contribution in this setting. Indeed, first we pro-
pose a complex network-based approach to uniformly extract knowledge and sup-
port decision making in heterogeneous research scenarios. Then, we apply the pro-
posed model and several approaches based on it into four areas, namely: (i) Social

Networks, (ii) Internet of Things, (iii) Blockchain, and (iv) Further Areas. This last
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comprises Innovation Management, Neurological Disorders, and Extraction of Se-
mantic Relationships among Concepts in Data Lakes.

In all these areas, we highlight the importance of the connections between the
entities of the domains and investigate them. Then, we show that complex networks
are a natural and, at the same time, powerful way to represent such connections.
As a matter of fact, we can represent the domain entities as nodes, and the entity
connections as arcs. We can also attach labels, weights, and a set of features to these
arcs in order to deeply describe interactions (e.g. number of common posts in a Social
Network, amount of money exchanged between two wallets, number of transactions
in an Internet of Things scenario, etc.). This way of proceeding can be replicated
in all the scenarios of interest with a small fine-tuning. Once the complex network
representing a scenario is built, we can apply all the tools provided by Network
Analysis, such as centrality measures, to derive the most important entities, cliques,
to determine the presence of strongly connected entities, and so forth.

In this thesis, we start to apply this approach to the Social Network domain,
specifically to two well-known social platforms, i.e., Reddit and Yelp. In both cases,
and generally speaking in all social networks, the best way to model them is through
the construction and the analysis of the corresponding complex networks. As for
Reddit, we have obtained interesting results thanks to the co-posting network, in
which we represented users and their activity of publishing posts. We verified that
users tend to be connected to other ones with similar characteristics, which proved
the existence of the homophily property in the network (which specializes to as-
sortativity property in this case). As for Yelp, the usage of complex networks al-
lowed us to highlight the friendship and review relationships between users, which
paved the way to study the behavior of negative users and introduce a new kind of
users, namely k-bridges, representing people interested to different business cate-
gories that can strongly influence users belonging to the same categories.

Another application of complex networks that is relatively new, but has already
provided innovative results, regards the Internet of Things (i.e., IoT) domain. In this
case, more and more research efforts are made for studying the behavior of smart
objects in such a way as to derive their profiles and social interactions like if these
were humans. Social Internet of Things (i.e., SIoT [70]) and Multiple Internet of
Things (i.e., MIoT [82]) are only two of the latest architectures following this reason-
ing. In this representation model, smart objects are represented by network nodes,
whereas network arcs could denote any type of relationship (e.g. distance, possibil-
ity to communicate, etc.). A model with these characteristics allows the definition of

approaches for addressing most common issues of this domain, such as computing
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trust and reputation, identifying anomalies and their impact, studying information
flow.

The high generalizability intrinsic in complex networks model allows its appli-
cations also to blockchains. These have gained a lot of attention, especially thanks to
cryptocurrencies, which rely on this technology. Indeed, all of us can remember the
speculative bubble during the years 2017 and 2018, which enormously increased
the prices of cryptocurrencies, and then exploded leading the same prices to de-
crease dramatically. In this context, an important factor that only few studies have
considered is the social one. Indeed, a blockchain can be modeled through a com-
plex network whose nodes denote blockchain addresses (each corresponding to a
cryptocurrency wallet) and whose arcs represent transactions performed between
two wallets. This representation can be analyzed through the tools provided by So-
cial Network Analysis to identify the most important nodes in the network and how
wallets tend to link to each others into strongly connected groups while exchanging
a certain amount of cryptocurrency.

In this thesis, we will focus mainly on the three areas specified above. However,
we will also show how this way of proceeding can be fruitfully adopted in several
other areas, even if we will not describe the consequences of this application into
detail. Specifically, the further areas we will consider are Innovation Management,
Neurological Disorders, and Extraction of Semantic Relationships among Concepts
in Data Lakes. In all these scenarios, complex networks play a key role in the knowl-
edge representation and knowledge extraction issues. Specifically, as for Innovation
Management, we modeled the peculiarities of patent citations, which are slightly
different from the citations of scientific papers, and require suitable approaches to
investigate them. A similar way of proceeding was adopted for the diagnoses of sev-
eral neurological disorders. One way to investigate this kind of disorder is based on
the usage of ElectroEncephaloGram (EEG, in short), which detects the brain activity
through some electrodes attached to a human scalp. Starting from the EEG signals,
we can build a suitable complex network and define metrics to evaluate the brain
connectivity. Last, but not least, we applied our way of proceeding in a data lake
scenario for managing the semantic relationships linking concepts stored in the cor-
responding data source. These last are presumably very heterogeneous from both
the structural and the semantic viewpoints.

Summarizing, in this thesis, we want to show that complex networks and the
associated concepts and approaches already defined in the past have the intrinsic
capability of uniformly representing and handling very different scenarios. In this
way, the same concept and/or approach has the potential to address different open

issues in different contexts. The rest of this thesis is devoted to proving the correct-
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ness of this intuition. In the next parts of this section, we present the six areas where

we will apply our way of proceeding.

1.1.1 Social Networks

Online Social Networks (OSNs, in short) facilitate connections among people based
on shared interests, values or memberships to specific groups. Nowadays, there are
several OSNs with different aims and scope. For instance, LinkedlIn is a professional
network, in which people connect for work-related purposes, while Facebook is more
devoted to people entertainment.

From a research perspective, OSNs are gold mines. Here, we can study all the nu-
ances of human behavior, from their creation of posts and their comment activity, to
their publication of business reviews, and so on and so forth. This type of knowledge
has a lot of potential applications. Just think of the fact that OSNs have created a new
figure, i.e., the influencer. On average, an influencer has many followers and she is
able to make advertisements much more effectively than traditional ways. Another
application regards the identification of the best targets for a marketing campaign,
which could improve its effectiveness significantly. In the past literature, there are
several approaches to advertise some products to only people that could be inter-
ested to them (such as a new running shoes for a runner, a laptop for a programmer,
a book for a student, etc.). A further application regards the choice of new products
or services to launch in the market thanks to the analysis of user needs or behaviors.

In order to extract this knowledge, we represent the OSNs domain as a complex
network. Indeed, in this way, we have the capability of modeling this scenario us-
ing different kinds of node and arc, as well as of emphasizing user interactions in
OSNs. This way of proceeding allows us to apply some of the techniques provided
by Social Network Analysis for extracting knowledge from data. For instance, we
can compute the centrality measures of users in order to identify the most influen-
tial and connected ones. Furthermore, we can investigate the structures formed by
some users and identify if there are recurrent patterns and/or ways through which

they tend to strongly connect with each other.

1.1.2 Internet of Things

In the last few years, we are experiencing a huge growth of the Internet of Things
paradigm. Indeed, we can see the enormous increase of the number of sensors and
devices, which are pervasive in our daily life. Roughly speaking, Internet of Things
(i.e., IoT) consists of the interconnection of smart objects via the Internet, enabling

them to send and receive data. At the time of the writing, the number of IoT devices
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is more than 10 billion, and it is expected to reach more than 25.4 billion IoT de-
vices in 2030'. Along with the increase of their number, devices are also developing
smart and social skills. More and more researchers are beginning to study the be-
havior of things, to talk about their profiles and their social interaction [213], and to
manage objects almost as if these were humans. As a result, several architectures im-
plementing these ideas have been proposed, and are currently being proposed, in the
literature. Social Internet of Things (i.e., SIoT [70]), Multiple IoT Environment (i.e.,
MIE [81]) and Multiple Internet of Things (i.e., MIoT [82]) are only three of the lat-
est architectures with these characteristics. These architectures and analogous ones
could be the foundation for dealing with the challenges posed by the IoT.

One of them regards the preservation of privacy and security of smart objects
and their owners. According to anti-virus and computer security service provider
Kaspersky?, IoT cyberattacks more than doubled during the first half of 2021. The
main issues regard: (i) the insecure communications that a device can establish with
a potential attacker, and (ii) the storage of data containing the performed transac-
tions.

Another IoT challenge is the identification of device anomalies. Indeed, IoT de-
vices produce massive amounts of data continuously from numerous applications.
Examining these collected data to detect suspicious events can reduce threats and
avoid issues that can cause applications downtime. Some contexts possibly benefit-
ing from this fact are healthcare, smart homes, self-driving cars, and so on. In all
these cases, it is necessary to identify and address the anomalies in order to avoid
severe consequences.

A last challenge that we mention in this area is network optimization. It com-
prises the tools and techniques that help to maintain, improve or maximize the
communication performance across a network. For instance, we can improve the
communication among devices thanks to the creation of virtual views of IoT, based
on the content exchanged during transactions. In this way, we can study information
flow and optimize communication paths. Another challenge could be the identifi-
cation of the potential bottlenecks in network of smart objects thanks to suitable

application of betweenness centrality.

Uhttps://www.statista.com/statistics/1183457/iot-connected-devices-worldwi

de/
2https://www.iotworldtoday.com/2021/09/17/iot—Cyberattacks—escalate—in—202

1-according-to-kaspersky/
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1.1.3 Blockchains

Since the creation of Bitcoin in 2008 from Satoshi Nakamoto, cryptocurrencies have
been increasingly popular. This popularity has led to the speculative bubble that ex-
ploded during the end of 2017 and the beginning of 2018. Indeed, the Bitcoin price
went up almost 800% during the last months of 2017 and then fell by 80% in the
first few weeks of 2018. Of course, this price fall led to a huge gain for a few people
and a big loss for the majority of investors. This period of huge growth and deep
fall of price has been classified as a speculative bubble, similar to the tulipans’ and
stock market ones. A speculative bubble is an extreme event that has several con-
sequences for both the economy and technology itself. These are the reasons why it
is important to study these events in order to prevent (or at least face) them. Fortu-
nately, market has been recovered since that event, and blockchains have proved to
be a solid technology and not only a market manipulation.

In this overall scenario of blockchains, we think that social aspect has received a
limited attention. For instance, in order to participate to a cryptocurrency network,
a user has to create her own wallet, and then she can start to make transactions
with other wallets in the same network. This process can be described by a complex
network with the aim of studying the interactions between wallets. In this way, we
can identify the most important ones in terms of centrality measures and network
structures typical of network analysis.

In this thesis, we focus on the Ethereum blockchain and, thanks to the definition
of a complex network, examine the behavior of its wallets during the speculative
bubble period comprising the years 2017 and 2018, which we divided in pre-bubble,
bubble post-bubble phases.

1.1.4 Innovation Management

Patents and other results of the collaboration among researchers have been largely
investigated in the past especially in the scientometrics and bibliometrics research
context. The impressive development of innovations in all the R&D fields and the at-
tention we are paying to evaluate the performances of researchers, universities, and
institutions are growing at a very rapid rate. One key aspect that has been intensively
studied over the years is the interactions among researchers across firms and coun-
tries [612, 473, 130], which has led to interesting results. Indeed, research efforts
have been made to understand whether international knowledge and investment
flows from developed countries to less-developed ones have some positive effects.
Others investigate the impact of international knowledge flows by focusing on R&D

collaborations and inventions [202, 601, 122].
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In this context, complex network analysis-based approaches are extremely promis-
ing due their capability of highlighting the interactions between the main actors of
the domain. This approach is also motivated by a peculiarity of patents that we do
not find elsewhere and that is hard to handle otherwise. Indeed, if a patent p; cites
a patent pj, then p; loses a part of its value. If we report this reasoning to the net-
work analysis context, we have that, for a node, having incoming arcs is extremely
positive; by contrast, having outgoing arcs is negative.

In this thesis, we propose a general methodology for the extraction of several
knowledge patterns about innovation geography that can be applied on any country
of interest. To this end, we introduce some novelties in the key metrics typical of

Social Network Analysis in order to make them suitable to the patent domain.

1.1.5 Neurological Disorders

Thanks to the modern medicine and technology, life expectancy has grown in the last
years. Estimates suggest that, in a pre-modern world, life expectancy was around 30
years in all the regions; since 1900 the global average life expectancy has more than
doubled reaching 80 years. While the increase of life expectancy is an amazing result
of human evolution, one of the drawbacks is the incidence of neurological disorders
due to the fact that the population is aging in most countries. This has led to an
increase of the efforts in designing approaches capable of determining and moni-
toring these disorders. In the meantime, the tools supporting neurologists in their
activities are becoming much more complex and sophisticated (think, for instance,
of the ElectroEncephaloGrams (EEGs, for short) with 256 electrodes, instead of the
classical ones with 19 electrodes). This also means that we have to deal with huge
amounts of data that experts have difficulty to analyze manually. For this reason,
automatic tools helping them to analyze data are becoming mandatory. Among the
many diagnostic tools available to neurologists, EEG is one of the least invasive, and
it is adopted to support the analyses of neurological disorders.

In many neurological investigations, the key role is played by the connections
between the brain areas. For instance, studies have found widespread underconnec-
tivity, local overconnectivity, and, more in general, disrupted brain connectivity as a
potential neural signature of autism [465]. An EEG and the data it provides can be
easily modeled as a complex network, which can represent the interactions between
brain areas in detail, and can provide an environment in which we can investigate
the brain connectivity in order to help an expert in her diagnosis. In this complex
network, nodes represent electrodes while arcs describe the relationship between
two electrodes, derived, after several processing steps, by the voltage difference be-

tween them. Once we have the complex network, we can leverage some concepts of
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network analysis (such as centrality measures, cliques, k-cores, etc.) to evaluate the
most active brain areas and the corresponding connection levels.

In this thesis, we aim at proposing a complex network-based approach extracted
from the EEG signals to help experts to investigate two neurological disorders,

namely Mild Cognitive Impairment (MCI) and Alzheimer’s Disease (AD).

1.1.6 Extraction of Semantic Relationships among Concepts

Metadata means “data about data”. This expression summarizes their purpose,
which consists of enriching data with additional information making it easier to find,
use and manage. One example could be the information written on a letter envelope
to help a letter getting correctly delivered. Metadata have a huge potential; indeed
they have always played a key role in the cooperation of heterogeneous data sources.
This role has become much more crucial with the advent of data lakes. A data lake is
a centralized repository storing both structured and unstructured data. It allows us
to store data as-is, and then run any task of analytics (e.g., creation of dashboards,
real-time stream analytics, machine learning, etc.). In this scenario, metadata rep-
resent the only possibility to obtain an effective and efficient management of data
source interoperability. Think, for instance, of a given application requiring to query
only a subset of the data sources present in a data lake; it could process metadata to
determine the portion of the data lake to examine.

Following this reasoning, we argue that, due to the heterogeneity of data lake
sources, the necessity arises of flexible and powerful models and paradigms to sup-
port the metadata representation and management in a data lake. Our model starts
from the considerations and the ideas proposed by data lake companies (in partic-
ular, it starts from the general metadata classification also used by Zaloni [519],
a leader company in the data lake scenario), and then provide new contributions
leveraging the potential of network-based and semantics-driven representation of
metadata. As a result, it allows a large number of sophisticated tasks that most cur-
rently adopted metadata cannot guarantee. Specifically, it allows the definition of a
structure for unstructured data and enables the extraction of thematic views from
data sources. This task consists of the construction of views on one or more topics of

interest to the user, obtained by processing data from different sources.

1.2 Complex Networks as a unique and unifying model

In this section, we provide an overview of our complex network-based model. As
will be clear in the following, this model is able to uniformly handle data sources

characterized by heterogeneous formats for extracting knowledge and supporting
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decision making. Indeed, many phenomena can be represented thanks to a complex
network. The main actors of these phenomena can be represented by means of the
nodes of the network (think, for instance, of objects in an Internet of Things scenario,
users in a social network, wallets in a blockchain, and so forth). Moreover, we can
add information to these nodes thanks to suitable data structures (such as arrays,
lists, dictionaries, etc.) in order to store relevant data that could not be mapped to
a node or an edge, but is useful to detect specific patterns. Then, the connections
between two actors are represented by the edges of a complex network. This way
of modeling highlights the importance of the interactions between the entities of a
domain and allows us to investigate them. As for nodes, we can add suitable infor-
mation to edges for deeply representing an interaction between two entities. This
information could be stored by means of arrays, lists and/or dictionaries (think, for
instance, of the number of common posts in a Social Network, the amount of money
exchanged between two wallets, the number of transactions in an Internet of Things
scenario, and so on). These combined features allow us to manage any scenarios of
interest with a small fine-tuning. After the construction of the complex network, the
next step regards the application of the tools provided by Network Analysis (such
as centrality measures, to derive the most important entities, cliques, to determine
the presence of strongly connected entities, and so forth) to the constructed complex
network.

In this section, we report the most important concepts and features of this model
that we have employed for knowledge extraction. We provide a general overview
of the concept of complex network and the Network Analysis tools; afterwards, we
show how these concepts can be easily applied to different domains with only few

adjustments.

1.2.1 Model definition

A complex network is a graph with non-trivial topological peculiarities that are not
present in simple networks (e.g., grids or random graphs), but often occur in net-
works representing real systems. Some examples of complex networks are biologi-
cal networks, technological networks, brain networks, climate networks, social net-
works, and so forth. One key feature of complex networks regards their “scale-free”
property. It defines that the characteristics of the network are independent of the
number of its nodes. A network is scale-free if the distribution of the number of arcs
against nodes follows a power law, which means that we observe a small number of
very highly connected nodes and a huge number of poorly connected ones. A direct
consequence of this behavior is that the underlying structure remains the same when

the network size grows.
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Our complex network-based approach can deal with any scenario consisting of
entities that interact with each other through one or more kinds of relationship.

Formally speaking, it can be represented as:
N =(V,A)

Here, V is the set of nodes of NV. Each node v; € V corresponds to an entity, e.g.
an object in an Internet of Things scenario, a user in a social network, a wallet in a
blockchain, a patent, and so forth.

A is the set of arcs of V. Each arc a;j connects the nodes v; and v; and can be
represented as:

ajj = (vi,vj, wij)

The arc between two nodes could represent many types of relationships. It could
be a communication path between two objects in the Internet of Things, a friendship
between two users in a social network, a transaction performed from a wallet to
another one in a blockchain, a patent citation, etc. These arcs might be weighted. The
weight w;; is a measure of the connection strength between v; and v;. Considering
the peculiarities of the different areas we are dealing with, our model is orthogonal
to the different distance measurements that can be used. In the next chapters, we will
employ different kinds of weight. In some scenarios, the weight is part of the input
(e.g., the PDI in the EEG), while, in other cases, it is computed by pre-processing
the input data (think, for instance, of the number of comments exchanged between
two users in a social network or the number of transactions performed between two
wallets).

In some cases, in order to perform the investigation of the issue of our interest,
we must build projections of the networks involved, for instance by removing a type
of node or arc. This allowed us to make our model more “user-friendly” and “ex-
pressive” and, at the same time, more capable of discriminating strong and weak
connections between different network areas.

As an example, a network N, being a projection of a network A/, can be ob-
tained from this last one by removing the arcs with a “low” weight and by “color-
ing” the others based on their weight. As a matter of fact, if the arc weights represent
closeness, the arcs with a “low” weight identify weak connections between the cor-
responding nodes and can be removed. The remaining arcs can be, instead, colored
based on their weight. In particular, blue arcs denote strong connections, red arcs
represent intermediate ones and, finally, green arcs indicate weak connections. We

can formalize a network projection as follows:

Nn = <V¢Arc>
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Here, the nodes of N, are the same as the ones of V. To define A,;, we consider
the distribution of the weights of the arcs of V. Specifically, let max, (resp., ming)
be the maximum (resp., minimum) weight of an arc of A. Starting from max, and

min,, it is possible to define a parameter stepy = =454

, which represents the
length of a “step” of the interval between min, and max,. We can define dk(A),
0 < k <9, as the number of the arcs of A with weights that belong to the interval
between ming +k - stepy and miny + (k+ 1) - step. All these intervals are closed on
the left and open on the right, except for the last one that is closed both on the left
and on the right. A;; consists of all the arcs of A belonging to d¥(A), where k > th,,;,.

Now, we can “color” the arcs composing A,. Specifically, A,, = AL [ JAL | JAS.. Here:

min=

* A7r1 = {aij €A|aij € Utth§k<thbr dk(A)}
. A;b_[ = {[,11‘]' S A|[/Z1‘]' € Uthb,SkSth dk(A)}

o A% ={a;; € Ala;j € Uy, <k<thy, dk(A)}

max

As will be clear in the following, the projection technique described above, and
therefore the corresponding network A, represent a powerful tool for defining a

uniform approach capable of handling knowledge in heterogeneous scenarios.

1.2.2 Network Characteristics

After the general definition of a complex network, we briefly introduce several mea-
sures describing it. One of them is density, which represents the proportion of the
possible arcs in the network that are actually present. It is defined as:

density = __ 24
IN|-(IN|-1)

The density value ranges between 0 and 1, with the lower limit corresponding to
networks with no arcs and the upper limit representing networks with all possible
arcs. The closer the value to 1, the denser the network and the more cohesive the
nodes in it. Density can help to understand how much connected the network is,
compared to how much connected it might be. When comparing two networks with
the same number of nodes and the same type of relationships, it can provide us
information about the connection differences between those networks.

Another important measure is clustering coefficient that describes the tendency of
nodes in a network to cluster together. Clustering coefficient has both a local and
a global definition. Before introducing them, we firstly have to define the concepts
of neighborhood and node degree. The neighborhood of a node # in a network N
is the sub-network of V induced by all the nodes adjacent to n, along with the cor-
responding arcs. The degree of a node n in A is the number of arcs connected to

it.
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The local clustering coefficient refers to the computation of the clustering coef-
ficient of a node, while the global clustering coefficient is the mean of all the lo-
cal clustering coefficients of the network nodes. The local clustering coefficient of a
node n € NV is also the fraction of possible closed triads (i.e., node triangles) existing

through that node. Formally speaking:

Clocal (1) = W

where T(n) is the number of times the node n belongs to a triangle, and d(#n) is the

degree of n. The global clustering coefficient of a network is defined as:

1
Cglobal = W chocul(”)
neN

Both ¢jocar and ¢gjop41 belonging to the real interval between 0 and 1. The lower
limit defines the case when there is no connection in the neighborhood, while the
higher one denotes the scenario in which the neighborhood is fully connected. In
a large complex network, it is difficult to interpret the global clustering coefficient,
while the local one has a straightforward meaning. Indeed, if the neighborhood of a
node #n is dense and with a lot of mutual trust, n has a high clustering coefficient.

Density and clustering coefficient are very used in the next chapters, since they

give us an initial overview of the features of the complex network into examination.

1.2.3 Network Structures

In this section, we report some of the most important and recurrent structures in a
complex network, which are useful to identify the way its nodes are connected. Each
structure has a computational cost for its processing and provides several insights

about the network.

1.2.3.1 Ego Network

Ego networks are subnetworks centered on a certain node. This node is known as
the ego and all the other nodes directly connected to it are called the alters. The
computation of ego networks is performed by running a breath-first search limiting
the depth of the search to a small value (usually 1). Ego networks are useful to de-
rive interesting information from the most important nodes of a complex network.
For instance, we can leverage this network structure to study the neighborhood of
influencers in a social network or analyze the neighborhood of the wallets with the
highest number of transactions in a blockchain.

We employed ego networks for evaluating the presence of backbones in the wal-

lets of a blockchain in Chapter 9.
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1.2.3.2 Clique, k-truss, k-core

A clique is defined as a maximal complete sub-network of a given network. It repre-
sents a group of nodes such that each of them is directly connected to the other ones.
If a node is added to a clique, it is necessary to add arcs linking it to all the other
nodes of the clique. Clique is an important structure to find in a network, because it
describes a strong connection among a set of nodes. However, it requires very strict
conditions to meet. For this reason, it is really hard to find clique in real life net-
works and its computation requires to solve a NP-hard problem. For these reasons,
researchers often employ other network structures derived from the relaxation of
the clique definition, such as k-truss and k-core.

A k-truss is a sub-network such that every arc is supported by at least k-2 other
arcs that form triangles with that particular arc. In other words, every arc in a truss
must be part of k-2 triangles made up of nodes that are part of the structure. By
requiring each arc to include at least k-2 triangles, the k-truss computation achieves
a great reduction of complexity, while still preserving the capability of identifying
clusters of nodes. Indeed, the concept of k-truss is heavily used in the detection of
communities in a complex network.

Finally, a k-core is a relaxation of both clique and k-truss concepts. In this case,
a k-core is a sub-network in which every node has a degree greater than or equal
to k. Conditions are less strict than the two other structures, which means that the
computation complexity is much lower. Also in this case, k-core could be useful as
an indicator for the presence of backbones among a subset of nodes.

One application of cliques within our work is the identification of the most con-
nected brain areas. Furthermore, we have employed k-truss and k-core for extracting

the nodes of strong connected backbones in the context of blockchains.

1.2.4 Centrality measures

Centrality measures aim at identifying the key nodes in a network. There are four
basic centrality measures [402].

The first (and simplest) one is the degree centrality, which uses the number of arcs
incidents to a node as an indicator of the “power” of that node. The advantage of
this centrality is the fact that the results obtained through it are relatively easy to
interpret and communicate.

The second centrality measure is the closeness centrality and is based on the idea
that nodes having a short distance to other nodes, and consequently being able to
disseminate information on the network effectively, have a power position in it. A

node having a high closeness centrality requires from few to none intermediaries for
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reaching other nodes, and, thus, is structurally relatively independent. The compu-
tation of this centrality includes the computation of the length of the shortest paths
from a node to all the other ones in the network. The closeness centrality of a node

n; in a network N is:
IN|-1

IN| ;
Xj:l,j::i distance(n;, n;)

CC(n;) =

where distance(n;, nj) is the length of the shortest path between n; and n;.

The third centrality measure is betweenness centrality that considers the power of
a node to control information flow in network. It is defined as the ratio between the
number of all shortest paths between nodes in the network including the node into
consideration and the number of all the shortest paths in the network. The between-
ness centrality of a node #; in a network N is:

BC(n;) = Z o(s, t|n;)
s,teN o(s,1)
where o(s, t) is the number of the shortest paths between s and ¢, and o (s, t|n;) is the
number of those paths passing through n;.

The last basic centrality measure is the eigenvector centrality. It is based on the
idea that a node is centrally involved in the network if it is directly connected to
other nodes that are in turn well-connected. To compute the eigenvector centrality,
we have to develop an iterative process, where, at each step, the centrality of a node
is updated depending on the centrality of its neighbors. Given a complex network
N, let Adj be the adjacency matrix, i.e., Adj[n;, ny] =1 if the node n; is linked to n,,
and Adj[ny,n,] = 0 otherwise. The eigenvector centrality of a node n; can be defined

as:
IN|

1 .
ZAd][nj, nil-v;
j=1

EC(n;) =

Ko L
where v = (v{,---,v,)T refers to an eigenvector for the maximum eigenvalue A,,,, of
the adjacency matrix Adj.

A particular case of eigenvector centrality is PageRank. It was introduced by
Google which has used it for indexing web pages. It can be applied only on directed
networks. The PageRank of a node depends on the number of the links it receives, as
well as on the centrality and the link propensity of the linkers. Formally speaking,
the PageRank of a node #; in a network N is defined as:

out(n;)

PR(m)=(1-y)+y- )

njein(n;)
where y is the damping factor, in(n;) returns the set of the neighbors pointing to n;,
and out(n;) returns the number of arcs outgoing from 7;. As the eigenvector central-
ity, also the PageRank is computed thanks to an iterative process, which eventually

converges at a certain stable state.
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Centrality measures are one of the key tools for this thesis, since they allow us
to study the most important nodes in a complex network. For this reason, we have

employed them in all the next chapters.

1.2.5 Assortativity

Assortativity is a property denoting that nodes with many connections tend to con-
nect to each other [503]. Assortativity is strictly related to the concept of homophily.
This property says that individuals in a social network tend to associate and link
to similar others [468]. In Social Network Analysis, assortativity is a particular case
of homophily. However, it can also be applied in other forms of complex networks,
such as biological networks. Actually, it was shown that several existing complex net-
works are assortative, whereas other ones are disassortative. In this last, case high de-
gree nodes tend to link to low degree ones. In the past literature, it was proved that
social networks are often assortative, while technological and biological networks
tend to be disassortative [503].

The concept of assortativity has implications for network resilience, since it was
found that the connectivity of many networks can be destroyed by the removal of just
a few of the highest degree nodes. This result may have many applications; one of the
most interesting ones regards vaccination strategies. Indeed, in assortative networks
the removal of high degree nodes is a relatively inefficient strategy for destroying
network connectivity, because these nodes tend to be clustered together in the core
group, so that removing them is redundant. On the other hand, in a disassortative
network, attacks on the highest degree nodes are much more effective, because these
nodes are broadly distributed over the network and presumably form links on many
paths between other nodes.

These considerations are extremely relevant when the networks that we might
want to break up are assortative, and therefore resilient against simple attacks in-
volving only the highest degree nodes. Analogously, the same consideration plays a
key role when the networks that we might want to protect are disassortative; in this
case, we must consider that they are particularly vulnerable to attacks targeted to
high degree nodes.

Assortativity is mostly computed based on to the degree centrality of nodes; how-
ever it is not out of place to employ the other centrality measures.

In this thesis, we have adopted the assortativity property to study both Safe For
Work and Not Safe For Work posts in Reddit.
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1.3 Problem Statements and Contributions

In this section, we describe the issues we want to address within each domain and
present the contributions of our investigations. We report all the corresponding de-

tails in the next chapters of this thesis.

1.3.1 Social Networks

There are many social networks available online, such as Facebook, Twitter, Reddit,
Yelp, etc. However, the literature has plenty of works on Facebook and Twitter, which
also poses too many limits for accessing their data. Two social networks that have
a great popularity but have received less attention by the research community are
Reddit and Yelp, which are the focus of our approaches.

In both cases, we model these social media as a complex network, in which a node
represents a user. The relationships between two nodes could represent any activity
performed by the corresponding users in the social network (such as friendship,
review of the same business, comment on the same post, etc.). Our model could have
more than one type of relationships; in this case, we apply the correct projection to
obtain the complex network suitable for a task.

As for Reddit, we downloaded the data for analyses from the website https:
/ [pushshift.io, which contains all the posts with the corresponding statistics and
comments. This dataset allows us to define the user and subreddit stereotypes and to
model co-posting activities. Co-posting denotes that two users publish a post in the
same community. In this network, we have verified the assortativity property char-
acterizing its users. Another aspect of Reddit worth to be analyzed involves NSFW
(Not Safe For Work) posts. This term refers to user-submitted content not suitable
to be viewed in public or in professional contexts. In this case, we investigate the
possible differences between SFW (Safe For Work) and NSFW posts and between the
users publishing them. Then, we create complex networks representing NSFW and
SFW posts and users and exploit them to study the assortativity or disassortativity
of these kinds of user.

As for Yelp, we downloaded data from its official site3, and then, created the
corresponding complex network. Here, a user is represented by a node, and the re-
lationship between two users could be friendship or co-review. Depending on the
phenomenon to investigate, we compute a projection of the complex network to get
only the part that we need. Starting from it, we define a new category of users, i.e., k-
bridge, who is a user publishing reviews to at least k types of different businesses. We

study the influence of k-bridges in the network and propose some applications that

3 https://www.yelp.com/dataset



1.3 Problem Statements and Contributions 17

could leverage this concept. Furthermore, thanks to the complex network approach,
we are able to derive some user stereotypes in Yelp and define the characteristics of
negative influencers. Finally, we investigate the influence of their negative reviews
in their corresponding neighborhoods.

Some important contributions we have found in the social network domain are:

¢ the definition of subreddit and author stereotypes in Reddit;

e the evaluation of the assortativity of the co-posting activity in Reddit;

* the evaluation of the assortativity of users publishing NSFW and SFW posts in
Reddit;

* the definition of a k-bridge user and its applications;

* the definition of negative influencer stereotypes and their impact in Yelp.

1.3.2 Internet of Things

The starting point of our investigation in this domain is the Multiple Internet of
Things (MIoT) paradigm. Roughly speaking, a MIoT can be seen as a set of smart
objects connected to each other by relationships of any kind and, at the same time,
as a set of related IoTs, one for each kind of relationship. The MIoT model also intro-
duces the concept of instance of a smart object in an IoT, which represents a virtual
view of that object. The nodes of each IoT represent the instances of the smart objects
participating to it. As a consequence, a smart object can have several instances, one
for each IoT to which it participates. The existence of more instances for one smart
object plays a key role in the MIoT paradigm, because it allows the definition of the
cross relationships among the different IoTs of the MIoT. In such a scenario, IoTs are
interconnected thanks to those nodes simultaneously belonging to two or more of
them. We define cross nodes (c-nodes) these nodes and inner nodes (i-nodes) all the
other ones. Then, a c-node connects at least two IoTs of the MIoT and plays a key
role in favoring the cooperation among i-nodes belonging to different IoTs.

Basically, the classical MIoT paradigm models the Internet of Things as a com-
plex network. In some cases, this representation fulfills the requirements necessary
for our investigations. However, in other cases, we must introduce some novelties to
the classical MIoT architecture.

In this thesis, we address the following issues: (i) analysis and optimization of
the communication between smart objects; (ii) evaluation of the reliability of these
interactions; (iii) safeguard of the privacy and security; and (iv) anomaly detection.

As for the analysis and optimization of the communication between smart ob-
jects, we provide three contributions. The first is the introduction of a new between-

ness centrality measure that captures the peculiarities of the MIoT. Indeed, in this
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case, the nodes in the complex network are not all equal, because c-nodes presum-
ably play a more important role than i-nodes for supporting the activities in a MIoT.
This important distinction between nodes is not considered in the classical between-
ness centrality. The second contribution is the definition of a smart object profile,
which allows us to introduce the concept of virtual IoT networks. They represent a
view of the devices that exchange transactions with a particular content. Thanks to
the focus on specific transaction contents and the analysis of the information diffu-
sion in these networks, we are able to optimize the communication among devices.
The third contribution is the definition of the neighborhood of a smart object in a
MIoT and the possibility to define different neighborhood levels. In its turn, this
allows us to define the concepts of scope and influence of a smart object in a MIoT.

As for the evaluation of reliability, we leverage the profile of a smart object pre-
viously mentioned and propose a new approach to compute trust and reputation in
a MIoT. Thanks to the well-structured organization of the MIoT model, we are able
to define trust and reputation at different levels. In fact, we can represent the trust
between instances, between objects and between IoTs. Finally, we can compute the
reputation of an instance or an object in an IoT as well as the reputation of an IoT in
the MIoT.

As for the safeguard of privacy and security, we define a framework to mask the
communications between devices thanks to the creation of heterogeneous groups
(i.e., IoT networks), which hide the features and services provided by the smart
objects belonging to them. In this case, we borrow some concepts from database
anonymization (such as k-anonymity and t-closeness) for building the groups of
smart objects.

Finally, we propose a new methodological framework for anomaly detection and
classification in a MIoT. This framework models anomalies by means of three or-
thogonal taxonomies. Each combination of these taxonomies defines a specific kind
of anomaly to study. Then, we perform two distinct investigations on anomalies: the
former analyzes the impact of an anomaly in the MIoT, while the latter detects the
source of an anomaly based on its overall effects on objects and connections.

Some important contributions we have found in the IoT domain are:

* the definition of an approach to determine virtual IoTs from the real ones, based
on the content exchanged among smart objects, along with the definition of sev-
eral applications possibly benefiting from them;

* the definition of a new centrality measure that captures the peculiarities of the
MIoT paradigm;

* the definition and evaluation of the communication scope of the smart objects in

a MIoT;
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* the definition of an approach to compute trust and reputation of smart objects
and communities of smart objects in a MIoT;

¢ the definition of a framework to preserve the privacy and security of the features
and/or services provided by the smart objects in a MIoT;

* the definition of a taxonomy of the anomalies in a MIoT and of an approach to

detect them.

1.3.3 Blockchains

The dataset we used for our analysis is based on Ethereum, which is a second gener-
ation blockchain and represents the technological framework behind the cryptocur-
rency Ether (ETH). We downloaded the transactions made on Ethereum from Jan-
uary 1%, 2017 to December 31°f, 2018. This time interval corresponds to a specula-
tive bubble period. Specifically, we divided this time interval in three phases, namely
pre-bubble, bubble and post-bubble ones.

Starting from this dataset, we focus on four categories of users, namely: (i) Power
Addresses, (ii) Survivors, (iii) Missings, and (iv) Entrants.

Then, we create the corresponding complex network. In this case, a node rep-
resents a wallet address, an arc between two nodes denotes a transaction between
wallet addresses. Finally, the weight of an arc represents the number of transactions
performed between the corresponding wallet addresses.

For each user category, we compute centrality measures and ego networks in or-
der to characterize them. Furthermore, we check the possible existence of backbones
linking the users of a certain category, which could reveal the possible existence of a
form of homophily among them.

Finally, given a certain period (i.e., pre-bubble, bubble), we define an approach
for predicting who will be the main actors in the next ones (i.e., bubble, post-bubble),
based on some parameters.

Some important contributions we have found in the blockchain domain are:

* the definition of four categories of users and the detection of the main features
characterizing them;
* the existence of backbones among users;

* the prediction of the main actors of the next period.

1.3.4 Innovation Management

Data regarding patents adopted in our analyses has been taken from PATSTAT-
ICRIOS database [199]. PATSTAT (i.e., EPO worldwide PATent STATistical database)

is a database storing raw data about patents. It was constructed by the European
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Patent Office (EPO) in cooperation with the World Intellectual Property Organi-
zation (WIPO), the Organization for Economic Co-Operation and Development
(OECD) and Eurostat. It stores data about all patents, from 1978 to the current year,
coming from about 90 patent offices worldwide, comprising the most relevant ones,
such as EPO and United States Patent and Trademark Office (USPTO).

Starting from the raw data of PATSTAT, we create our complex network model.
Here, network nodes represent patents, while an arc from the node p; to the node p;
denotes that p; cites p;. Furthermore, each node p; has associated the set of the coun-
tries of the inventors of p;. Clearly, this network is directed, since the arc direction is
crucial for patent evaluation.

In order to model the citations impact, we propose two centrality measures,
namely Naive Patent Degree and Refined Patent Degree. Both of them are based
on the reasoning that having incoming arcs is extremely positive for a node, while
having outgoing arcs is negative.

Our new definitions of centrality measures are then employed for the identifica-
tion of the lifecycle and the scope of a patent, which indicate the width and strength
of the influence of a patent on the other ones present in its neighborhood.

Some important contributions we have found in the patent domain are:

* the definition of an approach to evaluate the scope of a patent;
* the extraction of knowledge regarding the lifecycle of a patent;
e the definition of new metrics specifically conceived to evaluate the innovation

level of each country, based on patent data.

1.3.5 Neurological Disorders

Our approach for investigating neurological disorders receives the ElectroEncephalo-
Grams (EEGs) of the patients to analyze and models them through a complex net-
work, in which nodes represent electrodes and arcs denote connections between
electrodes. Each arc has associated a weight representing a measure of the connec-
tion level between the brain areas covered by the corresponding electrodes.

In this application context, the EEGs to perform our investigation were provided
by different Italian centers (i.e., University “Magna Graecia” of Catanzaro, Neuro-
logic Institute “Carlo Besta” of Milano, Istituto Bonino-Pulejo and Neurologic Insti-
tute of the University of Catania). They regard a group of patients with neurological
disorders, such as Mild Cognitive Impairment (MCI, for short) and Alzheimer’s Dis-
ease (AD, for short).

In order to study the brain connectivity, we observe that, in complex networks,

cliques play a key role to determine the network connection level, and, then, the



1.3 Problem Statements and Contributions 21

portion of networks most connected. Indeed, the higher the number and the dimen-
sion of available cliques in a network and the higher the corresponding connection
level. Starting from this reasoning, we built a suitable data structure, called clique
network, and an indicator of the connectivity level of the brain areas, called con-
nection coefficient. The latter, when applied to the EEGs of patients with Cognitive
Impairment allows patients with MCI to be distinguished from patients with AD. A
further indicator, called conversion coefficient, which quantifies connection loss, has
proven to be particularly useful in helping experts to understand if a patient with
MCI is converting to AD.

In addition, our approach aims at verifying the possible existence of network
motifs (i.e., specific sub-networks or network patterns), which are very frequent in
one kind of patient and absent, or very rare, in the other. Also for this issue, we
have obtained interesting results, since we have found some motifs characterizing
patients with MCI from patients with AD.

Some important contributions we have found in the neurological disorders domain

are:

* the definition of a coefficient supporting experts to distinguish patients with MCI
from patients with AD;

* the definition of a coefficient for supporting experts to evaluate whether a patient
is converting from MCI to AD;

¢ the definition of network motifs supporting experts to distinguish patients with

MCI from patients with AD.

1.3.6 Extraction of Semantic Relationships among Concepts

In this field, we use complex networks to represent and handle the metadata of a
data lake and to support an approach for extracting semantic relationships among
the concepts represented in the data lake sources. This approach was developed hav-
ing in mind two characteristics, namely: (i) the capability of handling unstructured
sources; (ii) the lightweightness.

As for the former, our approach works with the metadata repository of a data
lake and has a preliminary step for associating a certain structure to unstructured
sources. For this purpose, it assumes that each unstructured source (e.g. a video,
an audio, an image, a text) has associated a list of keywords describing its content;
this list is just the foundation of the structuring process. After that, it computes
the semantic similarities between the keywords of a source, and thus extract their
corresponding relationships. At the end of these steps, we obtain a complex network
providing a structured, yet flexible, representation of the metadata associated with

data lake sources.
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Observe that any approach operating in a big data scenario must take scalability
into account [426, 423]. Now, a data lake is thought to handle numerous, large and
heterogeneous data sources. As a consequence, an approach operating therein must
be scalable. Our approach for the extraction of semantics relationships presented in
this thesis presents this property.

Some important contributions we have found in the data lake domain are:

¢ the definition of an approach to create a structured representation of a natively
unstructured data source;

* the definition of an approach to extract interschema properties and complex
knowledge patterns from a data lake consisting of a huge number of heteroge-

neous data sources.

1.4 Outline of the thesis

This thesis aims to explore the possibility of using complex networks as a unique
and unifying model to represent heterogeneous scenarios and to solve various open
problems in each of them. It consists of five parts.

In Part I called “Social Networks”, we investigate the possibility of represent-
ing and handling new knowledge from two of the most important social networks,
namely Reddit and Yelp. In particular, in Chapter 2, we define the subreddit and
user stereotypes of Reddit, and evaluate the assortativity of co-posting users. Fur-
thermore, we analyze the peculiarities of Not Safe For Work posts and their cor-
responding authors. In Chapter 3, we focus on Yelp, where we define a new type of
users, namely k-bridges, along with an approach to detect them. Then, we investigate
the negative reviews on Yelp and define an approach to identify negative influencers
and to evaluate their impact on their neighbors in Yelp.

In Part II, called “Internet of Things”, we focus on the representation and manage-
ment of smart objects in IoT scenarios. In particular, in Chapter 4, we report some
preliminary concepts on the Multiple Internet of Things (i.e., MIoT) scenario, which
is the foundation of the next approaches. In Chapter 5, we investigate the possibility
of improving the communication between objects in a MIoT thanks to the definition
of virtual views and the introduction of a MloT-oriented betweenness centrality. In
Chapter 6, we describe an approach to measure the trust, the reputation and the
communication scope of the smart objects in a MIoT in order to assess their relia-
bility. In Chapter 7, we propose a framework to preserve the privacy of features and
services provided by the smart objects in a MIoT. In Chapter 8, we define a taxonomy

of the possible anomalies in a MIoT and describe an algorithm to detect them.
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In Part II1, called “Blockchains”, we focus on the representation and management
of blockchains. This part consists of only Chapter 9, where we study the specula-
tive bubble occurred during the years 2017 and 2018. As for it, we investigate the
possible existence of speculators.

In Part 1V, called “Further Areas”, we apply our ideas and approaches to patents,
neurological disorders and data lakes. In particular, in Chapter 10, we study the
patent citations network, and propose two centrality measures able to capture the
peculiarities of this setting. In Chapter 11, we analyze the connectivity of the differ-
ent brain areas and, then, study the evolution of patients with Mild Cognitive Im-
pairment (MCI) and Alzheimer’s Disease (AD). In Chapter 12, we propose a model
for an effective management of data lakes, in which we fuse both network-based and
semantics-driven representations of metadata.

Finally, in Part V, called “Closing Remarks”, we draw our conclusions concerning
the work presented in this thesis (Chapter 13), and mention some possible develop-

ments of our ideas (Chapter 14).






Part I

Social Networks

In this part, we apply our complex network-based approach to model the social network
scenario. We investigate the behavior of users in two big social networks and derive useful
knowledge patterns for several applications. This part is organized as follows: in Chapter
2, we focus on the definition of subreddit and user stereotype, the evaluation of the assor-
tativity of the authors of posts, and a thorough investigation on Not Safe For Work (i.e.,
NSFW) posts and the users publishing them. In Chapter 3, we describe our work carried
out on Yelp, aimed to define a new type of users (i.e., k-bridge), and investigate the impact

of negative reviews and negative influencers on this social network.






Reddit

In recent years, Reddit has attracted the interest of many researchers due to its popu-
larity all over the world. In this chapter, we show that, thanks to a complex network-
based approach, we are able to extract useful information and make a contribution to the
knowledge of this social medium. We first investigate several stereotypes of both subreddits
and authors. This analysis is coupled with the definition of three possible orthogonal tax-
onomies that helps us to classify stereotypes in an appropriate way. Then, we investigate
the possible existence of author assortativity in this social medium, paying our attention
on co-posters, i.e., authors who submitted posts on the same subreddit. Afterwards, we
focus on the Not Safe For Work (i.e., NSFW) posts, which are a real peculiarity of Red-
dit. We highlight three findings on the main differences between NSFW and SFW posts in
Reddit, which allow us to better understand the dynamics (authors, subreddits, readers)
behind NSFW posts. It becomes clear that this is a niche world where authors are strongly
cohesive.

The material present in this chapter is taken from [165, 166, 208].

2.1 Investigating subreddit and author stereotypes and evaluating

author assortativity

2.1.1 Introduction

Reddit! is a heterogeneous crowd-sourced news aggregator and online social plat-

form, originally self-declared as “the front page of Internet”. It was founded in

2005 and, in few years, has become an ecosystem of 430M+ average monthly active

users?. At the time of writing, it ranks 19" and 5" in the Alexa’s top 500 global and

US websites, respectively®. Reddit is built on the concept of subreddit, which is an

interest-based community where users can post and comment contents. A subreddit
L https://www.reddit.com

2 https://www.redditinc.com
3 https://www.alexa.com/topsites
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is identified by a name and is referred to using the /r/ prefix within Reddit, such as
/r/science and /r/cats. Currently, there are more than 1.9M subreddits?. They are
mainly topical, although more general cases exist.

In Reddit, users can submit contents in the form of texts, images and links to ex-
ternal resources. Submitted contents (also simply called posts) can be read by other
users and discussed via comments. Users can subscribe to multiple subreddits in or-
der to receive the latest posted contents on their front pages. An important feature
of Reddit is voting, which represents the mechanism affecting the visibility and the
ranking of both posts and comments. In fact, users are allowed to upvote or downvote
posts of other users, so that each submission has a score. This is a metric based on the
difference between the number of upvotes and the number of downvotes, and it sig-
nificantly affects the order through which posts and comments are shown to users.
However, the exact numbers of upvotes and downvotes are not shown publicly.

Due to the great expansion of Reddit in the latest years, many researchers all
over the world have been attracted by this social platform [469, 611, 143, 393, 603,
265, 404]. An overview of the studies on Reddit can be found in [469], whereas an
interesting longitudinal analysis on the evolution of this social medium is presented
in [611]. Authors have analyzed, and are continuously analyzing, many aspects of
Reddit, ranging from community structures and interactions [636, 218, 265] to user
behavior [143, 393], from the analysis of the structure and content of subreddits,
posts and comments [603] to the analysis of the structural properties of Reddit when
it is seen as a social network [265]. Other specific topics, such as text classification
[404], user migration [501], political and ideological aspects [308], have been also
studied.

In this chapter, we aim at providing a contribution in the knowledge of Reddit
by investigating subreddit and author stereotypes and by evaluating author assorta-
tivity in this social platform.

The term “stereotype” comes from the combination of two Greek words, namely
“stereos” (i.e., solid) and “typos” (i.e., impression). It is adopted to indicate a popu-
lar belief about specific groups of individuals. This term first appeared in the press
at the end of the 18" century. Later, it was introduced into modern psychology at
the beginning of the 20" century by Walter Lippman [430]. The tendency to classify
people into groups and to associate each group with a “general idea”, a “label” (and,
ultimately, a stereotype) is intrinsic to the human mind. As a result, many (both
positive and negative) stereotypes have been defined in the history of humanity, in
the most disparate areas. Think, for instance, of the stereotypes coined in sport, art,

literature, and so on. With the capillary spread of the Web, the practice of coining

4 https://redditmetrics.com/history
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and using stereotypes has extended from real life to Cyberspace [263, 399]. As the
Web became increasingly interactive, with the transition to the Web 2.0 and, above
all, with the appearance of social networks, the adoption of stereotypes in the Cy-
berspace become more and more evident [712, 538, 216, 625, 562, 138]. For example,
in Facebook, one can encounter stereotypes like “Lime-Lighters”, “Emo’s”, “Philos-
ophy Majors”, “Hopeless Romantics”, “Ghosts”, “Stalkers”, “Addicts”, and so forth
[7]. Similarly, Instagram also presents a wide range of stereotypes [6]. We argue that
stereotypes do not necessarily have a negative meaning, as it often happens in real
life. On the contrary, they can be extremely useful in everyday communications and
interactions in social networks. Here, we want to go one step further; in fact, we
claim that it is possible to define “scientific” stereotypes that could be used in scien-
tific applications. We also believe that Reddit fits well for our goal and that, in this
context, besides defining stereotypes for the authors of Reddit, it is possible to also
introduce stereotypes for subreddits.

The concept of “assortativity” or “assortative mixing” in a social network was in-
troduced in a famous paper of Newman [502]. It is strictly related to the concept of
homophily [468] and indicates a network node’s predilection to relate to other nodes
that are somewhat similar. Several possible similarities could be considered in assor-
tativity, but the most investigated one is node degree. Newman focused on degree
assortativity and defined a network as assortative if its nodes having many connec-
tions tend to be connected to other nodes with many connections. He showed that
social networks are often assortatively mixed, whereas technological and biological
networks tend to be disassortative. After Newman, some authors investigated assor-
tativity in several social networks, such as Facebook [140], Twitter [137], Cyworld,
Orkut and MySpace [26]. We extend the assortativity analysis to Reddit, which was
only marginally considered in the past studies about this topic. We first consider
degree assortativity because it is the most studied one in the past. Then, we also ana-
lyze eigenvector assortativity. We show that Reddit is assortative with respect to both
these centralities, which confirms that also this social platform follows the hypothe-
ses of Newman concerning the existence of assortative mixing in social networks.

The significance and value of our contribution concern both the theoretical and
the application viewpoints. From the theoretical point of view, this is the first study
on the concept of stereotype in Reddit; actually, approaches for the characterization
and identification of specific traits of users have been independently presented in
different scientific works: users showing multi-community engagement [636], anti-
social behaviors [218], community opposers [400], “answer-persons” [143], and “ex-
plorers” [327] are some examples. It is also the first research effort to analyze the

concept of assortativity in Reddit. Instead, as far as the application point of view
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is concerned, we highlight that the knowledge patterns on stereotypes and author
assortativity can be employed in a large variety of contexts. Just to cite a few of
them, we mention: (i) the definition of some guidelines to follow in order to make
a subreddit successful; (ii) the definition and realization of different categories of
recommender systems for Reddit; (iii) the definition of an algorithm that finds sub-
reddits to merge or, at least, to integrate; (iv) the detection of possible targets for an
advertising campaign; (v) the definition and implementation of different categories
of recommender systems; (vi) the definition of an algorithm that builds blacklists of
users based on author stereotypes.

The outline of this chapter is as follows. In Section 2.1.2, we describe related
literature. In Section 2.1.3, we describe the dataset adopted in our experiments, and
we define the stereotypes of both subreddits and authors. Then, in Section 2.1.4, we
evaluate the author assortativity, verify a possible correlation between subreddits

and authors stereotypes, and present some possible real-world applications of them.

2.1.2 Related Literature

The study of social networks has rapidly become a core research field, thanks to its
interdisciplinary aspects [447, 206, 236, 37, 206, 135, 158]. Indeed, many researchers
of different disciplines, such as computer scientists, sociologists and anthropologists,
exhibited a huge interest in social network analysis [466, 142, 188]. In this context,
Reddit is an invaluable source of information, insights and research possibilities.
Indeed, it is a prosperous environment, where users share contents and interact with
each other. The heterogeneous nature of Reddit, together with the openness and the
richness of its data, encouraged scientific community to explore the twists and turns
of this platform.

The swift increase of scientific literature related to Reddit has produced a dis-
crete number of papers with several goals and methodologies. In [469], the authors
present an overall survey on Reddit, which illustrates several studies on this social
network, spanning in time from 2005 to 2018. An interesting longitudinal analysis
on the evolution of Reddit is presented in [611].

As pointed out in the Introduction, one of the main theoretical contributions is
the study of the concept of author stereotype in Reddit, and the definition and char-
acterization of several stereotypes of interest. As a matter of fact, in past literature,
approaches for the characterization and identification of specific traits of users have
been presented in different papers. Some of the considered traits are: users present-
ing multi-community engagement [636], anti-social behaviors [218], community op-
posers [400], “answer-persons” [143], and “explorers” [327]. The main contribution

of our work with respect to these proposals is a systematic study of several traits
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of users, which are summarized in a wide spectrum of stereotypes and in a suitable
classification of them.

In more detail, the “multi-community interaction” trait is studied in [636], where
the authors analyze the evolution of communities in which users post in their Reddit
“life”. They find out that, actually, Reddit users continually post in new communi-
ties; in fact, those who leave a community are intended to do so from the very early
beginning of their history. Social and anti-social behaviors are analyzed in [218],
where the authors apply a definition that extends Brunton’s construct of spam in
order to separate norm-compliant behaviors from norm-violating ones. This ap-
proach also investigates inter-community conflicts by associating social and anti-
social homes to users. Conflicts between users are also studied in [400], but from
a different point of view. Here, the authors analyze inter-community interactions
across 36,000 communities and focus on cases where users of one community, driven
by a negative sentiment, submit comments in another community. They highlight
how such conflicts actually emerge from a very small number of communities and
discuss on strategies for predicting conflicts and mitigating their negative impacts.
The presence of users showing the trait of “answer-person” in Reddit is explored
in [143], where the authors define an automated method based on user interactions
for identifying this role, yet avoiding expensive content analysis. Finally, in [327],
the authors present a study regarding highly related communities; in this analysis,
they define the characteristics of explorers and non explorers by adopting a specific
taxonomy.

The studies and approaches outlined above have been developed considering sev-
eral communities and subreddits. In [393], a specific subreddit about online User Ex-
perience (/r/userexperience) is studied. Here, members socialize and learn together.
The authors of this study identify five distinct social roles, namely the “knowledge
broker” (i.e., a member that introduces knowledge to the community by sharing
links), the “translator” (i.e., a member that offers her academic knowledge into the
community), the “conversation facilitator”, the “experienced practitioner”, and the
“learner”. Even if the contribution of [393] is particularly interesting because it con-
siders several facets of users’ characterization (and, for this feature, it is similar to
our work) these classes are specific and valid for the analyzed community only. On
the contrary, author stereotypes introduced in our approach cover a wide range of
possible facets of users’ behavior, with no limitation on the kind and amount of sub-
reddits the users interact with.

As a final remark about stereotyping in the literature, it is worth observing that

our proposal introduces both author and subreddit stereotypes. To the best of our
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knowledge, the definition of subreddit stereotypes received no attention in the liter-
ature and, consequently, it represents a step forward in the research on Reddit.

As far as this last aspect is concerned, we pointed out in the Introduction that
one of the main potential applications of subreddit stereotyping is the definition of
guidelines in order to make a subreddit successful. With respect to this topic, some
papers studied how to predict the success of a subreddit or, more generally, of a com-
munity from different perspectives. In particular, the authors of [212] investigate the
success and group dynamics of online communities, focusing on Reddit ones. In de-
tail, they identify four success measures desirable for most communities, spanning
from the growth of the numbers of members to the volume of activities within the
community, and capturing different kinds of success. They also investigate the pre-
diction of the final success of a new community. Furthermore, the authors of [679]
present a broad exploration of posts, with a particular interest to comments. Here,
they aim at fulfilling three different tasks. The first is analyzing a comment thread
by looking at its topical structure and evolution; the second consists of exploiting
comment threads to enhance web search; the third aims at distilling useful features
to predict the final score of a comment. Finally, in [603], the authors investigate both
the behavioral context of user posting and the polarization of user responses.

The main difference between the above mentioned approaches and the stereo-
typing activity proposed here is that the former observe communities evolution and,
possibly, predict their success, whereas the latter could be used to provide guidelines
for promoting specific actions to obtain the desired success. From a data analytics
point of view, the former focuses on descriptive and predictive analytics, whereas
the latter also performs diagnostic and prescriptive one.

As pointed out in the Introduction, another contribution is the study of assorta-
tivity in Reddit. While this topic has been analyzed with reference to other social
platforms [140, 26, 137], only few works marginally analyzed it on Reddit. In par-
ticular, in [317], the authors focus on studying loyal communities, finding that they
tend to be less assortative as long as their interaction level increases. In this case, as-
sortativity is studied on monthly interaction networks, where users are considered
connected if they submit a comment in the same comment chain with a gap of at
most two comments. The authors also carry out a comparison with a null model and
find that the difference between loyal communities and their random counterparts
disappears. This result implies that users in loyal communities tend to interact with
dissimilar users as a consequence of the community’s activity. Actually, in [317], as-
sortativity is used as a tool for characterizing loyal communities, studying single
chains of comments. On the contrary, we study assortativity from a more general

point of view, in order to provide an overall characterization of Reddit users across
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several subreddits and comments. Furthermore, we study both degree assortativity
and eigenvector assortativity.

Another work marginally related to our study on assortativity in Reddit is pre-
sented in [265]. Here, the authors discuss the rise of new trends in complex networks
by looking at vertices that “shine” (i.e., high-degree vertices), also called network
stars. They study the evolution of some complex networks, with Reddit among them.
They analyze the temporal dynamics of the networks by looking at how different fea-
tures, such as density and average clustering coefficient, change over time. Clearly,
[265] and our approach are quite different. Indeed, differently from what happens in
[265], our assortativity definition does not allow the analysis of temporal dynamics,
that is the main goal of [265]. On the other side, it helps to characterize the tendency
of users to associate with each others.

Other works, marginally related to our proposal, focus on the study of specific
aspects of subreddits or user behaviors. For instance, in [404], the authors use text
classification and computational critical discourse analysis to distinguish and in-
terpret ideological differences between subreddits. In [713], the authors present a
study regarding a quantitative, language-based typology of communities’ identity,
revealing how several social phenomena manifest across communities. The intro-
duced taxonomy is based on two aspects of community identity, i.e., distinctiveness
and dynamicity. User migration is studied in [501]. Here, Reddit is examined dur-
ing a period of community unrest in order to identify the motivations for this kind
of behavior. Political and ideological aspects emerging in Reddit are discussed in
[308, 55, 302, 616]. Finally, in [264], the authors present a mixed-method study of
100,000 subreddits and their rules in order to define effective mechanisms for com-

munity governance.

2.1.3 Methods
2.1.3.1 Dataset description

The dataset required for our activity was downloaded from the pushshift.io web-
site, which is one of the most known Reddit data sources. Our dataset contains all
the posts published on Reddit from January 15, 2019 to September 1%/, 2019. All
the posts wrote in a month were added to the dataset at the end of the next month.
The number of posts available for our investigation was 150,795,895. For each post,
we considered the following set of attributes: id, subreddit, title, author, cre-
ated_utc, score, num_comments and over_18.

In order to carry out our experiments, we used a server equipped with 16 Intel

Xeon E5520 CPUs and 96 GB of RAM with the Ubuntu 18.04.3 operating system.



34 2 Reddit

We adopted Python 3.6 as programming language, its library Pandas to perform ETL
operations on data, and its library NetworkX to perform operations on networks.

During the ETL phase, we observed that some of the available posts referred to
authors that had left Reddit. We decided to remove these posts from our dataset. At
the end of this last activity the number of posts at our disposal was 122,568,630.

We computed the number of authors who submitted these posts; it was equal to
12,464,188. Then, we found the number of the subreddits which they referred to; it
was equal to 1,356,069.

Now, we describe some preliminary investigations on Reddit, concerning posts,

comments, and authors.
Investigation on posts

We started this investigation by performing the following analyses on posts:

» distribution of subreddits against posts (Figure 2.1); it follows a power law with
a=1.651and 6 =0.014;

e distribution of authors against posts (Figure 2.2); it follows a power law with
a =1.431 and 6 = 0.016;

» distribution of posts against scores (Figure 2.3); it follows a power law with a =

1.600 and 6 = 0.005.
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Fig. 2.1: Distribution of subreddits against posts (log-log scale)

The maximum number of posts with the same score is 51,721,824. Interestingly,
these posts have associated a score equal to 1. Instead, the number of posts with a
score equal to 0 or 2 is much smaller. This trend can be explained considering that a
post submitted on Reddit starts with a score of 1. As a consequence, when no other

author upvotes or downvotes it, the final score of the post is 1.
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Fig. 2.2: Distribution of authors against posts (log-log scale)
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Fig. 2.3: Distribution of posts against scores (log-log scale)

We also observe that no post has a negative score. This fact is due to Reddit that
shows and returns a score equal to 0 for a post whenever the number of downvotes
is higher than the number of upvotes, i.e., also when the real score of the post is
negative. So, posts with a score equal to 0 are to all intents and purposes intended
as “negative” posts.

At this point, we also computed:

* the distribution of authors against negative posts (Figure 2.4); it follows a power
law with a = 2.274 and 6 = 0.030.
* the distribution of authors against positive posts (Figure 2.5); it follows a power

law with a = 2.074 and 6 = 0.014.

As for these two distributions, we found that the number of positive posts is

about 16 times the number of negative ones.
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Fig. 2.4: Distribution of authors against negative posts (log-log scale)

Number of authors

10° 10! 10 100 10 00 10
Number of positive posts

Fig. 2.5: Distribution of authors against positive posts (log-log scale)

Analysis of positive and negative posts for SFW and NSFW cases

In the previous section, we have observed that each post has a score, initially equal
to 1, which can increase or decrease based on the upvotes or downvotes of users.
Actually, Reddit does not report the posts with a negative score in its database. For
this reason, the values of the scores both in Reddit and in pushshift.io range in the
interval [0, +o0). In this setting, posts with a score equal to 0 are particularly relevant,
because they are the only ones that have been rated negatively by at least one user,
or have received more downvotes than upvotes.

We computed the distributions of authors against negative posts for both SFW
and NSFW posts. In both cases, we have found that they follow a power law. We
report the main parameters of these distributions in Table 2.1.

A Wilcoxon rank sum test showed that the number of authors of Jan-Feb SFW
negative posts was statistically significantly higher than the corresponding one of

NSEW posts (7 =5.1-107%,p < 0.01).



2.1 Investigating subreddit and author stereotypes and evaluating author assortativity

Parameter

SFW posts
Jan-Feb

NSFW posts
Jan-Feb

SFW posts
Mar-Apr

NSFW posts
Mar-Apr

Maximum number of authors

Maximum number of posts

Number of posts of the 99 percentile
Average number of authors

Average number of posts

a (power law parameter)

& (power law parameter)

Number of authors of the 99 percentile

66,162 (92.31%)
40,028

133 (9.64%)
126

1,666

32

1.4360

0.0615

24,607 (74.86%)
11,606

460 (14.38%)
369

505

49

1.4349

0.0,0616

61,254 (91.98%)
40,024

103 (8.98%)
122

1,691

28

1.5512

0.0543

24,172 (73.87%)
11,598

399 (13.76%)
370

544

47

1.4360

0.0616

Table 2.1: Parameters of the distributions of authors against negative posts

37

These conclusions, although interesting, must be intertwined with those regard-

ing positive posts, to better characterize the features of negative ones. For this reason,

we computed the distributions of authors against positive posts. Also in this case, the

distributions follow a power law similar to the previous ones. We report the values

of the main parameters of these distributions in Table 2.2.

Parameter

SFW posts
Mar-Apr

NSFW posts
Mar-Apr

Maximum number of authors

Number of authors of the 99 percentile
Maximum number of posts

Number of posts of the 99 percentile
Average number of authors

Average number of posts

a (power law parameter)

6 (power law parameter)

SEW posts NSFW posts
Jan-Feb Jan-Feb

522,540 (79.66%) (124,054 (56.56%)
9,083 4,346

18,684 (11.88%) |16,383 (5.77%)
5,165 4,638

2,018 418

483 541

1.4318 1.5145

0.0311 0.0263

519,774 (79.54%)

9,080

16,481 (10.67%)
5,160

1,944

493

1.4855

0.0275

126,602 (56.89%)
4,352

15,564 (5.73%)
4,641

394

514

1.5498

0.0291

Table 2.2: Parameters of the distributions of authors against positive posts

A Wilcoxon rank sum test indicated that the number of authors of Jan-Feb SFW

positive posts was statistically significantly higher than the corresponding one of

NSFW posts (7 =1.1-1074,p < 0.01).

We now compare Tables 2.1 and 2.2 to extract the features characterizing nega-

tive posts versus positive ones. There are no significant differences between positive

and negative posts in the maximum and average number of authors of NSFW and

SFW posts. The same is true for the average number of posts and the trends of the

power law distributions. However, there is a very interesting aspect that differen-

tiates negative posts from positive ones. Indeed, the maximum number of negative

posts is much higher for NSFW posts than for SFW ones. This trend is not found in

positive posts.

The explanation behind this result is the same as the one seen previously.
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Investigation on comments

As for this investigation, we computed:

e The distribution of subreddits against comments (Figure 2.6); it follows a power
law with a = 1.730 and 6 = 0.015.

¢ The distribution of the average number of comments against the scores of the
posts they refer to (Figure 2.7). Interestingly, in this case, we have a roughly
Gaussian distribution, whose mean is at a score near to 50,000. The distribu-
tion presents several outliers. For instance, for a score equal to 79,470, we have a
post with a number of comments equal to 71,225.

* the distribution of posts against comments (Figure 2.8); it follows a power law

with a =1.455 and 6 = 0.011.

Number of subreddits

Number of comments

Fig. 2.6: Distribution of subreddits against comments (log-log scale)

Finally, we considered the 150 posts with the highest number of comments and
the subreddits they were submitted to. We obtained only 31 subreddits. Then we
computed the average number of comments for all the posts submitted in each of
these subreddits. The results obtained are reported in Figure 2.9. From the analysis
of this figure, we can observe that the distribution is very irregular. It decreases
quickly for the first three subreddits, very slowly for the next 13 subreddits, quickly

for the next 9 subreddits and, finally, it suddenly drops and becomes almost zero.
Investigation on authors

First, we determined the distribution of authors against subreddits (Figure 2.10). It
follows a power law with a = 1.702 and 6 = 0.081.
Afterwards, we selected the 150 posts with the highest number of comments

and the corresponding authors. Interestingly, we had only 26 authors for all the
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150 posts. These can be considered as the most commented authors in Reddit and,
maybe, they are influencers. Then, we computed the average number of comments
for all the posts each author submitted. The results obtained are reported in Fig-
ure 2.11. From the analysis of this figure we can observe that the decrease of the

distribution is roughly stepwise.

2.1.3.2 Stereotyping subreddits

In order to determine some possible stereotypes of subreddits, we start investigating
the subreddit lifespan. As a first step, we considered the subreddits created in Jan-
uary 2019 and then verified the month when they performed their last activity (and,
therefore, presumably died). The results obtained are reported in Figure 2.12. Here,
an activity level of 1 implies that the subreddit died in the same month it was born,

an activity level of 2 suggests that it died one month after it was born, and so on. An
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Fig. 2.10: Distribution of authors against subreddits (log-log scale)

activity level of 8 indicates that it is still alive (we recall that our dataset comprises
data from January 1%/, 2019 to September 1/, 2019). We proceeded in the same way
for the subreddits created in February, March, and so forth. For instance, in Figure
2.13, we report the trends of the subreddits created in February 2019 and in March
2019.

After this, we focused on those subreddits died in the same month they were
born. We analyzed their corresponding lifespan and we observed that almost all of
them died in the same day they were born. For instance, in Figure 2.14, we report
the trends of the subreddits born and died in February 2019 and in March 2019.

Then, we decided to deeply investigate those subreddits died in the same day
they were born. We computed their distribution against the number of their posts.

Figure 2.15 shows what happens for January 2019; the same trend can be observed
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Fig. 2.13: Lifespan of the subreddits created in February 2019 (at left) and March
2019 (at right)

for the other months of this year. Clearly, this distribution follows a power law, a
trend that can be observed also for similar subreddits born in the other months. From

its analysis we observe that most of the subreddits, which died in the same day they
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were born, have only one post. At this point, we computed the distribution of these
subreddits against the number of comments. In Figure 2.16, we show the subreddits
of January 2019, even if the same trend can be observed for the other months of this
year. From the analysis of this figure we can note that this distribution follows a

power law. Furthermore, most of these subreddits have no comments.
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Fig. 2.15: Distribution of the subreddits of January 2019 died in the same day they

were born against the number of their posts

Next, we examined a second class of subreddits, similar to the previous one. In
fact, we selected all those subreddits that died one day after they were born. Again,
we first computed their distribution against the number of posts. In Figure 2.17, we
show what happens for the subreddits of January 2019; again, the same trend was
found for all the other months. This distribution follows a power law, which was
expected. The unexpected thing was that the minimum number of posts was 2 and
not 1. Even more unexpectedly, this trend is also confirmed for the subreddits with
the same features born in the other months. After that, we computed the distribution

of these subreddits against the number of comments. In Figure 2.18, we show it for
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the subreddits of January 2019; the same trend can be observed for all the other
months. From the analysis of this figure, we note that this distribution follows a

power law. Furthermore, most of these subreddits have no comments.

Number of subreddits

Number of posts

Fig. 2.17: Distribution of the subreddits of January 2019 died one day after they were

born against the number of their posts

Note that the two classes of subreddits above have a proper characterization that
differentiates them from all the other classes of subreddits (for instance, the ones
that survived for some months). They also have few features distinguishing them
from each other. However, the number of their similarities is much higher than the
number of their differences. As a consequence, both these two classes can be consid-
ered as a “macro-category” of stereotypes that we call “dead in crib”. At this point,

by deepening what we have found previously, we have determined the following
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stereotypes characterizing the subreddits “dead in crib” (i.e., those subreddits who

died at most one day after they were born):

e User Profile: it is associated with a user profile.

*  Unsuccessful Subreddit: it initially stimulated several interactions. However, after
few hours, these interactions finished and it quickly died.

o Comment Grabber: it had at least one post capable of stimulating a debate, even if
minimal.

* Private Community: it requires an invitation to be accessed. It is often associated
with a specific event of interest for a specific community.

* Banned Subreddit: it was banned probably because it was associated with a spam-
mer.

* Bot: it can be recognized because its posts are always similar and consist of links

and comments with links.

In order to characterize these stereotypes, and all the others that we will consider
in the following, we have defined three possible orthogonal taxonomies. These are

based on:

e the number of posts; we considered two possible classes, i.e., few posts and many
posts;

¢ the number of comments; we considered two possible classes, i.e., few comments
and many comments;

e the number of authors; we considered two possible classes, i.e., few authors and

many authors.

Taking these three taxonomies into consideration, the previous stereotypes can

be classified as shown in Tables 2.3 and 2.4.
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Observe that a stereotype can often belong to both the classes of a taxonomy.
This implies that it cannot be “categorized” based on that taxonomy. For instance,
Comment Grabber, in presence of many comments and many authors, can be found
with both few posts and many posts. This implies that this stereotype can be charac-
terized only by the number of comments and the number of authors, but not by the
number of posts. Analogously, in presence of many posts, Banned Subreddit cannot
be characterized by the number of comments or the number of authors. By contrast,
in presence of few posts, Banned Subreddits is characterized by few comments and

few authors.

H HFew Authors Many Authors H

Few Comments ||User Profile Unsuccessful Subreddit
Unsuccessful Subreddit
Banned Subreddit

Many Comments || Unsuccessful Subreddit|Private Community
Comment Grabber Bot
User Profile Unsuccessful Subreddit

Comment Grabber

Table 2.3: Classification of stereotypes concerning the subreddits “dead in crib” -

Few posts case

H HFew Authors Many Authors H

Few Comments ||User Profile Unsuccessful Subreddit
Unsuccessful Subreddit |Bot

Banned Subreddit Banned Subreddit
Many Comments || User Profile Private Community
Banned Subreddit Banned Subreddit

Unsuccessful Subreddit

Comment Grabber

Table 2.4: Classification of stereotypes concerning the subreddits “dead in crib” -

Many posts case

After having investigated the stereotypes of the subreddits “dead in crib”, we
focused on the opposite category of subreddits, i.e., those survived for all the months
of reference for our dataset. We collectively call them “survivors” in the following.
We applied the same reasoning and tasks that we have made for the subreddits “dead

in crib” and we obtained the following stereotypes:

e User Profile, Bot: these are the same ones we have seen for the subreddits “dead

in crib”.
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* Cringe / NSFW Subreddit: it contains strange or strong-content posts, submitted
by only one user, or, alternatively, it is an NSFW subreddit.

* Niche Subreddit: its topics are niche ones, and it draws the attention of users in-
terested in them.

*  Successful Subreddit.

e Big Comment Grabber: almost all the posts submitted in it stimulate a debate.

» Utility Subreddit: it is conceived to support a specific activity (think, for instance,

of a subreddit where users ask for a translation).

Based on the three taxonomies defined above, the previous stereotypes can be

classified as shown in Tables 2.5 and 2.6.

H HFew Authors Many Authors H
Few Comments User Profile Successful Subreddit
Bot Niche Subreddit
Cringe /NSFW Subreddit

Niche Subreddit
Many Comments ||Successful Subreddit Big Comment Grabber
Niche Subreddit Successful Subreddit
Big Comment Grabber  |Niche Subreddit

Table 2.5: Classification of stereotypes concerning the subreddits “survivors” - Few

posts case

H HFew Authors Many Authors H

Few Comments ||Niche Subreddit Cringe / NSFW Subreddit
Niche Subreddit

Many Comments || Big Comment Grabber |Successful Subreddit
Utility Subreddit

Table 2.6: Classification of stereotypes concerning the subreddits “survivors” - Many

posts case

After these analyses on the stereotypes belonging to the two extreme categories
“dead in crib” and “survivors”, we decided to apply the same reasonings and tasks
to investigate a third category of stereotypes, intermediate between the two previ-
ous ones. Specifically, we focused on those subreddits that lived five months after
their creation and, then, died. We call this category “undelivered promises” and we

obtained the following stereotypes for it:

* User Profile, Niche Subreddit, Bot, Cringe / NSFW Subreddit, Private Community,
Banned Subreddit: these are the same ones we have seen for the previous cate-

gories.
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a while in a gray way and, finally, died.
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Unsuccessful Boomer: it was successful for a while, but died after a period of de-

Unsuccessful Zombie: it was born without praise or blame, managed to survive for

Based on the three taxonomies that we defined above, the previous stereotypes

can be classified as shown in Tables 2.7 and 2.8.

H HFew Authors ‘Many Authors H
Few Comments ||User Profile Bot
Niche Subreddit Cringe / NSFW Subreddit
Bot Niche Subreddit
Unsuccessful Boomer
Many Comments || User Profile Niche Subreddit

Private Community
Unsuccessful Boomer
Niche Subreddit

Private Community

Unsuccessful Boomer

Table 2.7: Classification of stereotypes concerning the subreddits “undelivered

promises” - Few posts case

I

HFew Authors

Many Authors

Few Comments

User Profile
Cringe / NSFW Subreddit
Bot

Unsuccessful Zombie

Private Community
Banned Subreddit
Niche Subreddit

Many Comments

User Profile
Bot
Cringe / NSFW Subreddit

Cringe / NSFW Subreddit
Banned Subreddit

Unsuccessful Boomer

Table 2.8: Classification of stereotypes concerning the subreddits “undelivered

promises” - Many posts case

2.1.3.3 Stereotyping authors

In order to determine the possible author stereotypes, we proceeded in a way analo-

gous to what we have done to define subreddit stereotypes. In fact, also for authors,

we found three macro-categories of stereotypes, namely “very positive”, “neutral”

and “very negative” authors. To better understand the reasoning underlying these

categories, we recall that, in Section 2.1.3.1, we have found that the number of posi-

tive posts is about 16 times the number of negative ones in Reddit. As a consequence,

it is possible to use this result as a baseline for a preliminary author classification.

Specifically, we considered an author as “very positive” if the number of positive
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posts submitted by her is at least 2- 16 = 32 times the number of negative ones,
which means at least twice the typical number of positive posts submitted for each
negative one by a user. Instead, we considered an author as “neutral” if the number
of positive posts submitted by her is between 1 and 16 times the number of negative
ones. Finally, we considered an author as “very negative” if the number of negative
posts submitted by her is at least 16 times the number of positive ones. Clearly, this
classification is not exhaustive and it is also empirical because it derives from our
observation on the behaviors of users in Reddit. However, we feel that it is useful
to provide a first definition of three macro-categories of author stereotypes possibly
interesting for application scenarios.

Analogously to what we have done for subreddit stereotypes, we have defined

two possible orthogonal taxonomies, namely:

* the number of posts: the possible classes are few posts and many posts;
¢ the number of comments: the possible classes are few comments and many com-

ments.

Afterwards, we determined the following stereotypes characterizing the “very
positive” authors, proceeding in a way analogous to the one we adopted for subreddit

stereotypes:

*  Unsuccessful Author: she submits posts but she is never capable of stimulating
interactions with other authors.

o Fame Seeker: she submits (and/or she is still submitting) an impressive amount
of posts in order to reach fame in Reddit.

* Cringe / NSFW Author: she often submits cringe / NSFW posts.

e FBG Publisher (Few But Good Publisher): she does not publish a very high num-
ber of posts; however, her posts are generally appreciated by other users.

e Content Creator: she creates and submits contents for people.

e Successful Author: she submits many posts that receive many positive comments
and are appreciated by other users.

* Reposter: she simply re-submits posts of other authors.

Based on the two taxonomies that we defined above, the previous stereotypes can
be classified as shown in Table 2.9.

After the “very positive” authors, we focused on the opposite macro-category of
author stereotypes, i.e., the “very negative” ones. We obtained the following stereo-
types, applying the same reasoning and performing the same tasks that we made for

“very positive” authors:
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H HFew Posts Many Posts H

Few Comments Unsuccessful Author |Fame Seeker

Cringe / NSFW Author

Many Comments || FBG Publisher Successful Author

Content Creator Reposter

Table 2.9: Classification of the stereotypes concerning “very positive” authors

Unsuccessful Author: this stereotype is the same as we have seen for “very posi-
tive” authors.

Spammer: she is an author submitting a lot of spam posts evaluated negatively by
other users.

Hatred Sower: she is a user whose goal is attacking minority groups with hate
posts or comments.

Instigator: she is an author using every opportunity to make herself known. For

her, it is not important how she is judged, but the fact that one speaks of her.

Based on the two taxonomies defined above, the previous stereotypes can be clas-

sified as shown in Table 2.10.

I

HFew Posts

Many PostsH

Few Comments

Unsuccessful Author

Spammer

Many Comments

Hatred Sower

Instigator

Table 2.10: Classification of the stereotypes concerning “very negative” authors

After having analyzed the stereotypes belonging to the two extreme categories,

i.e., “very positive” and “very negative” authors, we decided to investigate “neutral”

authors as representative of a third macro-category, intermediate between the two

previous ones. We obtained the following stereotypes, applying the same reasoning

and tasks that we made for the other two macro-categories:

Unsuccessful Author and Fame Seeker: these stereotypes are the same ones we have
seen for the previous macro-categories.

PP Author (Private Purpose Author): she often creates subreddits for private pur-
poses, for instance to talk about specific topics of interest for a particular com-
munity. Often, her subreddits require an invitation for being accessed.

Bot: it is a bot; it can be recognized because it always submits similar posts con-
sisting of links and comments with links.

Moody Author: she creates subreddits and submits posts whose topics, expressed

positions, and evaluations apparently swing without a logic.
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e Comment Grabber: she occasionally submits posts capable of stimulating a debate,
even if minimal.

* Big Comment Grabber: almost all the posts submitted by her stimulate a debate.

Based on the two taxonomies defined above for authors, the previous stereotypes

can be classified as shown in Table 2.11.

H HFew Posts Many Posts H
Few Comments ||Unsuccessful Author|Fame Seeker
Bot
Many Comments ||PP Author Moody Author

Comment Grabber |Big Comment Grabber

Table 2.11: Classification of the stereotypes concerning “neutral” authors

2.1.4 Results
2.1.4.1 Evaluating author assortativity

In the past, assortativity has been largely analyzed in several social media [140]. In

this section, we aim at checking if a form of assortativity exists in Reddit; in partic-

ular, we focus on co-posters, i.e., authors submitting posts on the same subreddit.
In order to perform our analyses, we define a support network P, which we call

co-post network. Formally speaking:
P=(N,E)

Here, N is the set of the nodes of P; there is a node n; € N for each author a; who
submitted at least one post. There is an edge (n;,nj, w;;) € E if the authors 4; and 4;
(associated with the nodes n; and n;, respectively) submitted at least one post in the
same subreddit. w;; indicates the number of subreddits having at least one post of a;
and, simultaneously, at least one post of a;.

The number of nodes of P is equal to the number of authors in our dataset, i.e.,
12,464,188. The number of arcs of P is about 925 billion. The density of this network
is 0.00596, whereas the average clustering coefficient is 0.43753.

First of all, we computed the degree centrality of the nodes of P. In Figure 2.19,
we report the corresponding distribution. This figure shows that degree centrality
follows a power law, even if disturbed. This result is in line with the theory regarding
this kind of centrality [647]. The maximum value of degree centrality is 1,820,412,
while the minimum value is 0.

We sorted the corresponding authors in a descending order, based on their degree

centrality, to verify the possible presence of a degree assortativity in Reddit. Then,
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Fig. 2.19: Distribution of degree centrality for the nodes of P

we divided the sorted list into intervals of authors. In particular, we considered
equi-width intervals {Z;,7,,---,Z49}, each consisting of 312,500 authors®. As a conse-
quence, the interval Z;, 1 < k < 39, contained the authors of the sorted list comprised
in the interval (312,500-(k—1),312,500-k], open at left and closed at right. The inter-
val 7, contained the authors comprised in the interval (12,187,500, 12,464,188].
First of all, we considered the first interval Z; and, for each interval Z;, 1 <k <
40, we determined how many authors of Z; are connected to at least one author
of Z;. The results obtained are reported in Figure 2.20(a). Then, we computed the
percentage of authors of Z; connected with at least one author of Z;. The results
obtained are reported in Figure 2.20(b). From the analysis of Figure 2.20, it is clear
that a strict correlation (i.e., a sort of backbone) exists among the authors with the

highest degree centrality.

Number of authors of 7.
Percentage of authors of Z«

I I

(a) (b)

Fig. 2.20: (a) Number of authors of Z; connected to at least one author of Zy - (b)

Percentage of authors of Z; connected to at least one author of 7;

In order to prove the statistical significance of our results, we generated a null

model to compare our findings with the ones obtained in an unbiasedly random sce-

5 Actually, the last interval had a width slightly lower than the other ones.
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nario. Specifically, we built our null model shuffling the arcs of P (that, in our case,
represent co-posting relationships) among the nodes of this network. In this way, we
left unchanged all the original features of P with the exception of the distribution
of co-posting tasks, which became unbiasedly random in the null model. After that,
we repeated the previous analyses on the null model. The results obtained are re-
ported in Figure 2.21. Comparing this figure with Figure 2.20, we can see that the
distributions represented therein are similar, in a way that many of the intervals
with the highest values in Figure 2.20 continue to reach the highest values in Figure
2.21. However, in this last case, the values are much smaller. Therefore, we can con-
clude that the behavior observed in Figure 2.20 (and the consequent possible degree

assortativity revealed by them) is not random but it is intrinsic to Reddit.

Number of authors of T
Percentage of authors of T

I I«

(a) (b)

Fig. 2.21: (a) Number of authors of Z; connected to at least one author of Zj in the
null model - (b) Percentage of authors of Z; connected to at least one author of Z; in

the null model

However, this is not sufficient to conclude that there is a degree assortativity
for authors in Reddit. In fact, we must check if this trend is also confirmed for the
authors with an intermediate degree centrality and for those with a low degree cen-
trality.

Clearly, for an exhaustive analysis, we should repeat the tasks we have previ-
ously done for Z; for all intervals. Due to space constraints, we limit our analysis to
the interval 7,, representative of intermediate degree centrality intervals, and 739,
representative of the low degree centrality intervals®.

Figure 2.22(a) reports the number of authors of 7,; connected to at least one
author of Z; , whereas Figure 2.22(b) shows the percentage of authors of Z; connected
with at least one author of Z,,. From the analysis of this figure, it emerges a strict

correlation between the authors with an intermediate degree centrality.

6 We did not choose T4 because the number of its authors is less than the ones of the other

intervals.
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Fig. 2.22: (a) Number of authors of 7, connected to at least one author of Z; - (b)

Percentage of authors of 7, connected to at least one author of T,

Also in this case, we compared these findings with the ones obtained in the null
model. These last ones are reported in Figure 2.23. Looking at these results and the
ones represented in Figure 2.22, we can conclude that, again, the behavior observed

in these last figures is not random but it is a property of Reddit.

Number of authors of Tz
Percentage of authors of Z.
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Fig. 2.23: (a) Number of authors of 7,; connected to at least one author of Zy in the
null model - (b) Percentage of authors of Z; connected to at least one author of Z,,

in the null model

Finally, Figure 2.24(a) reports the number of authors of 739 connected to at least
one author of 7, whereas Figure 2.24(b) shows the percentage of authors of Z; con-
nected with at least one author of Z39. Again, there is a strict correlation between
authors with a low degree centrality. Also for this last case, we compared the results
obtained with the ones returned using the null model. We report these last ones in
Figure 2.25. The comparison of these figures confirms that the behavior observed in
them is a property intrinsic to Reddit.

Having verified that there exists a sort of backbone among the authors with a high
(resp., intermediate, low) degree centrality, we can conclude that actually Reddit is
assortative with respect to degree centrality, as far as the co-posting relationship is

concerned.
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Fig. 2.24: (a) Number of authors of Z39 connected to at least one author of Z; - (b)
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Percentage of authors of Z; connected to at least one author of 39
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Fig. 2.25: (a) Number of authors of 739 connected to at least one author of Z; in the
null model - (b) Percentage of authors of Z; connected to at least one author of Z3q

in the null model

This important result can be explained considering the concept of karma and the
posting rules in Reddit. Indeed, in this platform, each user has associated a karma,
which is a score taking her past “reputation” into account. Generally, users with
high karma are very active and, often, submit a lot of appreciated posts. As a con-
sequence, it is presumable that they have a high degree centrality. In other words,
a direct correlation between karma and degree centrality can be recognized for au-
thors. Now, the posting rules of Reddit state that each subreddit has associated a
minimum threshold of karma [470, 491, 57] so that only the authors with a karma
higher than this threshold can submit a post on it. This threshold is dynamic and
changes over time. Clearly, when it is low, all the authors can submit their posts on
the subreddit. When it grows, the authors with a low karma (and, presumably, with
a low degree centrality) cannot submit posts on it. Finally, when it becomes high,
only the authors with a high karma (and, presumably, a high degree centrality) can
submit posts on it. This way of proceeding tends to segment users into groups having
homogeneous degree centralities.

Having verified the assortativity of Reddit with respect to degree centrality, it
is natural to wonder whether this property depends on the type of centrality or is

intrinsic in this social platform. As a premise to this investigation, it is worth un-
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derlying that each form of assortativity is a unique history per se. Therefore, it is
impossible to define a general rule. Nevertheless, it is possible to verify if a trend
exists, and we have operated in this direction.

To this end, we have chosen a second form of centrality (i.e., the eigenvector cen-
trality) and we have repeated for it all the steps previously seen for degree centrality.

The results obtained are shown in Figures 2.26 - 2.28
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Fig. 2.26: (a) Number of authors of Z; connected to at least one author of Zy - (b)
Percentage of authors of Z; connected to at least one author of Z; - (c¢) Number of
authors of Z; connected to at least one author of Z; in the null model - (d) Percentage

of authors of Z; connected to at least one author of Z; in the null model

They confirm that there is an assortativity among the authors of Reddit also with
respect to the eigenvector centrality. As a consequence, we can conclude that the
assortativity of Reddit authors is not limited to degree centrality but represents a
trend characterizing this social platform beyond the form of centrality taken into

consideration.

2.1.4.2 Correlation between subreddits and author stereotypes

First of all, we observe that, although in principle subreddit stereotypes and author
stereotypes are two orthogonal concepts, in practice there are strong correlations be-
tween them. In fact, certain subreddit stereotypes are the ideal and perfectly tailored
places for certain user stereotypes, and vice versa.

Let us now examine these correlations more closely. In the following of this sec-

tion, for more clarity and to avoid heavy speech, we use the Successful Subreddit
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(d)

Fig. 2.27: (a) Number of authors of 7,y connected to at least one author of Z; - (b)

Percentage of authors of Z; connected to at least one author of Z,; - (¢) Number of

authors of 7,( connected to at least one author of Z; in the null model - (d) Percentage

of authors of Z; connected to at least one author of Z,( in the null model

Fig. 2.28: (a) Number of authors of Z39 connected to at least one author of Z; - (b)

Percentage of authors of Z; connected to at least one author of Z39 - (¢) Number of

authors of T39 connected to at least one author of Z; in the null model - (d) Percentage

of authors of 7 connected to at least one author of Z39 in the null model

notation to indicate the name of a subreddit stereotype, whereas we adopt the Suc-

cessful Author notation to denote an author stereotype.
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User Profile is a fairly generic subreddit stereotype and can be related, at least
partially, to various author stereotypes. Surely, a Fame Seeker can create a User Profile
subreddit to advertise her profile. A similar argument probably applies to a Content
Creator and a Successful Author.

Unsuccessful Subreddit could be at least partially related to Unsuccessful Author

because if a subreddit was not successful then its posts did not attract Reddit users.
Clearly, the authors of those posts, if this fact happens several times, would tend to

become unsuccessful authors.

Clearly, there are very strong and direct correlations between Comment Grabber

and the homonymous author stereotype, between Big Comment Grabber and Big

Comment Grabber, between Private Community and PP Author, between Bot and the
homonymous author stereotype, and between Cringe / NSFW Subreddit and Cringe
/ NSFW Author.

There is at least a partial relationship between Banned Subreddit and Spam-

mer and Hatred Sower, because it is very likely that subreddits with many au-
thors of those two categories are banned. Similarly, there is a correlation between

Successful Subreddit and Successful Author; in fact, it is likely that if many success-

ful authors write in a subreddit, then that subreddit will be successful.
A less obvious, but extremely interesting correlation exists between Niche Sub-

reddit and FBG Publisher.

Again, Unsuccessful Boomer may be related to Fame Seeker, Cringe / NSFW Au-
thor, Hatred Sower or Investigator. In all these cases, the authors of these subreddits
may have initially succeeded in stimulating the attention of other Reddit users but,
after a while, this attention was lost.

Finally, there is a quite evident correlation between Unsuccessful Zombie and

Unsuccessful Author, in the sense that if an author activates subreddits that become

Unsuccessful Zombie, in the long run she risks to become an Unsuccessful Author. Fi-

nally, Unsuccessful Zombie could have a slightly subtler and hidden correlation with

Moody Author because, if in a subreddit many posts of moody authors are published,
it is likely that this subreddit will not attract people and eventually will become an

Unsuccessful Zombie.

2.1.4.3 Considerations about author stereotypes and assortativity

After having examined the correlation between subreddit stereotypes and author
stereotypes, we continue our discussion by examining the correlations between the
results obtained for author stereotypes and those concerning assortativity. In Section
2.1.4.1, we found that there is a degree (resp., eigenvector) assortativity between

Reddit authors. This implies that authors with similar degree (resp., eigenvector)
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centrality tend to form a backbone. Keeping in mind the definition and properties
of these two forms of centrality, it is possible to make some interesting deductions.

The first one is that Fame Seekers, who generally have a high degree centrality,
tend to form a backbone and, therefore, to support each other. An analogous reason-
ing can be imagined for Successful Authors and Reporters, who are also characterized
by a very high degree centrality. Continuing in this direction, even many authors
characterized by negative stereotypes tend to support each other; in particular, this
happens for Spammers, Hatred Sowers and Investigators. In these cases, a post pub-
lished by one of them tends to provoke the reaction of the others, giving rise to very
long discussions that often involve a huge number of people. A similar situation,
even if with a neutral and not negative connotation, can concern the Big Comment
Grabbers. Even these authors tend to form communities in which large discussions
take place; however, unlike the previous cases, these discussions are not necessarily
harmful.

As far as eigenvector centrality is concerned, in addition to all the communities
mentioned above, the presence of backbones between FBG Publishers or Content Cre-
ators appears possible. In fact, these authors, who tend to use Reddit as a utility
tool, may be strongly attracted by subreddits created by authors with the same in-
tentions and, therefore, may tend to form communities. It is interesting to highlight
that these types of figures (a sort of “grey cardinals”) are the classical ones having a
high eigenvector centrality and, as far as we are concerned, a high eigenvector assor-
tativity.

A final discussion concerns the results on assortativity described in this chapter
and the ones on assortativity in social networks described in the past literature. As
previously pointed out, Newman’s seminal work showed that social networks are
generally assortative, unlike other types of networks, such as technological and bio-
logical ones, which are disassortative [502].

Next, the authors of [26] demonstrated that: (i) Cyworld is slightly disassortative
with respect to degree centrality on a network built taking users and their friend-
ships into account, while it is strongly assortative with respect to degree centrality
on a network built considering users and the “testimonial” relationships (a kind of
relationship specific of this social network) existing between them; (ii) Orkut is as-
sortative with respect to degree centrality on a network built starting from users
and their friendships; (iii) MySpace is neutral (that is neither assortative nor disas-
sortative) with respect to degree centrality on a network that takes users and their
friendships into account.

The authors of [137] showed that Twitter is strongly assortative with respect to

degree centrality on a network that takes the sharing of interest among users into
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account. Furthermore, the authors of [140] studied assortativity in Facebook and
showed that such a social network is assortative with respect to the tendency of a
bridge (i.e., a user joining more social networks) to communicate with other bridges.

Finally, in [317], the authors considered Reddit and investigated the concept of
assortativity but for a very particular aspect, i.e., loyal communities. In particular,
they showed that loyal communities are not assortative with respect to the activity
level of the users belonging to them, while assortativity exists in the case of non-
loyal communities. The lack of assortativity in loyal communities implies that users
belonging to them are willing to communicate with all the other users of the same
community, regardless the corresponding activity level. By contrast, the presence of
assortativity in non-loyal communities implies that the corresponding users tend to
partition themselves into subgroups based on their activity level. Indeed, a user with
a certain activity level tend to communicate only with users having similar activity
levels.

As said before, we want to provide a contribution in the study of assortativity in
social networks. First, besides degree centrality, it also considers eigenvector central-
ity. Furthermore, it focuses on the study of assortativity in Reddit, a social platform
that was not analyzed in the past as far as this feature is concerned, except for the in-
vestigations described in [317]. However, in this last paper, the main topic of the au-
thor investigation was not assortativity but loyalty, while assortativity simply served
as a feature to assess whether loyal and non-loyal communities could be partitioned
into smaller groups. Therefore, compared to the general studies on assortativity pre-
sented in [26, 137, 140], the analysis of [317] can be considered of niche. As a proof
of this, we can observe that, contrary to all studies on assortativity proposed in the
past, in [317] the presence of assortativity among the nodes of a network is seen as a
negative factor (leading highly active users to disregard little active and new ones),
rather than a positive feature.

Compared to [317], our approach aims at bringing the study of assortativity into
Reddit in the general mainstream of the study of assortativity in social networks,
analyzing this feature by itself, independently from other features, such as loyalty.
As a matter of fact, the results we found are in line, and even strengthen, the trends
on assortativity in social networks hypothesized by Newman and next found by most

of the other authors.

2.1.4.4 Applications of stereotypes

This section presents two possible applications of the stereotypes previously inves-

tigated. The first regards the usage of subreddit stereotypes to make a subreddit
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successful. The second concerns the exploitation of particular types of author stereo-

types to improve the content quality of subreddits.
Application of subreddit stereotypes

In Section 2.1.3.2, we defined several subreddit stereotypes belonging to three
macro-categories, namely “dead in crib”, “survivors” and “undelivered promises”.
A first application of this research can be the definition of some guidelines to fol-
low in order to make a subreddit successful. Indeed, knowing how a subreddit be-
came successful (resp., unsuccessful) can lead to the characterization of “positive”
(resp., “negative”) actions that can influence the “lifespan” of a new subreddit. For
instance, consider the subreddit /r/meme. It started during 2008 and, at the time of
writing, has about 806,000 users. Certainly, it represents an example of a success-
ful subreddit. Here, the authors post high quality and engaging contents. This kind
of behavior could be registered as a “best practice” in the guidelines. On the other
hand, a subreddit containing only few contents from few authors is an example of an
unsuccessful subreddit. This failure could be caused by a lack of engaging contents
posted in it. Clearly, what said above provides just an idea of what these guidelines
could contain.

Another possible application of subreddit stereotypes could regard the defini-
tion and realization of recommender systems for Reddit. These systems would aim
at recommending to a user subreddits with the same stereotype (or the same con-
tent) as the ones characterizing the subreddits accessed by her in the past. In any
case, the recommender system should avoid “dead in crib” subreddits or, more gen-
erally, unsuccessful ones. On the other hand, the same system should suggest to a
user successful subreddits, subreddits currently expanding their community and/or
subreddits characterized by contents in line with her profile.

A further example of possible usage of subreddit stereotypes could be the defi-
nition of an algorithm that finds subreddits to merge or, at least, to integrate. For
instance, consider two zombie subreddits with related topics, where authors are
posting contents that were not able to attract other users. These two subreddits are
surviving, but their interactions with users are so low that they can actually be con-
sidered dead. If they would be merged or integrated into a unique subreddit, they
could have more chances of becoming successful. Joining together two, or even more,
subreddits having the same (or related) topics/characteristics brings more visibility
and more contents to them. These contents would be, otherwise, dispersed in differ-
ent unsuccessful subreddits. Even if the new integrated subreddit is made up of past
zombies, it could become so successful to attract authors and co-posters from other

communities.
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Application of author stereotypes

In Section 2.1.3.3, we defined some possible author stereotypes. Some of them are
strictly related to the homonymous or corresponding subreddit stereotypes. Other
ones, instead, are intrinsic to human behavior and, in particular, to the concept of
author. For example, consider “Fame Seekers” and “Content Creators”. These users
could represent the target of a proposal of an advertising campaign aiming at pro-
moting them. Take, for instance, a painter or a digital artist, who has been classified
as “Fame Seeker”. An advertising company can easily persuade her to give it an en-
gagement to promote her image.

Another possible usage of author stereotypes is the definition and implemen-
tation of different categories of recommender systems. A first category could help
bootstrapping a subreddit. Consider, for instance, a newborn subreddit where au-
thors post comics strips created by them. Knowing successful authors of comics
strips and being able to convince them to become “Content Creators” in the new
subreddit could help this last one to get visibility. Complementary to this case, a
second category of recommender systems could be used for talent scouting. In this
case, a “Fame Seeker”, who is also a creator of comics strips, could be recommended
to successful subreddits if her contents are high-quality ones.

The last application we present in this overview is the definition of an algorithm
that builds blacklists of users based on author stereotypes. As an example, we can
define a “dangerousness level” of an author for one subreddit, a set of subreddits or
all subreddits. For instance, in such a scenario, “Hatred Sowers” can be automati-
cally banned from subreddits attended by sensitive people. This way of proceeding
could certainly maintain the discussion in these subreddits clean, thus avoiding their

visitors being harassed by fake news and cyberbullying.
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2.2 Investigating Not Safe For Work posts

2.2.1 Introduction

Reddit” is currently one of the most active social media. It has been extensively
studied by researchers in the past [469, 611]. Many papers have focused on specific
aspects of this social network, concerning, for example, community structures and
interactions [636, 218, 265], user behavior [143, 393, 424], structure and content
of subreddits, posts and comments [603], structural properties [265, 324, 723], text
classification [404], user migration [501], political and ideological aspects [308, 687].

One aspect of Reddit worth to be analyzed involves NSFW (Not Safe For Work)
posts. This term refers to user-submitted content not suitable to be viewed in public
or in professional contexts. The phenomenon of NSFW posts in Reddit has been very
little investigated, although it is very common in this social medium. In fact, only
a very small number of authors have analyzed it [464, 496]. The term “NSFW” has
been proposed since 1998, and is one of the oldest acronyms of the Internet. Since
its first appearance, many social media, such as Twitter, WhatsApp and Reddit, have
adopted it to indicate certain sections or contents. In addition, several authors have
focused on the analysis of this phenomenon in other social networks. The study
about the role of images and selfies in NSFW content of tumblr.com, presented in
[641], and the analysis of the anonymity level of NSFW content in both Twitter and
Whisper, described in [209] are two examples.

In this chapter, we give a contribution in this setting investigating the phe-
nomenon of NSFW posts in Reddit and describing the whole context (authors, sub-
reddits and readers) behind it. For this purpose, we consider a dataset that includes
all the posts published in Reddit from January 1%, 2019 to December 31°, 2019.

During our investigation, we carried out three types of analysis, namely:

* Descriptive Analysis, to study the distributions of the entities involved in the phe-
nomenon (e.g., the distribution of NSFW posts against subreddits, authors, score
and comments).

* Social Network Analysis, to study the co-posting phenomenon, and therefore the
interactions between authors of NSFW posts.

* Assortativity Analysis, to extend and deepen the previous analyses to discover
and study whether possible forms of assortativity [502] exist among the authors
of NSFW posts. Recall that assortativity is a particular case of homophily in social
networks [468], which indicates the tendency of a node to cooperate with nodes

having similar characteristics.

7 https://www.reddit.com
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These analyses allowed us to extract three findings regarding NSFW posts, NSFW
authors and NSFW subreddits, respectively. Throughout our analysis, in most of the
cases, we compare each finding on NSFW posts with the corresponding one on SFW
(Safe For Work) posts. Some of the questions these findings provide an answer to are

the following:

e  What can be said about the spread of NSFW posts in the subreddits?

*  What can be said about the quantity of posts an NSFW author usually submits?

*  What can be said about the score of NSFW posts?

*  What can be said about the number and the score of comments to NSFW posts?

¢ What can be said about the level of interconnection between authors of NSFW
posts?

e Is there a backbone among experienced authors of NSFW posts? In other words,
do they tend to interact only with their peers (i.e., authors with the same level of
experience), or are they open to collaborations with new authors who have just

started publishing NSFW posts?

Finally, we suitably combine the knowledge represented by the three findings in
order to describe the dynamics behind the phenomenon of NSFW posts in Reddit.

The rest of this chapter is organized as follows: in Section 2.2.2, we present re-
lated literature. In Section 2.2.3, we describe the adopted dataset and investigate the
data distributions involving NSFW posts and the comments on these NSFW posts.
Then, in Section 2.2.4, we describe the co-posting activity of the authors of NSFW
posts, evaluate the assortativity of these authors, and, finally, we summarize our

contributions in order to define an overall picture of this phenomenon.

2.2.2 Related literature

The term “NSFW” was first proposed in 1998 and it is one of the oldest acronyms
of the Internet. It refers to content that is not suitable to be viewed in a working
environment. Since then, different online systems, like Twitter, WhatsApp, many
forums, and Reddit, have adopted this term to label sections with posted content
not adequate for everybody and, in general, not suitable for public and professional
contexts. Specifically, Reddit has introduced a dedicated group of contents called
NSFW to separate posts suitable to be enjoyed in any context from those that should
be watched in private environments.

Even if the contents of NSFW posts are considered side-contents to be kept sep-
arated from front-end contents, several researchers have started to study the char-
acteristics of these contents, as well as the communities underneath them [464, 153,

641, 722, 209, 299].
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From a high-level analysis of the research efforts in the context of NSFW con-
tent, we may distinguish two main directions. The former focuses on understanding
the main characteristics of people publishing or viewing such materials, as well as
the features of the NSFW content itself. The latter, instead, uses features of NSFW
content to build content detection and filtering solutions, often with the objective of
enabling/disabling the visualization of this material for users.

In particular, the work described in [641] is an example of the first research direc-
tion. Here, the author investigates the role of images and selfies in NSFW contents
of tumblr.com. NSFW contents, having the explicit NSFW label assigned by their
authors, are extracted from Tumblr blogs. Then, the described analysis focuses on
images and reactions (interactions) surrounding them. The aim of this study is un-
derstanding the different roles that people assign to images and selfies, leading to
the creation (or breaking) of trust relationships between users. Furthermore, the au-
thor provides evidence that different opinions about the membership of an image to
the NSFW category may lead to violations of assumed trust between two individuals,
thus causing the dissolution of a community.

Another contribution in the first research direction is the one reported in [209].
In this paper, the authors try to understand both the nature of the content posted in
anonymous social media and the difference between NSFW content posted in these
media and in non-anonymous ones (like, e.g., Twitter). To do this, they define an
anonymity sensitivity metrics measuring how much users think that a post should
be anonymous. Then, they use this metrics, in conjunction with a human annotator,
to identify NSFW posts with the same level of anonymity sensitivity in Whisper (an
anonymous media system) and Twitter. Hence, they carry out a deep comparative
analysis of the two sets of posts and find that, actually, there is a strong difference
between them, especially when it comes to the shades or levels of anonymity and
their linguistic features.

Even if its main focus is slightly different from the one defining this first research
direction, the work described in [464] gives a mentionable contribution in this set-
ting. Indeed, the author considers a particular protest carried out by moderators of
Reddit in 2015, when participants disabled their subreddits to block posting activi-
ties. In this context, the author studies the different behavior of NSFW and SFW sub-
reddit moderators. The results show that, even if several confounding factors could
be considered to understand the underlying dynamics, NSFW subreddit moderators
were more inclined to join the protest and block posting activities.

In the second research direction mentioned above, several works have been pub-
lished in recent scientific literature [496, 224, 108, 722, 201]. For instance, the work

described in [496] focuses on the protection of minors accessing the Internet from
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the exposure to unwanted and harmful contents. The proposed system can be seen
as both an active content filtering solution, which protects the access of minor users
to NSFW content, and a watchdog constantly monitoring and moderating websites
to avoid the diffusion of unwanted content.

The problem of classifying video content as NSFW is faced in [224]. In this paper,
the authors exploit Convolutional Neural Networks (ConvNets) for extracting audio-
video patterns from NSFW videos. Specifically, they first extract separated audio
and video features and then merge the two feature sets to obtain a single feature
vector. After that, they provide this vector in input to some baseline classifiers. Even
if the approach is naive, the achieved results outperform those of other methods,
thus proving the adequacy of this proposal.

Similarly, the approach of [108] makes use of a deep neural network-based solu-
tion to identify content belonging to the NSFW category. This approach is based on a
residual network, which returns a value specifying the probability that a given con-
tent belongs to NSFW category. Moreover, it allows the computation of the degree of
explicitness of the analyzed content, which can be used to feed a filtering system. Fi-
nally, it is capable of labeling media content with tampered extension to warn users
about the potential risk of suspiciously unwanted material. The experiments show
very interesting performance for this approach, which reaches an accuracy of about
96% also on image and video contents.

Still in this context, also the approach described in [722] makes use of a fast Con-
volutional Neural Network (CNN) for the detection of both NSFW and SFW images.
Specifically, this proposal deals with the design of a neural network-based solution
to detect pictures with nudity in NSFW contents. After that, it defines picture filter-
ing strategies for online media services.

Finally, the approach described in [201] strives to build a classifier for detecting
NSFW content by looking at images and visual material in the post. The proposed
solution uses a weighted sum of the results of multiple deep neural network models.
The weighted combination is obtained by learning a linear regression model through
Ordinary Least Squares. The authors prove that their solution outperforms the state-
of-the-art solutions based on single CNN models. For this purpose, they present a
deep comparison on a manual labeled dataset.

Our approach is somehow near to the studies belonging to the first research
direction introduced above. However, these approaches only study the content of
NSFW posts and none of them focus on the structural network-based properties of
NSFW and SFW posts and authors. Instead, we want to study such differences be-
tween the two categories with a comparative approach and typical Social Network

Analysis methodologies.
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The identified findings can be fundamental to improve existing techniques for
content detection, parental control or content filtering solutions, such as the ones
mentioned above. To the best of our knowledge, no similar studies have been con-
ducted in social media platforms. Our work aims at providing a first contribution
in this setting using Reddit as reference social network. However, as we will see be-
low, our investigation strategy is general and can be specialized to other social media

[158].

2.2.3 Methods
2.2.3.1 Dataset description

The dataset used for our analysis has been downloaded from the website pushshift.
io [89], one of the main Reddit data sources. In particular, we extracted all the posts
published on Reddit from January 1%, 2019 to September 1/, 20198. The number of
posts available for our analysis was 150,795,895. In Reddit, an NSFW post must be
marked as such by its author. Therefore, there is no need for automatic labeling by
Reddit or manual labeling by third-parties. If the user specifies that a post she/he is
publishing is NSFW, Reddit puts a red label when displaying it and sets the value of
the over_18 field in its database to true. We used the value of this field to separate
NSFW posts from SFW ones in our analyses.

We performed a preliminary ETL (Extraction, Transformation and Loading) ac-
tivity on our dataset. In Data Analytics, this activity is typically carried out prior
to any data analysis campaign. It aims at cleaning the data in the dataset, remov-
ing any errors and inconsistencies, integrating any data from different sources, and
transforming the cleaned and integrated data into a single format chosen for the next
data analysis tasks [514].

During the ETL phase, we observed that some of the available posts were made
by authors who had left Reddit. We decided to remove these posts from our dataset.
At the end of this activity, the number of available posts was 122,568,630. NSFW
posts were 11,908,377, equivalent to 9.72% of them.

As pointed out in the Introduction, the goal of our study is to understand the
characteristics of NSFW posts and their authors, comparing them with the SFW
posts and their authors. For this reason, we decided to extract from the dataset de-
scribed above two sub-datasets, with the same number of posts each. Both of them
are limited to January and February 2019. The first dataset D contains only SFW
posts, while the second, called D, stores only NSFW posts. We randomly selected

8 Actually, only for stability analysis, we considered all the posts from January 1%, 2019 to
December 315, 2019 (see Section 2.2.3.4).
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1,250,000 posts for each of them to reduce the datasets’ size and the computation
time. It should be noted that this number is absolutely in line with the number of
posts generally used in the analyses of Reddit [679, 501, 616, 308]. However, we
repeated all the analyses on two other datasets D’ and D to verify the stability of
our results. The set D’ (resp., 1_)/) consists of 1,250,000 SFW (resp., NSFW) posts
published in March and April 2019, randomly selected from the original dataset. In
addition, we carried out a deeper stability check evaluating all posts of 2019 month
by month.

As a preliminary analysis, we focused on the “context” of SFW and NSFW posts.
Here, we use the term “context” of a post to denote its author, its comments and
the subreddits in which it was published. In this analysis, we wanted to verify if the
context of SFW posts and the one of NSFW posts are the same or not. To answer this
question, we calculated the values of some parameters on D and D and, then, on D’

and D'. The results obtained are shown in Table 2.12.

HPammeter HD and f‘D’ and D’ H
Number of authors who published at least one SFW post 59,465 [58,561
Number of authors who published only SFW posts 58,801 [57,891
Percentage of authors publishing SFW posts who published only posts of this type |[98.88% [98.52%
Number of authors who published at least one NSFW post 36,758 36,461
Number of authors who published only NSFW posts 36,094 36,131
Percentage of authors publishing NSFW posts who published only posts of this type [[98,19% [99.09%
Number of subreddits containing at least one SFW post 89,360 (92,445
Number of subreddits containing only SFW posts 82,050 (85,157
Percentage of subreddits containing SFW posts that contain only posts of this type [[91.82% [92.12%
Number of subreddits containing at least one NSFW post 41,365 |45,910
Number of subreddits containing only NSFW posts 34,055 38,622

Percentage of subreddits containing NSFW posts that contain only posts of this type|[82.33% [84.13%

Table 2.12: Parameters about the authors and the subreddits of SFW and NSFW posts
- D (resp., D) stores SEW (resp., NSFW) posts of January and February 2019, while
D’ (resp., D) stores the same kind of post but for March and April 2019

This table shows that the reference contexts for SFW and NSFW posts are basi-
cally independent. In fact, more than 98% of authors writing SFW posts do not write
NSFW posts, and vice versa. In addition, more than 91% of subreddits containing
SFW posts do not contain NSFW posts, and more than 82% of subreddits containing
NSFW posts do not contain SFW posts. Another important result is that all the com-
putations are stable over time because the values obtained for January and February
2019 (Jan-Feb, for short) are very similar to the ones returned for March and April

2019 (Mar-Apr, for short).
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2.2.3.2 Investigating the NSFW posts

In this section, we present some analyses directly involving NSFW and SFW posts.

In particular, we study the distribution of subreddits and authors against posts and

the distribution of posts against the scores assigned to them by Reddit users.
Firstly, we computed the distributions of the subreddits against NSFW and SFW

posts for the datasets D and D. The results obtained are reported in Figure 2.29.

Number of subreddits
4

Number of subreddits
L ¥

Fig. 2.29: Log-log plots of the distributions of subreddits against SFW posts (on top)
and NSFW posts (on bottom) - Datasets regarding January and February 2019

This figure shows that the two distributions follow a power law. We also com-
puted some parameters for the two power law distributions; they are shown in the
second and third columns of Table 2.13. To verify the stability of results found, we
made the same computations on D’ and D’ datasets. They are shown in the fourth
and fifth columns of Table 2.13.

From this table, we can observe that the maximum and the average numbers of
subreddits for SFW posts is more than twice the value obtained for NSFW posts. The
maximum and the average numbers of NSFW posts in a subreddit are slightly higher
than SFW posts. There are no significant differences in the « and 0 parameters of the
two power law distributions. Indeed, both of them are very steep. The comparison

of the second and the third columns of Tables 2.13, on the one hand, and the fourth
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Parameter SFW posts NSFW posts SFW posts NSFW posts
Jan-Feb Jan-Feb Mar-Apr Mar-Apr

Maximum number of subreddits 47,480 (53.13%)|18,332 (44.31%)(|49,502 (53.24%) {21,034 (45.02%)

Number of subreddits of the 99 percentile||1,095 571 1,101 569

Maximum number of posts 25,006 (4.62%) |34,424 (4.57%) |[26,650 (4.98%) |31,329 (4.76%)

Number of posts of the 99 percentile 7,719 9,862 7,721 9,859

Average number of subreddits 126 54 137 57

Average number of posts 767 981 768 905

a (power law parameter) 1.6539 1.6974 1.6767 1.6859

6 (power law parameter) 0.0266 0.0364 0.0306 0.0432

Table 2.13: Parameters of the distributions of subreddits against posts

and fifth columns of the same table, on the other hand, also tells us that the trends
obtained are stable over time, because their variations between Jan-Feb and Mar-Apr
are not significant.

Although the two curves show almost identical trends, as confirmed by the sim-
ilar values of a and 0, we found interesting the differences in the maximum and
average values. In other words, the curve shapes are similar but the ranges of values
are different. To confirm these results we compared the two distributions through
the Wilcoxon rank sum test [682].

This test indicated that the number of subreddits in which Jan-Feb SFW posts
were published was statistically significantly higher than the corresponding one of
NSFW posts (7 =2.8-1074,p < 0.01).

This result can be explained taking into account the intrinsic nature of NSFW
posts, whose content is certainly less suitable for the general public than the one of
SFW posts.

Then, in Figure 2.30 we show the distributions of authors against SFW and NSFW
posts for the datasets D and D. From the analysis of this figure we can see that both
distributions follow a power law.

In Table 2.14, we report the main parameters of these two power law distribu-
tions for the datasets D and D, on one hand, and D’ and 5’, on the other hand.

A Wilcoxon rank sum test showed that the number of authors of Jan-Feb SFW
posts was statistically significantly higher than the corresponding one of NSFW
posts (t=1.2-107%,p < 0.01).

This result can also be explained taking into account the topics of NSFW posts.
Indeed, these are more specific than those involving SFW posts. Differently from
SFW posts that can be written by anyone, the authors who generally publish NSFW
posts are a small circle of people almost exclusively dedicated to this type of post.

Consequently, while it is true that NSFW posts are much fewer than SFW posts, it
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Fig. 2.30: Log-log plots of the distributions of authors against SFW posts (on top)

and NSFW posts (on bottom) - Datasets regarding January and February 2019

Parameter

SFW posts
Jan-Feb

NSFW posts
Jan-Feb

SFW posts
Mar-Apr

NSFW posts
Mar-Apr

Maximum number of authors

Number of authors of the 99 percentile
Maximum number of posts

Number of posts of the 99 percentile
Average number of authors

Average number of posts

a (power law parameter)

6 (power law parameter)

555,854 (79.06%)
11,471

18,724 (11.85%)
5,426

2,190

491

1.4631

0.0473

131,070 (56.43%)
5,055

16,383 (5.70%)
5,393

439

543

1.5566

0.0353

551,863 (78.97%)
11,469

16,513 (10.98%)
5,424

2,083

491

1.4505

0.0304

133,594 (57.01%)
5,052

15,674 (5.48%)
5,393

416

521

1.5435

0.0287

Table 2.14: Parameters of the distributions of authors against posts

is also true that they are published by an extremely limited number of authors. This

explains the result.

Now, we want to evaluate the distribution of posts and their relative scores. A

newly submitted post on Reddit has a score of 1. A user can upvote (resp., down-

vote) the post, increasing (resp., decreasing) its score by 1. We have computed the
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distributions of SFW and NSFW posts against scores for the datasets D and D, and,
then, for D’ and Z_?/, on the other hand. For the sake of simplicity, in Table 2.15, we

report the main parameters of these distributions, which again follow a power law.

Parameter SFW posts NSFW posts SFW posts NSFEW posts
Jan-Feb Jan-Feb Mar-Apr Mar-Apr

Maximum score 183,453 (57.98%) (106,947 (47.26%) {191,864 (61.87%) {112,830 (49.62%)

Number of score of the 99 percentile || 4,746 3,645 4,825 3,275

Average score 9,881 4,191 8,809 3,819

a (power law parameter) 1.5998 1.5140 1.6061 1.5165

6 (power law parameter) 0.0197 0.0366 0.0154 0.0355

Table 2.15: Parameters of the distributions of posts against scores

A Wilcoxon rank sum test showed that the score of Jan-Feb SFW posts was
statistically significantly higher than the corresponding one of NSFW posts (t =
0.00109,p <0.01).

Once again, this result can be explained by the type of contents that generally
characterizes NSFW posts.

Finally, we computed the distributions of subreddits against the authors of SFW
and NSFW posts. In both cases, we saw that they follow a power law similar to those
shown in the previous figures. We report the values of the most important parame-

ters in Table 2.16.

Parameter SFW posts NSFW posts SFW posts NSFW posts
Jan-Feb Jan-Feb Mar-Apr Mar-Apr

Maximum number of subreddits 62,839 (70.32%)|29,798 (72.03%) || 65,861 (71.12%)|33,963 (72.01%)

Number of subreddits of the 99 percentile||932 538 930 533

Average number of subreddits 151 87 161 101

Maximum number of authors 20,285 (5.70%) [11,161 (4.70%) |[21,801 (5.64%) |11,326 (4,59%)

Number of authors of the 99 percentile 6,435 4,627 6,431 4,635

Average number of authors 604 499 601 481

a (power law parameter) 1.7143 1.7992 1.6944 1.7343

& (power law parameter) 0.0302 0.0.0382 0.0288 0.0362

Table 2.16: Parameters of the distributions of subreddits against authors

A Wilcoxon rank sum test showed that: (i) the number of subreddits of Jan-Feb
SFW posts was statistically significantly higher than the corresponding one of NSFW
posts; (ii) the number of authors of Jan-Feb SEFW posts was statistically significantly
higher than the corresponding one of NSFW posts (7 = 6.3-1074,p < 0.01).

The explanation behind this result is essentially related to the fact that NSFW
posts have particular contents that are of interest to a minority of people. Therefore,

they are published in a limited number of subreddits.
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In the next analyses, to save space, we will avoid highlighting those cases where
the values a and ¢ of power law distributions are similar, as well as those cases where
the parameter values are stable when switching from Jan-Feb to Mar-Apr. Only if one
or both of these conditions are not valid in some analysis, we will explicitly highlight

this situation.

2.2.3.3 Investigating the comments to NSFW posts

In this section, we analyze the comments to NSFW posts investigating their authors,
the scores they get and the subreddits they are submitted to. Firstly, we present the
distributions of comments against SFW posts and NSFW posts, which follow a power

law. Table 2.17 shows the values of the main parameters of these distributions.

Parameter SFW posts NSFW posts SFW posts NSFW posts
Jan-Feb Jan-Feb Mar-Apr Mar-Apr

Maximum number of posts 499,068 (2.29%)|667,942 (5.79%) || 522,477 (2.94%) | 676,606 (5.81%)

Number of posts of the 99 percentile 8,257 10,707 8,362 10,719

Maximum number of comments 41,478 (39.93%)|28,227 (53.43%) (36,283 (40.01%) {23,485 (51.32%)

Number of comments of the 99 percentile {10,582 21,983 9,985 22,735

Average number of comments 1,237 771 1,402 656

a (power law parameter) 1.4836 1.3990 1.4779 1.4353

o (power law parameter) 0.0178 0.0304 0.0160 0.0291

Table 2.17: Parameters of the distributions of comments against posts

A Wilcoxon rank sum test showed that the number of comments of Jan-Feb SFW
posts was statistically significantly higher than the corresponding one of NSFW
posts (T =8.68-107>,p < 0.01).

As a further investigation on this topic, we considered both the top 150 most
commented SFW and NSFW posts. As a first analysis, we observed that SFW (resp.,
NSFW) posts have been submitted by 141 (resp., 130) authors in 55 (resp., 77) dif-
ferent subreddits. This result highlights that there is no author or subreddit able to
monopolize post comments. Indeed, the phenomenon is highly distributed.

Then, we computed the distributions of the number of these comments against
subreddits. They are reported in Figure 2.31. Plots (a) and (b) of this figure show
that the two distributions follow a power law. We computed the parameter values of
these power laws and we obtained a = 3.41 and 6 = 0.075 for SFW post comments,
and @ = 3.53 and 6 = 0.07 for NSFW post comments. A Wilcoxon rank sum test
indicated that the number of comments associated with the subreddits containing
Jan-Feb SFW posts was statistically significantly higher than the corresponding one
of NSFW posts (7 = 0.16493,p < 0.01).
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Fig. 2.31: Distributions of comments to the top 150 most commented SFW posts (on

top) and NSFW posts (on bottom) against subreddits - Datasets regarding January

and February 2019

Finally, we computed the distribution of the number of these comments against

authors. Also in this case, we found that it follows a power law. The values of the

corresponding parameters are @ = 3.06 and 0 = 0.03 for SFW post comments and

a =2.20 and 6 = 0.03 for NSFW post comments. The conclusions about the trend

and the values are analogous to the previous ones.

A Wilcoxon rank sum test indicated that the number of comments for Jan-Feb

SFW posts was statistically significantly higher than the corresponding one of NSFW

posts (t = 0.34951, p < 0.01).

The motivations behind this result are the same as those related to the distribu-

tion of the subreddits against authors.

We then computed the distributions of subreddits against the comments to SFW

and NSFW posts. In both cases we obtained that they follow a power law and show
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trends similar to those shown in the previous figures. The main parameters of these

distributions are reported in Table 2.18.

Parameter

SFW posts
Jan-Feb

NSFW posts
Jan-Feb

SFW posts
Mar-Apr

NSFW posts
Mar-Apr

Maximum number of comments

Average number of comments

a (power law parameter)

6 (power law parameter)

Number of comments of the 99 percentile

484,792 (5.45%)
47,590

3,942

1.8025

0.0236

301,040 (9.17%)
25,056

2,607

1.7659

0.0235

462,415 (5.41%)
47,698

3,800

1.7981

0.0217

244,912 (9.73%)
28,635

2,391

1.7507

0.0310

Table 2.18: Parameters of the distributions of subreddits against comments

A Wilcoxon rank sum test showed that the number of comments associated with

the subreddits containing Jan-Feb SFW posts was statistically significantly higher

than the corresponding one of NSFW posts (7 = 6.34-107%,p < 0.01).

Once again, the motivations behind this result are the same as those related to

the distribution of the subreddits against authors.

Moreover, we computed the distributions of comments to SFW and NSFW posts

against scores. They are reported in Figures 2.32 and 2.33 for the datasets D and D.

These figures show that the corresponding distributions do not follow a power law,

and this is the first case. As we can see from figures, the distributions are irregular,

even if both of them seem having a Gaussian trend.
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Fig. 2.32: Distribution of comments to SFW posts against scores - Datasets regarding

January and February 2019

Also in this case, we computed some parameters for the two distributions. They

are shown in Table 2.19.
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Fig. 2.33: Distribution of comments to NSFW posts against scores - Datasets regard-

ing January and February 2019

Parameter SFW posts| NSFW posts || SEW posts| NSFW posts
Jan-Feb Jan-Feb Mar-Apr | Mar-Apr

Average score 9,881 4,191 8,809 3,819

Score of the last comment of the first quartile 2,035 1,157 1,993 1,215

Score of the last comment of the second quartile ||4,686 2,357 4,551 2,484

Score of the last comment of the third quartile [|11,106 4,486 9,953 4,667

Score of the last comment of the fourth quartile {|202,696 |69,591 209,154 |71,566

Table 2.19: Parameters of the distributions of comments to posts against scores

A Wilcoxon rank sum test indicated that the score of comments for Jan-Feb SFW
posts was statistically significantly higher than the corresponding one of NSFW
posts (T =5.88-107°,p < 0.01).

The motivations behind this result are the same as those related to the distribu-

tion of the posts against scores.

2.2.3.4 A deeper analysis of the stability of the investigations

All the distributions we have seen so far are based on a data sample recovered from
January 15t, 2019 to September 1%t, 2019. Due to computational complexity reasons,
we could not process the whole sample at the same time and, therefore, we divided it
into bi-months, i.e. Jan-Feb and Mar-Apr. In all the distributions we have presented
so far, we could verify that the Jan-Feb and Mar-Apr data led to very similar results.
This is a strong remark of the stability of the results of our investigations.

However, before continuing with the next analyses, which will have an even
higher computational complexity, we decided to carry out a further stability check.
To this end, we considered all the posts published in Reddit from January 15t, 2019

to December 31°, 2019, and split them months by months. Then, for each month,
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we computed several parameters previously seen for the two bi-months. The results
obtained are shown in Table 2.20 for SFW posts, and in Table 2.21 for NSFW posts.
The analysis of these tables fully confirms that the results of our investigations are

stable.

[Paramrer T Jre o Jaor oy [ |

GENERAL CHARACTERISTICS

Number of authors who published at least one SFW post 391,898 | 387,458 | 365,785 | 389,154 | 387,562 | 374,531
Number of authors who published only SFW posts 380,261 374,564 | 359,851 | 378,582 | 377,423 | 365,751
Percentage of authors publishing SFW posts who published only posts of this type | | 97.03% | 96.67% | 98.37% |97.28% |97.38% |[97.65%
Number of subreddits containing at least one SFW post 58,843 | 57,965 |58,786 |57,653 |58,426 |57,953
Number of subreddits containing only SEW posts 54,189 (53,482 |53,952 (54,236 |54,873 (52,432

Percentage of subreddits containing SFW posts that contain only posts of this type || 92.09% |92.22% | 91.77% |94.07% | 93.91% |90.47%

DISTRIBUTION OF SUBREDDITS AGAINST POSTS

Maximum number of subreddits 47,480 |47,116 |47,996 |[49,502 |[48,294 (47,733
Maximum number of posts 25,006 |23,746 [26,055 |26,650 |28,743 |24,211
« (power law parameter) 1.6321 |1.5806 |[1.7512 |1.8358 [1.6293 |1.7024
O (power law parameter) 0.0256 |0.0238 [0.0362 |0.0357 [0.0263 |0.029
DISTRIBUTION OF AUTHORS AGAINST POSTS
Maximum number of authors 555,854 559,602 | 566,139 | 540,511 | 551,863 | 541,585
Maximum number of posts 18,724 |17,401 |[18,268 |16,513 [17,226 |19,949
a (power law parameter) 1.4531 [1.6718 [1.3565 [1.399 [1.5478 |1.3742
S (power law parameter) 0.0465 [0.0359 |0.0545 [0.0233 |0.0428 [0.0757
DISTRIBUTION OF POSTS AGAINST SCORES
Maximum score 183,453 (185,056 (180,553 191,864 | 180,578 | 179,099
«a (power law parameter) 1.5986 |1.631 1.4672 |1.6026 [1.6507 |1.5681
S (power law parameter) 0.0189 (0.0186 |0.0198 [0.0086 |0.0179 [0.0359
DISTRIBUTION OF SUBREDDITS AGAINST AUTHORS
Maximum number of subreddits 62,839 [65,934 |70,585 [65,861 [63,087 |62,325
Maximum number of authors 20,285 (19,571 |18,808 (21,801 |20,029 (19,801
«a (power law parameter) 1.7185 |1.7064 |[1.6209 |1.608 1.7013 |1.7853
O (power law parameter) 0.0298 |0.0485 |0.0315 |0.02 0.0379 |0.0327

l [Pumnwt?r [ [lul [Ago [S/.’p [ Oct [Nov [D/.’c [ ]

GENERAL CHARACTERISTICS

Number of authors who published at least one SFW post 59,465 (60,563 |59,489 (59,873 |58,985 (60,236
Number of authors who published only SFW posts 58,801 (59,423 |58,965 (58,742 |58,632 (59,542
Percentage of authors publishing SFW posts who published only posts of this type || 98.88% [98.11% [99.11% [98.11% [99.40% |98.84%
Number of subreddits containing at least one SFW post 89,360 |87,953 [89,236 |88,462 |87,932 |88,167
Number of subreddits containing only SFW posts 82,050 (82,587 |85,496 (83,647 |83,146 |84,963

Percentage of subreddits containing SFW posts that contain only posts of this type [ [ 91.82% | 90.74% | 93.68% | 91.76% [91.7% |94.4%

DISTRIBUTION OF SUBREDDITS AGAINST POSTS

Maximum number of subreddits 46,283 | 46,882 (48,777 |47,676 |48,886 |47,070
Maximum number of posts 22,261 (19,071 |23,642 [29,330 |26,346 |[28,419
a (power law parameter) 1.582 [1.8481 [1.7838 [1.7313 [1.5937 |1.5125
S (power law parameter) 0.0186 [0.0305 |0.0535 [0.0329 |0.0468 |[0.0154
DISTRIBUTION OF AUTHORS AGAINST POSTS

Maximum number of authors 541,585(574,678 | 542,568 [ 569,611 | 576,835 556,736
Maximum number of posts 16,823 | 19,320 [18,692 |18,460 |16,499 |17,766
« (power law parameter) 1.3323 |1.406 1.4688 |1.4054 |[1.3093 |[1.525

O (power law parameter) 0.0713 |0.0491 |0.0561 [0.0424 [0.064 0.038
DISTRIBUTION OF POSTS AGAINST SCORES

Maximum score 194,305| 176,975 | 164,394 | 186,004 [ 172,001 | 177,739
«a (power law parameter) 1.5089 |1.5785 [1.4772 |1.6389 |[1.4331 |1.6354
O (power law parameter) 0.0114 | 0.054 [0.0245 |0.0389 [0.0226 |0.0012
DISTRIBUTION OF SUBREDDITS AGAINST AUTHORS

Maximum number of subreddits 59,963 (57,573 |59,898 (52,885 |62,111 63,232
Maximum number of authors 18,901 [20,056 |20,285 [19,962 |21,078 |20,909
a (power law parameter) 1.7622 |1.6287 |1.4544 |1.8174 |1.5256 [1.7388
O (power law parameter) 0.0159 [0.0263 |0.043 [0.0254 |0.0184 [0.0378

Table 2.20: Monthly trend of some parameters related to SFW posts
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([perameer o [0 [ [ v o ]

GENERAL CHARACTERISTICS

Number of authors who published at least one NSFW post 36,758 |35,452 |36,542 (36,874 |36,863 36,453
Number of authors who published only NSFW posts 36,094 [35,259 |36,501 |36,165 [36,135 |36,023
Percentage of authors publishing NSEW posts who published only posts of this type | | 98.19% |99.45% |99.88% |98.07% |98.02% |98.82%
Number of subreddits containing at least one NSFW post 41,365 |40,985 |41,298 (41,547 |41,235 (40,958
Number of subreddits containing only NSFW posts 34,055 |33,254 |34,587 (32,982 (33,563 |34,159

Percentage of subreddits containing NSFW posts that contain only posts of this type | | 82.33% [81.13% |83.74% |79.38% |81.39% |83.40%
DISTRIBUTION OF SUBREDDITS AGAINST POSTS

Maximum number of subreddits 18,332 |17,985 |19,547 |21,034 |20,135 |20,235
Maximum number of posts 34,424 |32,547 |31,854 (31,329 |30,896 |32,541
« (power law parameter) 1.6896 |1.6721 |1.6874 |[1.6852 |1.6796 |1.6852
O (power law parameter) 0.0258 |0.0254 |0.0251 [0.0254 [0.0214 |0.0261
DISTRIBUTION OF AUTHORS AGAINST POSTS

Maximum number of authors 131,070 (130,152 (131,250| 133,594 [ 131,452 | 132,654
Maximum number of posts 16,383 (16,125 [14,214 |15,674 |16,540 |14,210
a (power law parameter) 1.5463 |[1.7985 |1.6222 [1.8407 [1.9456 |1.4833
O (power law parameter) 0.0334510.0233 |0.0239 [0.0639 |0.0388 |[0.0458

DISTRIBUTION OF POSTS AGAINST SCORES

Maximum score 106,947 | 146,561 | 75,657 |112,830105,566 | 66,095
a (power law parameter) 1.6062 [1.5162 [1.6933 [1.8989 [1.6951 |1.4956
o (power law parameter) 0.0145 [0.0265 |0.042 0.0611 [0.0346 |0.0139
DISTRIBUTION OF SUBREDDITS AGAINST AUTHORS

Maximum number of subreddits 62,839 (63,382 |61,204 |33,963 [50,609 53,781
Maximum number of authors 20,285 |17,549 |19,347 (11,326 |18,495 (19,324
« (power law parameter) 1.7156 |1.7682 |[1.6166 |[1.9204 |1.753 1.6321
O (power law parameter) 0.0312 |0.0241 |0.0384 [0.0236 [0.0187 |0.0418

l [Pammﬁter [ []ul [Ago [Sep [ Oct [Nov [Dec ”

GENERAL CHARACTERISTICS

Number of authors who published at least one NSFW post 37,165 |35,986 |36,432 (36,540 |[36,354 |36,589
Number of authors who published only NSFW posts 36,984 |35,421 |35,962 (35,986 |35,756 |35,852
Percentage of authors publishing NSFW posts who published only posts of this type [|99.51% |98.42% |98.77% | 98.48% |98.35% | 97.98%
Number of subreddits containing at least one NSFW post 41,542 |40,986 |41,246 (41,258 |40,983 (41,496
Number of subreddits containing only NSFW posts 34,478 133,352 |34,254 (34,165 |33,241 33,986

Percentage of subreddits containing NSFW posts that contain only posts of this type || 82.99% |81.37% |83.04% | 82.80% |81.10% | 81.90%

DISTRIBUTION OF SUBREDDITS AGAINST POSTS

Maximum number of subreddits 20,135 |18,564 |17,423 (19,631 |18,328 (20,124
Maximum number of posts 30,451 |32,598 |30,125 (29,874 |34,210 |32,021
a (power law parameter) 1.6236 |1.6454 [1.59874|1.6598 |1.6432 |1.6953
O (power law parameter) 0.0265 {0.0259 |0.0298 [0.0265 |0.0264 |[0.0254
DISTRIBUTION OF AUTHORS AGAINST POSTS

Maximum number of authors 130,254 134,250 (133,247 132,478 | 136,587 | 131,489
Maximum number of posts 16,125 [14,256 |15,879 [16,325 |14,369 [16,362
« (power law parameter) 1.6992 |1.4551 [1.5295 [1.5527 |[1.5524 [1.6091
O (power law parameter) 0.0446 |0.048 0.0201 |0.0268 |0.0031 |[0.0428

DISTRIBUTION OF POSTS AGAINST SCORES

Maximum score 97,462 |143,430/102,590 (100,844 | 104,027 81,167
« (power law parameter) 1.6422 |1.5874 |[1.4948 [1.7059 |1.7936 |1.3969
O (power law parameter) 0.040 0.028 0.0386 [0.0324 |0.0184 [0.0354
DISTRIBUTION OF SUBREDDITS AGAINST AUTHORS

Maximum number of subreddits 49,210 |76,791 | 64,241 (54,351 |50,864 |34,037
Maximum number of authors 17,425 20,605 |23,952 [20,608 [18,613 |16,594
a (power law parameter) 1.7653 [1.7342 |1.5258 [1.9738 |1.6143 [1.5882
O (power law parameter) 0.0317 0.037 0.0204 [0.0371 |0.0207 [0.0401

Table 2.21: Monthly trend of some parameters related to NSFW posts

2.2.4 Results
2.2.4.1 Co-posting activity of NSFW posts authors

The goal of this analysis is to verify whether there is any correlation between the
authors of NSFW posts. As shown previously, we will extract the information of
interest and we will compare the behavior of authors of NSFW posts with the ones

of SFW posts. In this activity, we will use a support data structure that we call co-
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posting network. Having observed in all the previous experiments that the results
obtained for the Jan-Feb datasets (i.e., D and 1_)) are stable, from now on we will
refer to these two datasets only, avoiding to report the analysis of Mar-Apr datasets,
too. In addition, since most of the operations that we will perform on the co-posting
network are computationally expensive, we randomly extracted a subset D* (resp.,
Z_?*) of D (resp., 1_7) consisting of 75,000 SFW (resp., NSFW) posts to work on.

As a first task of this analysis, we give a formal definition of the co-posting net-
work P (resp., P) built from the authors of SEW (resp., NSFW) posts stored in D*
(resp., 5*).

Formally speaking,

P =(N,E) P=(N,E)

Here, N (resp., N) is the set of the nodes of P (resp., P). There is a node n; € N
(resp., N) for each author a; of SFW (resp., NSFW) posts of D* (resp., D). There is
an edge (n;,nj,w;;) € E (resp., E) if the authors a; and a;j (associated with n; and nj,
respectively) submitted at least one post in the same subreddit. w;; is the number of
subreddits having at least one SFW (resp., NSFW) post of 4; and, simultaneously, at
least one SFW (resp., NSFW) post of a;.

Then, we calculated some of the basic parameters of P and P; they are shown in

Table 2.22. From the analysis of this table, we can deduce that:

* The number of co-posting authors of NSFW posts is smaller than the number of
co-posting authors of SFW posts.

¢ The authors of NSFW posts are more interconnected with each other. This is
shown by both the density of P (which is about three times the one of P) and the
average degree of P (which is much greater than twice the degree of P). As we
will see in the following, this can be explained considering that they are authors
belonging to a niche context.

+ The average clustering coefficient of P is greater than the one of P, but not as
much as the density. This suggests that in P fewer triads are closed than in P.
This implies that, probably, in P there are more “bridge” authors than in P. These
authors tend to act as intermediaries between other authors who do not know
each other. They could be expert authors who cooperate with many new authors

initially unknown to each other.

After this, we computed the distribution of the nodes of P and P against their
degree centrality. The results obtained are reported in Figures 2.34 and 2.35.
From the analysis of these figures we can see that both distributions follow a

power law. We computed the corresponding values of a and 6 and obtained that
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HPammeter HP ‘5 H
Number of nodes 59,465 36,758
Number of edges 3,164,169|5,398,082
Density 0.001789 {0.007990
Maximum Degree 2,593 3,670
Average Degree 106.42 293.70
Average Clustering Coefficient || 0.7388 0.7755

Table 2.22: Basic parameters of the co-posting networks P and P
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Fig. 2.34: Distribution of the nodes of P against their degree centrality - linear scale

(on top) and log-log scale (on bottom)

a=2.2929 and 6 = 0.0470 for P and a = 2.6811 and & = 0.0678 for P. These values

tell us that the two distributions are similar.

Furthermore, looking carefully at the distributions in Figures 2.34 and 2.35, it

emerges another unexpected, extremely peculiar, feature. In fact, we can observe

some spikes. Excluding that these spikes are noise, they could be caused by the fact

that the networks P and P are actually disconnected and each network consists of

a set of connected components. We found extremely interesting to check if this hy-
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pothesis was true. Therefore, we carried out this analysis and verified that, actually,
we were right. In fact, we found that P consists of 15,952 connected components.
Of these, 11,514 are made up of a single node. The maximum connected component
includes 21,364 nodes (equal to 35,92% of the network nodes) and 2,909,206 arcs
(equal to 91.94% of the network arcs). The distribution of the connected compo-
nents against their size (i.e., the number of nodes they include) follows a power law
with @ = 1.562 and & = 0.060. The network P consists of 6,032 connected compo-
nents, where 5,214 are made of a single node. The maximum connected component
comprises 28,165 nodes (equal to 76.62% of the network’s nodes) and 5,382,255 arcs
(equal to 99.71% of the network’s arcs). The distribution of the connected compo-
nents against their size follows a power law with a = 1.548 and 6 = 0.065.

The analysis of connected components strengthens some results obtained previ-
ously, in particular: (i) the number of co-posting authors of SFW posts is greater than

the corresponding number of co-posting authors of NSFW posts; (i) the authors of
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NSFW posts are more connected to each other (probably due to the presence of the
“bridge” users mentioned above) than the ones of SFW posts.

At this point, we wanted to investigate more on the behavior of the authors of
SFW and NSFW posts. Specifically, we treated three activities, namely the writing of
posts, the tendency to publish on many subreddits and the ability to attract interest.
For each of these activities, we selected the top-ten authors from the maximum con-
nected component of P and P and we studied their behavior. In particular, Figure
2.36 (resp., 2.37 and 2.38) shows the top-ten authors who wrote the highest number
of posts (resp., published in the largest number of subreddits, received the highest
number of comments). The left part of this figure refers to the authors of SFW posts
(belonging to the network P), while the right part refers to the authors of NSFW

posts (belonging to the network P).

Number of posts
Number of post:

Fig. 2.36: Top-ten authors who submitted more posts - authors of SFW posts at left
and of NSFW posts at right

Number of subreddits
Number of subreddit:

L
ERS
5
3w

Author " Author

Fig. 2.37: Top-ten authors who published on more subreddits - authors of SFW posts
at left and of NSFW posts at right

These figures altogether outline a very precise author behavior. In fact, it can
be noted that, regardless of the activity considered, the authors of SFW posts show a
power law distribution, while the authors of NSFW posts show a very slowly decreas-
ing distribution. This allows us to conclude that there are few very active authors of
SFW posts and many inactive ones in Reddit. By contrast, there are many quite ac-
tive authors of NSFW posts. Once again, it seems that these last tend to “team up”

much more than the ones of SFW posts.
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Number of comments
Number of comments

Fig. 2.38: Top-ten authors who received more comments - authors of SFW posts at

left and of NSFW posts at right

These results can be explained considering that the phenomenon of NSFW posts
is a niche one involving mostly particular kinds of user. These are very cohesive and
form a fairly closed group. On the other hand, as we will see better in Section 2.2.4.3,
all the knowledge extracted confirms this reasoning about the context behind NSFW

posts.

2.2.4.2 Evaluating assortativity of NSFW posts authors

The concept of “assortativity”, or “assortative mixing”, in a social network points out
the predilection of its nodes to be connected with other nodes that are somehow sim-
ilar to them. This concept, introduced by Newman [502], can be seen as an evolution
of the concept of homophily [468], typical of Social Network Analysis. Assortativity
is orthogonal to node similarity metrics considered, even if most of the authors in
the literature have studied it with respect to node degree. According to this defini-
tion of assortativity, the nodes of a social network tend to be linked with other nodes
having a degree similar to their own.

Assortativity is considered an extremely important property to be investigated
by social network researchers. So we decided to analyze it for the authors of SFW
and NSFW posts in Reddit. We would also pinpoint that: (i) like in the previous
analyses reported above, the goal is to characterize the assortativity of the authors of
NSFW posts versus the one of the authors of SFW posts; (ii) the similarity property
we decided to test for assortativity is node degree, because it is the most investigated
one in the past literature on assortativity®.

To carry out our assortativity analyses, we used the co-posting networks P and
P defined in Section 2.2.4.1. We showed the distributions of the nodes of these net-
works against degree centrality in Figures 2.34 and 2.35. As a first task, we sorted
the authors of the two networks in descending order of degree centrality. After that,

we split this ordered list into intervals. In particular, we considered 40 equi-width

9 Actually, at the end of this section, for a further evidence of the results obtained, we also

considered eigenvector centrality, beside degree centrality.
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intervals {Z;,Z,,---,Zao)} for P and {Z,Z,,---,Z 4o} for P. Since the number of nodes
of P (resp., 7_7) was 59,465 (resp., 36,578), each interval Z (resp., fk) contained 1,487
(resp., 915) authors'®.

At this point, we considered the interval Z; (resp., Z;) and, for each interval Z;
(resp., Zx), we determined how many authors of Z; (resp., Z;) were connected to at
least one author of Z; (resp., Z ). The results obtained are shown in Figure 2.39(a)
(resp., 2.39(c)). Next, we computed the percentage of the authors of Z; (resp., Z),
who were connected to at least one author of Z; (resp., Z;). The results obtained are
shown in Figure 2.39(e) (resp., 2.39(g)).

The analysis of Figures 2.39(a) and 2.39(e) shows a close correlation (i.e., a sort of
backbone) between the authors of SFW posts with the highest degree centrality. On
the contrary, the analysis of Figures 2.39(c) and 2.39(g) shows that this phenomenon
does not occur for the authors of NSFW posts.

In order to evaluate the statistical significance of this result, we generated a null
model to compare our outcomes with those of an unbiasedly random scenario. In
particular, we built our null model shuffling the arcs of P (resp. P) among the nodes
of this network. In this way, we left the original characteristics of P (resp. P) un-
changed, except for the distribution of co-posting activities, which became unbias-
edly random in the null model. The results obtained are shown in Figures 2.39(b),
2.39(d), 2.39(f) and 2.39(h).

Comparing Figures 2.39(b) and 2.39(f) with Figures 2.39(a) and 2.39(e) we can
see that the represented distributions are similar. Indeed, many of the ranges with
the highest values of Figures 2.39(a) and 2.39(e) continue to reach the highest values
in Figures 2.39(b) and 2.39(f), too. However, these values are much smaller in the
latter case. Therefore, we can conclude that the behavior observed in Figures 2.39(a)
and 2.39(e) is not random, but intrinsic to P (and, therefore, to the authors of SFW
posts in Reddit). On the contrary, if we consider Figures 2.39(c) and 2.39(g) (regard-
ing the authors of NSFW posts in Reddit) and compare them with Figures 2.39(d)
and 2.39(h), we can see that this phenomenon does not occur for the authors of P.

The above analysis suggests that there is a degree assortativity among the au-
thors of SFW posts but not among the authors of NSFW posts. However, in order
to confirm the assortativity of the authors of SFW posts, we need to verify whether
this trend is still valid for the authors with an intermediate degree centrality and for
those with a low degree centrality. If we want to make an exhaustive analysis, we
should repeat the tasks previously performed for Z; (resp., Z,) for all the 40 inter-

vals. For lack of space, we will limit our analysis to the intervals Z,, (resp., Z,), as

10 Actually, the last interval had a slightly smaller size equal to 1,472 (resp., 893) authors.
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Fig. 2.39: Degree Assortativity of the authors of NSFW and SFW posts (high degree

authors)

the representative of those with intermediate degree centrality, and Z3, (resp., Z39),
as the representative of those with low degree centrality!!.

Figure 2.40(a) (resp., 2.40(c)) shows the number of authors of Z, (resp., Z ) con-
nected with at least one author of Z; (resp., Z), while Figure 2.40(e) (resp., 2.40(g))

11 We did not choose the intervals I (resp., fk), k > 30, because, during the analysis of the
connected components, we saw that there is a high number of isolated nodes in P (resp., P)
- see Section 2.2.4.1. Clearly, these nodes belong to the highest intervals and, if considered,
could represent a bias in our analysis. To avoid this bias, we chose to not consider the inter-
vals where they reside, and to select Z3g (resp., Z30) as the representative of the intervals

with low degree centrality.
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shows the percentage of authors of Z; (resp., ) connected with at least one author
of Zyq (resp., Z ). The analysis of these figures suggests the existence of a close cor-
relation among the authors of SFW posts with an intermediate degree of centrality;

this correlation does not exist for the authors of NSFW posts.
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Fig. 2.40: Degree Assortativity of the authors of NSFW and SFW posts (medium

degree authors)

Even in this case, we compared these findings with those obtained in the null
model. The latter are shown in Figures 2.40(b), 2.40(d), 2.40(f) and 2.40(h). Looking
at all the diagrams reported in Figure 2.40, once again we can conclude that the

observed behavior is not random, but it is a property of Reddit.
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In the light of the last observation and of the previous conclusions on authors
with an intermediate and a high degree centrality, we can certainly assert that there
is no degree assortativity for the authors of NSFW posts. Instead, the possibility that
such assortativity exists for the authors of SFW posts remains open.

In order to verify this last possibility, we carried out a study on the authors of Z3.
Figure 2.41(a) shows the number of authors of I3, connected to at least one author of
I, while Figure 2.41(c) shows the percentage of authors of Z; connected to at least
one author of Z3y. These figures reveal the presence of a close correlation between

the authors of SFW posts with a low degree centrality.
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Fig. 2.41: Degree Assortativity of the authors of SFW posts (low degree authors)

Even in this case, we compared the results obtained with those returned using
the null model. We report the latter in Figures 2.41(b) and 2.41(d). The comparison
of these figures with Figures 2.41(a) and 2.41(c) confirms that the behavior observed
for these authors is an intrinsic property of Reddit.

Having verified that there is a sort of backbone among the authors of SFW posts
with high (resp., medium, low) degree centrality, we can conclude that there is a
degree assortativity for the authors of SFW posts in Reddit. Instead, this property is
absent for the authors of NSFW posts in Reddit.

A further interesting analysis is to check if the tendency of the authors of SFW
posts to be assortative and the tendency of the authors of NSFW posts to be not
assortative is general or strongly depends on the type of assortativity that is being

considered (in this case, degree assortativity).
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As a premise to this discussion, it should be pointed out that every form of as-
sortativity is independent, so it is impossible to come to a general rule. However, the
analysis previously mentioned could surely lead us to discover some trends.

Therefore, we chose a second form of centrality (in particular, the eigenvector
centrality) and we repeated all the steps previously taken for degree centrality with
this second one.

The results obtained are very similar to those we have seen for degree centrality,
i.e., we found the existence of a strong eigenvector assortativity for the authors of
SFW posts and a lack of eigenvector assortativity for the authors of NSFW posts.
For space reasons, we cannot show all the results. However, in order to give an idea
of them, in Figure 2.42, we report what happens for authors with high eigenvector
centrality. Comparing this figure with Figure 2.39, we can observe a strong similarity
in the authors behavior in the two cases. As a consequence, we can say that SFW
authors tend to be assortative, while NSFW authors tend to be not assortative.

This result can be explained by the strong community sense of the authors of
NSFW posts. They are so cohesive that they do not feel the need to split into groups
of peers. The most active people are still willing to interact with everyone else and

not only with other equally active people.

2.2.4.3 Knowledge findings on posts, authors and subreddits

Combining together all the previous results, we can define three main findings re-
lated to posts, authors and subreddits, respectively. Some of these findings are made
up of several sub-findings.

The three findings are the following:

PF (Finding on NSFW posts)
1. NSFW posts are generally published in much fewer subreddits, have
much lower scores and are much less commented than SFW posts.
2. The scores of comments to NSFW posts are much lower than the ones

to SFW posts.

AF (Finding on NSFW authors)

1. NSFW authors tend: (i) to publish more posts, (ii) to publish in a fewer
subreddits, (iii) to have a lower number of co-posting authors, (iv) to be
more interconnected, active and “teamed” than SFW authors.

2. The maximum number of negative posts published by a single NSFW au-
thor is much higher than the corresponding one of a single SFW author.

3. Differently from what happens to SFW authors, there is no degree assor-

tativity and no eigenvector assortativity among NSFW authors.
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Fig. 2.42: Eigenvector Assortativity of the authors of NSFW and SFW posts (high

degree authors)

SF (Finding on NSFW subreddits)

1. NSFW subreddits receive much fewer comments than SFW subreddits.

Now, we examine the previous findings in order to identify their correlations.
This allows us to have a general view of the phenomenon of NSFW posts in Reddit.
The finding PF.1 tells us that an NSFW post is published in a limited number
of subreddits. The finding AF.1 states that NSFW authors publish more than SFW
ones. Now, since NSFW posts are fewer than SFW ones, we can conclude that NSFW

posts have a much more limited number of authors. In addition, the combination of
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PF.1 and AF.1 is also a justification to the claim that NSFW authors publish in fewer
subreddits than SFW authors.

Combining the findings PF.1 and AF.1 we can conclude that the phenomenon of
NSFW posts is a niche one.

The finding PF.1 also tells us that the NSFW posts are little appreciated; actually,
this information was quite expected. The results expressed by the finding PF.1 are
reinforced by the finding AF.2, which tells us that the maximum number of negative
posts published by a single NSFW author is greater than the corresponding number
of an SFW author. The finding AF.2 is also, in part, a direct consequence of the finding
AF.1.

The finding SF.1, stating that the NSFW subreddits receive fewer comments than
SFW ones, represents a further confirmation of what the findings AF.1 and PF.1 say
about the fact that NSFW posts are a niche phenomenon.

The poor consideration for NSFW posts, expressed by the finding PF.1, is further
confirmed by the finding PF.2, which tells us that not only NSFW posts, but even
comments to these posts, receive a much lower score than the comments to SFW
posts.

The finding AF.1 (which tells us that the number of co-posting NSFW authors
is fewer than SFW authors and that NSFW authors are more interconnected, active
and “teamed” than SFW ones) represents a further confirmation that the NSFW post
phenomenon is a niche one, carried out by few authors. However, it also tells us
that these authors are very active and very well interconnected, ready to play “team-
work”.

The last finding extracted, i.e., the finding AF.3, specifies that there is no degree
or eigenvector assortativity for NSFW authors. In other words, the strong connection
existing among NSFW authors is so widespread and compact that it does not let
authors group into “narrow circles”. In fact, the sense of cooperation between these
authors is so high that the most active ones still collaborate with everyone else and
do not limit their interactions to only those with their direct peers, as often happens

in many other contexts.






Yelp

In this chapter, we apply our complex network approach to the popular social network
Yelp. Initially, we introduce the concept of k-bridge (i.e., a user who connects k sub-
networks of the same network or k networks of a multi-network scenario) and propose
an algorithm for extracting k-bridges from a social network. Then, we analyze the special-
ization of this concept and algorithm in Yelp and derive several knowledge patterns about
Yelp k-bridges. Furthermore, we define three stereotypes of Yelp users, along with their
characteristics and the profile of negative influencers in Yelp. Regarding these lasts, we in-
vestigate their influence on their friends while doing negative reviews and the correlation
between the centrality measures and being this kind of influencer.

The material present in this Chapter is taken from [169, 207].

3.1 Defining and detecting k-bridges

3.1.1 Introduction

Bridges, i.e., entities connecting different sub-networks of the same network or
different networks of a multi-network scenario, attracted the interest of many re-
searchers in several disciplines, ranging from sociology to telecommunication net-
works and transports. They also attracted the interests of researchers studying On-
line Social Networks, who considered them as users linking sub-networks of a single
network [279, 606, 416, 95, 98, 689] or linking different networks in a multi-network
context [134, 141, 136, 517].

In the past, all researchers focused on the bridge capability of connecting two
communities. However, with the proliferation of social media, bridges currently tend
to connect a higher number of sub-networks in a network or a higher number of
networks in a multi-network scenario. Furthermore, we argue that their behavior
and properties could vary against the number k of communities they connect. As a

consequence, it appears interesting to introduce a new notion, that we call k-bridge. A
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k-bridge is a user who connects k sub-networks of a network or k networks of a multi-
network scenario. k-bridges are particular users capable of playing an important role
in opinion transmission, user influence, etc. Indeed, they allow a person or a business
in a community to be known in another one. This may have important applications
in the dissemination of information, in the search for influencers, and in marketing,
for example when a business, leader in one category, wants to expand in another
related category.

In this chapter, we first present and formalize the notion of k-bridge and we show
that it has interesting properties, such as the anti-monotone one. Then, we propose
a k-bridge detection algorithm that exploits these properties. Afterwards, we extract
several knowledge patterns about k-bridges.

In order to carry out these activities, we use Yelp as the main reference network.
Yelp! is a platform that helps people find local businesses, like dentists, restaurants,
hair stylists, and many more. It is a business directory service and a crowd-sourced
review forum that provides its users with a web site (Yelp.com), a mobile app (Yelp
mobile app), and a reservation service (Yelp reservation). In the second quarter of 2019,
it reached a monthly average of 37 million visitors through its mobile application
and 77 million visitors through its web site, along with a total of 192 million reviews.

The motivations underlying our choice to adopt Yelp as a main study platform
are related to its pure crowd-sourced nature. This characteristic is very important
in our investigations as users in Yelp are free to interact with the platform and
write reviews without constraints. As a matter of fact, researchers have found in
Yelp one of the main resources for studying user behavior in open-review platforms.
Therefore, many works on Yelp have been focused on review and rate analysis, sen-
timent analysis, fake review and fake rate discovery, and recommendation analysis
(145, 648, 493, 444, 669).

The definition of k-bridges in Yelp starts from the hypothesis of seeing this social
platform as a set of sub-nets or communities, one for each of its macro-categories.
Actually, the importance of studying Yelp categories has already been highlighted in
recent scientific literature [187]. In this chapter, we want to go one step further and
we consider that the communities associated with the macro-categories of Yelp are
not independent from each other, because a user who reviews businesses of different
macro-categories belongs to several communities.

Even if we performed our investigations of k-bridges and their characteristics in
Yelp, we carried out some of the same experiments in two additional networks, i.e.,

Reddit? and the network of patent inventors derived from PATSTAT-ICRIOS [199],

U https://www.yelp.com
2 https://www.reddit.com



3.1 Defining and detecting k-bridges 93

a repository storing metadata of patents submitted in many countries (see below).
The ultimate goal was to verify if the results we found in Yelp were generally valid
for k-bridges.

As a last contribution, we present two possible use cases that could benefit from
the knowledge and the exploitation of k-bridges. The former regards the engagement
of k-bridges in Yelp to find the best targets of a market campaign, whereas the latter
concerns the analysis of k-bridges” activities to infer new products/services in order
to expand and improve the revenues of existing businesses.

The outline of this chapter is as follows: in Section 3.1.2, we present related lit-
erature. In Section 3.1.3, we propose a model for k-bridges along with an approach
to extract them, and we investigate the k-bridge users properties. Then, in Section
3.1.4, we study the relationships between k-bridges and macro-categories in Yelp,
validate their properties in other social networks (such as Reddit and the network of
patent inventors), and present two use cases that could benefit from k-bridges and

their properties.

3.1.2 Related Literature

Studying the behavior of users in social platforms is a fundamental aspect to
understand the dynamics underlying the diffusion and the growth of these sys-
tems [365, 721]. A lot of research has been devoted to understanding how users
interact in social media and how information diffusion takes place inside them
[66, 661, 690, 100].

The interaction among users has been studied by leveraging several information
available in these social systems, ranging from existing public friendship relation-
ships to the posting of the same piece of information [588, 107, 15].

These studies have proved that there exist different categories of users, each par-
ticipating to the platform with different levels of activity and heterogeneous contents
[91, 455].

Of course, when dealing with user interactions, it is important to consider
those that cannot be examined homogeneously [147]. This rises the necessity of
analyzing data of each social medium by decomposing it in different networks
of relations. Multi-relational networks have been largely investigated in the past
[634, 223, 697, 717]. For instance, in [223], the authors focus on link prediction in
an environment characterized by multiple relation types. Specifically, they present a
probabilistically weighted Adamic/Adar measure for networks with heterogeneous
relations. Moreover, they test their solution against three different real-world net-
works, characterized by heterogeneous relations, showing the performance of both

supervised and unsupervised link prediction in such a multiple relation scenario.
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Still in the context of predicting links in a multi-relation system, the authors of [697]
focus on a co-authorship network and consider different types of link, namely: (i) co-
author; (ii) co-participation to the same edition of a conference, and (iii) geographic
proximity. They present a Multi-Relation Influence Propagation Model and demon-
strate its usefulness in the link prediction task. Another interesting approach in the
field of multi-relation networks is the one proposed in [719]. Here, the authors com-
bine the analysis of the friendship network with a study of the author-topic network,
both built from the information available in an Online Social Network. They use this
knowledge to refine a community detection strategy and prove that the additional
information coming from the author-topic network is fundamental to improve the
overall performance of their strategy.

Considering each social medium as a set of overlapping relation networks also
opens important consequences in the role of each user inside these platforms. In-
deed, in [634] the authors perform a deep analysis of an Online Social Network
derived by a community of online gamers. To study the multi-relation nature of
this system, they consider three types of positive interactions (e.g., friendship) and
three types of negative ones (e.g., enmity). First, they study each of these networks
separately and find that those built on top of negative interactions have lower reci-
procity, weaker clustering and fatter-tail degree distribution than those built on top
of positive interactions. Then, they report a study about the tendency of users to be
members of more networks and, hence, to play different roles inside the community.

Like the work described in [634], different studies have been devoted to analyz-
ing the role of users in the creation of social communities. In particular, the authors
of [371] demonstrate that users with a weak connection, bridging heterogeneous
groups, have higher levels of community commitment, civic interest, and collective
attention than the other users. Furthermore, they prove that Internet users, who
bridge heterogeneous online communities by means of weak ties [298], have high
social engagement, use the Internet for social purposes, and are prone to become
members of new social communities.

The interest towards users serving as bridges among communities has increased
over the years so that several studies have been performed to analyze the behavior
and peculiarities of such users in complex networks [279, 606, 416, 54].

Studying nodes bridging communities together has been also a crucial research
direction in the context of multi-relation networks [95, 98]. Here, the heterogene-
ity of the scenario is more evident because of the different nature of the relation
considered. In particular, the authors of [95] report a complete analysis of bridge
users among multi-relation networks. Specifically, they introduce a new class of pa-

rameters, namely Dimension Relevance, which measures the importance of different
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dimensions for the user’s capabilities of being a bridge. In order to prove the mean-
ingfulness of their measures, they leverage real networks as well as null models and,
then, they study the overlapping dimensions along with their effect on user connec-
tivity.

In [98], instead, the authors focus on community discovery strategies taking the
multi-relation structure of the network into account. Specifically, they define a new
concept of community that groups together nodes sharing memberships to the same
mono-relation communities and propose a community discovery algorithm based
on frequent pattern mining in multi-relation networks. This algorithm is able to
find multi-relation communities based on the analysis of frequent closed itemsets
from mono-relation community memberships.

Still in the context of bridges among heterogeneous communities, several studies
also analyzed the behavior of users serving as bridges among different social net-
works [134, 141, 136]. Here the concept of community is extended in such a way
that a community is mapped to a whole social network. Specifically, in [134], the
authors report a complete identikit of users bridging different social networks. They
compare the behavior of this type of users with other members having different lev-
els of activity and participation to the platforms. The results show that bridges are
more active than average users but they still are not at the top of the tall head of the
power law distribution that models user activities in these systems. Another study in
this context is the one described in [141]. Here, the authors leverage the peculiarities
of bridges to define a new crawling strategy to sample a multi-social network envi-
ronment. Finally, the work of [136] performs a comparative study of users serving as
bridges among two of the most famous social networks, namely Facebook and Twit-
ter. Once again, the authors report that bridges have unique behaviors compared to
normal users and that they tend to start new activities in social media. The authors
also prove that this type of users is more aware of the functionalities provided by
the online social platforms they are involved in. Interestingly, bridges are found to
be also more cautious when it comes to their privacy and the security of the infor-
mation released in social media.

All the works described above clearly highlight the importance of studying the
peculiarities of users acting as melting pots among different social communities. The
analysis performed follows this trend. Furthermore, it considers the different nature
of the relations among users and investigates the role of bridges for each of them.
Interestingly, to the best of our knowledge, our investigation is the first to study
this type of users in Yelp. Actually, in recent years, Yelp has received a lot of atten-
tion from the scientific community. The corresponding works can be classified in the

following groups, according to their goal: (i) Rating Analysis: It includes the inves-
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tigations that analyze the dynamics describing how rates are assigned to businesses
in Yelp [145, 342, 414, 630, 215, 614]; (ii) Review Analysis: It comprises the works
focused on the analysis of reviews and of what events drive the users writing them
(648, 632, 529, 530, 88, 307]; (iii) Sentiment Analysis: It also deals with the analy-
sis of reviews, but with a specific focus on their content from a sentiment point of
view [493, 582, 58, 306]; (iv) Fake review and rate discovery: It includes the proposals
dealing with the detection of fake reviews and rates [444, 492, 456, 408]; (v) Recom-
mender Systems: It comprises all the research works devoted to providing Yelp users
with recommendations about suitable businesses, other users to interact with, and
even text suggestions for new reviews [669, 395, 242, 187, 660].

Despite our work shares some similarities with several other ones described in
this section, to the best of our knowledge, this is the first attempt to introduce a
new concept, namely the k-bridge. This concept formalizes the idea that, in social
networking, bridges with different level of strength exist, and that the strength of
bridges represent an important dimension to investigate when analyzing their be-
havior in the environment which they operate on.

Given the new concept of k-bridge, this chapter provides several contributions to

understand the main features of this kind of actors. In particular:

» It shows that k-bridges enjoy the anti-monotone property.

» Starting from this property, it proposes a new algorithm for the extraction of
k-bridges from social networks.

e It provides a model for representing k-bridges in the social network they belong
to.

* It presents three specializations of the concept of k-bridges for Yelp, Reddit and
the network of patent inventors.

e It finds several important characteristics of k-bridges and shows that they are
valid independently of the social network they refer to.

* It presents two use cases highly benefiting from bridges; the former regards the
identification of the best targets of a market campaign, whereas the latter con-

cerns the identification of new products/services to propose.

Our study strongly differs from the ones about Yelp presented above. Indeed, the
purpose of our investigation is to provide a deep insight on the features of users
acting as bridges among different Yelp macro-categories. The importance of study-
ing Yelp categories has already been highlighted in recent scientific literature. For
example, in [187] the authors argue about the importance of properly weighting
features and information across categories when dealing with recommender sys-

tems. We start from this assumption and focus on users encouraging the interaction
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among different Yelp macro-categories. The heterogeneous nature of Yelp macro-
categories allows us to classify our work among those studying the peculiarities of
users who act as bridges in heterogeneous online communities. In Yelp, the same
pair of users can be linked by different kinds of relationship, for instance friendship
and co-review. As a consequence, we can derive different network-based represen-
tations of a Yelp user, one for each kind of possible relationship type that can be
defined among its users. Thanks to this, we can investigate k-bridges in Yelp from
different viewpoints, one for each representation. Following a terminology similar
to the one adopted in the approaches described above, this way of proceeding can
be summarized by saying that we analyze Yelp as a multi-relation environment. The
knowledge of previous works, along with the analogies and differences between the
ideas reported therein and the objectives of our research, represents the base of our
k-bridge model and our k-bridge extraction approach that we present in the next

sections.

3.1.3 Methods
3.1.3.1 A model for k-bridges and an approach to extract them

In this section, firstly we propose a general model for k-bridges, and specialize it to

several social networks and, then, we present an algorithm to extract k-bridges.
Defining and modeling k-bridges

Let NV be a social network and let CS be the set of the communities of A/ of our

interest:
CS = {61,62,"' ,CM}

Given the community C;, 1 <i < M, it is possible to define the corresponding
user network U; = (N;, A;). N; is the set of nodes of U;; there is a node ni, for each
user uj, belonging to C;. A; is the set of arcs of U;; there is an arc a,, = (nip, ”iq) €A;
if there exists a relationship between the users uj, and Ui, corresponding to ni, and
ni,, respectively.

Finally, it is possible to define the overall user network ¢/ = (N, A) corresponding
to \V. There is a node n; € N for each user of V. There is an arc a,, = (n,,1,) € A if
there exists a relationship between the users u, and u,, corresponding to n, and n,,
respectively.

Here, and in the previous definition, we do not specify the kind of relationship
between users. As we will see in the following, it is possible to define a specialization
of U for each relationship we want to investigate. For instance, U/ is the specializa-

tion of & when we consider friendship as the relationship between users.
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After having introduced our model, we can present our definitions of k-bridge,

bridge, non-bridge, strong bridge and very strong bridge.

Definition 3.1. A k-bridge is a user of N/ belonging to exactly k different communi-

ties of this social network, 1 <k < M. O

Definition 3.2. A non-bridge is a k-bridge such that k = 1, i.e., a user belonging to

exactly one community. O

Definition 3.3. A bridge is a k-bridge such that k > 2, i.e., a user who belongs to at

least 2 different communities of N. m|

Definition 3.4. A strong bridge is a k-bridge such that k > th,. Here, th; is a threshold

such that 2 < thy < M. |

Definition 3.5. A very strong bridge is a k-bridge such that k > th,,. Here, th, is a
threshold such that thg < th,; < M. m|

Observe that the definition of k-bridge is anti-monotone. This means that if a
user is a k-bridge then she is also a h-bridge 1 <h <k -1.

Finally, given a k-bridge u’g € U, there are k nodes My, Mo, g, associated with
her, one for each community of A it belongs to. Each node represents a sort of

“avatar” of ull,f in the network corresponding to this community.
An algorithm for k-bridge extraction

An important consequence of the anti-monotone property of k-bridges mentioned
above is the possibility of designing an optimized algorithm to extract them, bor-
rowing some ideas from the well-known Apriori approach [17]. Indeed, the anti-
monotone property allows us to state that the search space to find k-bridges is re-
duced to the set of identified (k-1)-bridges, which can be obtained, in turn, starting
from the set of identified (k-2)-bridges, and so forth. This observation strongly re-
sembles the reasoning and the properties underlying the Apriori algorithm. In our
case, due to the possible huge number of users who could be bridges, it is more
convenient to revert the problem and extend our reasoning to communities. Indeed,
according to the definition of bridges, we can derive a formal property for commu-

nities, as follows:

Property 3.6 (Anti-monotonicity of communities). All the communities involved in the

definition of k-bridges must also be involved in the definition of (k-1)-bridges. O

Therefore, a possible algorithm to identify k-bridges from the communities of a

social network consists of the following steps. First, for each community, the set of
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the corresponding users is retrieved. Intuitively, in order to be consistent with its
general definition, a community must have a minimum number of users joining it.
We call this measure support and we impose that a community must have a support
greater than a threshold min_sup. The result of this step is a set of communities
called L;.

To obtain 2-bridges, we start from L; and compute a set of community pairs,
called Pj, joining L, with itself. Each pair of communities in P; represents a possi-
ble case in which at least a user acts as a bridge between them. Therefore, for each
pair of communities in P;, we compute the intersection of their users, and impose,
once again, that its cardinality is greater than min_sup. The resulting filtered set of
community pairs is called L,. Observe that, for each community pair in L,, the in-
tersection among the corresponding users is also an outcome of this iteration as it
contains all 2-bridges.

To compute 3-bridges, the algorithm proceeds by joining L, with itself; in this
way, it obtains a set of community triplets, called P,. Each triplet in P, contains the
communities candidate to be simultaneously joined by 3-bridges. Once again, for
each triplet in P, we compute the intersection of users among the three communities
and impose that its cardinality is greater than min_sup. The resulting set is called
L. Also in this case, the set of 3-bridges, which is the outcome of this iteration, is
implicitly obtained in the intersection computed above for each element of Lj.

In general, this procedure can be extended to compute k-bridges starting from
the set Ly_; used to computed (k-1)-bridges. Algorithm 1 reports a pseudo-code of
our approach for extracting k-bridges from a social network.

As a final remark, we observe that our solution can be easily extended to a big
data strategy (which is a realistic requirement in the social network context) by lever-
aging the advances available for Apriori in the scientific literature, because our algo-
rithm follows a strategy very near to the one adopted by Apriori. For instance, it is
possible to adapt our solution to work in a Map-Reduce based architecture following

the studies described in [420, 702].
Specializing our k-bridge model to Yelp

In Yelp, businesses are organized according to a taxonomy consisting of four levels.
Level 0 comprises 22 macro-categories. Each macro-category has one or more child
categories, so that level 1 comprises 1002 categories. A category may have zero, one
or more sub-categories, so that level 2 consists of 532 sub-categories. Proceeding
with this reasoning, the final level, i.e., level 3, has only 19 sub-sub-categories; in-

deed, most sub-categories are not further categorized.
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Input

m D, a dataset of a Social Network
m (S, the set of communities of D

m min_sup, a suitable threshold for minimum support
Output

m  Lg, the set of k-communities linked by k-bridges
m By, the set of k-bridges

Require: L;, a temporary set; getN(C;) a function returning the set of users of the

community C;

L1 ={C; | C; €CS A|getN(C;)| > ths} //the set of communities in the dataset having support
greater than min_sup
P =Ly v>Ly //>ais the join operator
j =2 //start with 2-bridges
while j <k do
if P = () then
//for each tuple of the communities in P
for <(C1),(Cy),,(Cj) >€ P do
I =getN(Cy) NgetN(Ca)N---NgetN(C))
//if the minimum support is satisfied for this intersection
if |I| > min_sup then
Add <Cy,Cp,-++,Cj>to Ly
//in the last iteration, store the found bridges and the involved
//communities into the output parameters By and Ly, resp.
if j ==k then
Add I to By

end for
P =LyvaL; //re-compute P for the next iteration
j++ L =0
end if
end while

return Lj, By

Algorithm 1: k-bridges Extraction Algorithm

When we specialize our model to Yelp, we have that this social network can be

modeled as a set of 22 communities, one for each macro-category:
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Y= {y1;y2;"' 'y22}

Given the macro-category V;, 1 <i < 22, and the corresponding user network
U; = (N, A;), there is a node ni, for each user uj, who reviewed at least one business
of ;. Based on the relationship that we want to model, &/ can be specialized into
U’, obtained when we consider friendship as the relationship between users, and
U, obtained when co-review (i.e., reviewing the same business) is the relationship
between users.

Given a k-bridge ug € U, the k nodes My, My e g associated with her represent

up in the k macro-categories where she performed at least one review.
Specializing our k-bridge model to Reddit

In Reddit, a user can participate to several subreddits. In this social network, the
number of both users and subreddits is huge. So, in specializing our model to it, we
consider only a subset of subreddits, for instance those about a certain topic or those
published in a certain time interval. We can consider all the users who published at

least one post in a subreddit as a community. So, we can model this scenario as:
R ={51,82,-+,Sum}

Given the subreddit S;, 1 < i < M, and the corresponding user network U; =
(N;,A;), there is a node ni, for each user uj, who submitted at least one post in S;.
Based on the relationship that we want to model, ¢/ can be specialized into /P, ob-
tained when co-posting (i.e., contributing to the same subreddit) is the relationship
between users.

Given a k-bridge u},f € U, the k nodes associated with her represent up, in the k

subreddits where she submitted at least one post.
Specializing our k-bridge model to the community of patent inventors (and/or applicants)

Patents are largely investigated in scientific literature because they provide a large
amount of knowledge patterns on Research & Development sector [262, 236]. Patents
can be grouped in several ways, for instance based on the country of their inventors
and/or applicants or according to the International Patent Classification (IPC) class
they belong to. According to this classification, they have associated a symbol of the

form A01B 1/00. Here:

e The first letter denotes the “section” of the patent (for instance, A indicates “Hu-
man necessities”).
* The following two digits denote its “class” (for instance, A0l indicates “Agricul-

ture; forestry; animal husbandry; trapping; fishing”).
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HNotation Semantics H

a generic social network
Ci the i*" community of A
M the maximum number of communities of N/
U; the network representing the users of C; and their relationships
N; the set of nodes of U;
Aj the set of arcs of U;
uf the pth user of the community C;
nf the node of U; corresponding to uf
the overall user network corresponding to A/
n; anode of U
ur the specialization of U to the relationship r
thg the threshold for defining strong bridges
thys the threshold for defining very strong bridges
Vi the ith community of Yelp
S; the i'" subreddit of Reddit
I the set of inventors who filed at least one patent belonging to the i*" IPC class
uf the specialization of ¢/ by taking the friendship relationship in Yelp
uer the specialization of ¢ by taking the co-review relationship in Yelp
uere the specialization of U/ by taking the co-posting relationship in Reddit
uet the specialization of ¢/ by taking the co-inventory relationship in PATSTAT-ICRIOS
M the “macro-category” network of Yelp
MX% the subset of M whose macro-categories have been reviewed by at least X% of users

Table 3.1: The main notations used throughout this chapter

e The next letter indicates the “subclass” (for instance, A01B represents “Soil work-
ing in agriculture or forestry; parts, details, or accessories of agricultural ma-
chines or implements, in general”).

* The next one-to-three-digit number represents the “group”.

* Finally, the other two digits denote the “main group” or “subgroup”.

A patent examiner assigns classification symbols to each patent according to the
above rule, at the most detailed level which is applicable to its content.

After having chosen a level of the IPC classification, for instance the “class” level,
the set of patent inventors (or, alternatively, the set of patent applicants), taken from
a world patent metadata repository, for example PATSTAT-ICRIOS, can be repre-

sented as:
I={151,75,,Iu}

Given the IPC class i, the corresponding set of inventors Z; (i.e., the set of in-
ventors who filed at least one patent belonging to this class), 1 <i < M, and the
corresponding user network U; = (N;, A;), there is a node ni, for each inventor uj,
who filed at least one patent of the class Z;. U can be specialized into U/, obtained
when co-inventing (i.e., filing the same patent) is the relationship between inventors.

After having defined a model for k-bridges and an approach to extract them,

after having specialized it to Yelp, Reddit and the network of patent inventors, in
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the next section, we will focus on k-bridge properties. To help the reader understand

the concepts of this chapter, in Table 3.1, we report the main notations introduced.

3.1.3.2 Investigating k-bridge properties

In this section, we analyze k-bridge properties. We carried out this task focusing on
Yelp, which is our reference network. However, in the next paragraphs, we present
some experiments on Reddit and the network of patent inventors devoted to veri-
fying if the results on k-bridges found in Yelp are general or specific for this social

network.
Overview of Yelp dataset

The data required for the investigation activities was downloaded from the Yelp web-
site at the address https://www.yelp.com/dataset.

In order to extract information of interest from this data, we needed a prelimi-
nary analysis. As a first insight, we found 10,289 businesses that belong to a cate-
gory not referable to any of the macro-categories, and 482 businesses that belong to
no category at all. Since the total number of businesses was 192,609, we considered
these data as noise and so we discarded it.

After this task, we analyzed the distribution of the categories in the macro-
categories. The result obtained is shown in Figure 3.1. From the analysis of this fig-
ure, we can observe that the “Restaurants” macro-category has a much larger num-
ber of categories than the other macro-categories.

Note that, in Yelp, a business can belong to more macro-categories. Therefore,
as a preliminary step, it seemed us particularly interesting to analyze how many
times two macro-categories appeared simultaneously in the same business. The total
number of businesses with at least two macro-categories is 59,086. The top 20 pairs
of macro-categories that appear several times together in one business of Yelp are
shown in Table 3.2. As we can see from this table, there are two pairs of macro-
categories (i.e., ( “Restaurants”, “Food” ) and ( “Restaurants”, “Nightlife” }) that
appear together a much higher number of times than the other pairs.

After that, we considered the total number of Yelp users who made at least one
review and we saw that it is equal to 1,637,138. The distribution of their reviews
is shown in Figure 3.2. We can observe that this distribution follows a power law.
This result is perfectly in line with the ones of numerous studies about Online So-
cial Networks and communities [484]. These studies highlight that the well-known
social theory, according to which human activities usually follow a power law dis-
tribution, is still valid also in online communities. As a consequence, also in this

kind of community, a few numbers of individuals (typically 10-20% of members)
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Fig. 3.1: Distribution of categories inside the macro-categories of Yelp

||Pair of macro-categories |Count|| ||Pair of macro-categories |C0unt ||
Restaurants, Food 11094 Restaurants, EventPlanning&Services 1051
Restaurants, Nightlife 5566 HomeServices, ProfessionalServices |758
Health&Medical, Beauty&Spas 2544 Automotive, Food 736
Shopping, LocalServices 2315 Shopping, EventPlanning&Services |708
HomeServices, LocalServices 1998 Arts&Entertainment, Nightlife 589
Hotels&Travel, EventPlanning&Services| 1964 LocalServices, ProfessionalServices  |579
Shopping, HomeServices 1883 ActiveLife, Health&Medical 527
Shopping, Beauty&Spas 1711 ActiveLife, Shopping 484
Shopping, Food 1470 FinancialServices, HomeServices 445
Shopping, Health&Medical 1384 Shopping, Arts&Entertainment 434

Table 3.2: The top 20 pairs of macro-categories that appear simultaneously in one

business of Yelp

perform the majority of the activities (around 80-90% of the overall activities) [698].
Our experiment confirms that this trend also persists in the review tasks in Yelp.
The non-bridges are 530,411. All the other users are bridges. In order to start a
deeper investigation of the k-bridge phenomenon, we computed the distribution of
k-bridges against k. This is shown in Figure 3.3. An examination of this figure reveals
that also this distribution follows a power law.
A last interesting, although partially expected, result that we found concerns the

average number of reviews made by users. This is equal to 5.493 for bridges and
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Fig. 3.3: Distribution of the k-bridges against k in Yelp

1.143 for non-bridges. This result confirms that a bridge tends to carry out more re-
views than a non-bridge. It is also interesting to observe the corresponding standard
deviations. In fact, the one for bridges is 17.69 whereas the one for non-bridges is
0.486. Such a high standard deviation for bridges confirms that this category of users
is very varied, since it includes users who perform a huge number of reviews along-
side users who perform few reviews. This is not the case, instead, for non-bridges,

who always make few reviews.
k-bridges in the Yelp Friendship network

We began to verify the possible existence of a backbone among the bridges in ¢//. In
order to have a connected network to study, we performed a pre-processing activity
during which we eliminated the unconnected nodes from ¢4/, corresponding to users

who had no friendship relationship. The number of users having at least one friend
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(and, therefore, the number of network nodes) is 948,076. Specifically, 676,445 of
these were bridges, while 271,631 were non-bridges.

After that, for each bridge (non-bridge), we measured the fraction of her friends
who were bridges (non-bridges). The results obtained are shown in Table 3.3. From
the analysis of this table, we can see that there are no significant differences in the
fraction of bridges in the neighborhoods of bridges and non-bridges. The same ap-
plies to the fraction of friends of non-bridges. In light of this, we can conclude that

there is no backbone among the bridges in /.

H HFraction of friends that are bridges‘Fraction of friends that are non-bridgesH

Bridges 0.9618 0.0382
Non-bridges ||0.9633 0.0367

Table 3.3: Types of friends for bridges and non-bridges in ¢/

Then, we analyzed whether there was any form of correlation between being a
bridge and having friends. For this purpose, we computed the fraction of bridges
(non-bridges) having at least one friend and the fraction of bridges (non-bridges)
having no friends. The result obtained is reported in Table 3.4. From the analysis
of this table, we can see that bridges have a higher tendency to have friends than

non-bridges. However, the extent of this phenomenon is not extremely evident.

H HFraction of users with friends‘Fraction of users without friendsH

Bridges 0.6113 0.3887
Non-bridges||0.5121 0.4879

Table 3.4: Fractions of users with and without friends in ¢/

At this point, we focused on investigating the possible influence that bridges ex-
ert on their neighborhoods. This investigation requires the usage of the strong and
the very strong bridges. To detect them, it is necessary to specify the values of th;
and th,, (see Section 3.1.3.1). To perform this task, we considered the distribution
of the k-bridges against k in Yelp and we observed that it follows a very steep power
law. As a consequence, according to the general trend of power law distributions, in
particular of those showing a steep trend [698], it appeared us reasonable to choose
ths in such a way that only 10% of bridges are strong. Applying an analogous rea-
soning, we chose th,; in such a way that only 10% of strong bridges are very strong.
This way of proceeding led us to obtain that th; = 6 and th,; = 12.

After having determined the values of th; and th,,, we computed the fraction

of strong and very strong bridges in the neighborhoods of bridges and non-bridges,
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respectively. The result is shown in Table 3.5. Differently from what emerges from
Table 3.3, where there is a little difference between the fraction of bridges in the neigh-
borhoods of bridges and non-bridges, in Table 3.5 it is evident that there is a big dif-
ference on the strength of bridges in the neighborhoods of bridges and non-bridges.
In fact, the fraction of very strong bridges is more than double in the neighborhoods

of bridges compared to the neighborhoods of non-bridges.

H HFraction of strong bridges ‘Fraction of very strong bridgesH

Bridge neighborhoods 0.41 0.12
Non-bridge neighborhoods {|0.27 0.05

Table 3.5: Fraction of strong and very strong bridges present in the neighborhoods

of bridges and non-bridges in ¢/

As a further verification of this trend, we computed:

¢ The ratio of the number of non-bridges in a bridge’s neighborhood to the number
of non-bridges in a non-bridge’s neighborhood. This is equal to 2.50.

* The ratio of the number of bridges in a bridge’s neighborhood to the number of
bridges in a non-bridge’s neighborhood. This is equal to 5.23.

* The ratio of the number of strong bridges in a bridge’s neighborhood to the num-
ber of strong bridges in a non-bridge’s neighborhood. This is equal to 7.27.

* The ratio of the number of very strong bridges in a bridge’s neighborhood to the
number of very strong bridges in a non-bridge’s neighborhood. This is equal to

10.97.

This analysis fully confirms the fact that, in the neighborhoods of bridges, it is
much more frequent to find strong or very strong bridges than in the neighborhoods
of non-bridges.

As a final analysis on neighborhoods, we computed the distribution of bridges
and non-bridges present in the neighborhood of a bridge and a non-bridge, respec-
tively. These two distributions are illustrated in Figures 3.4 and 3.5. These figures
show that both of them follow a power law distribution. Looking at the values of
these distributions, we can observe that the difference between the values of non-
bridges and weak bridges is not very evident. Instead, this difference becomes evi-
dent for strong and very strong bridges. This is a third confirmation of the trends

seen previously.
k-bridges in the Yelp Co-review network

After the analysis done on the friendship network U/, we investigated the co-review

network U/". We started by verifying the existence of a backbone among the bridges
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Fig. 3.5: Distribution of the neighbors of non-bridges in U/

in this network. Preliminarily, we removed those nodes corresponding to users who
reviewed businesses not belonging to any macro-category of Yelp. As a consequence,
the number of users (and, therefore, the number of nodes) who composed this net-
work was equal to 1,634,547. Specifically, 1,037,484 of these were bridges while
597,063 were non-bridges.
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The first analysis we made concerned the distribution of reviews with respect to
users. The result obtained is shown in Figure 3.6. From the analysis of this figure, we
can see that the distribution follows a power law. As a further analysis, we observe
that 2/’ is much denser than /. In fact, the average degree of its nodes is equal to

1426.34, while, in U/, it is equal to 82.92.

Number of users

Number of reviews

Fig. 3.6: Distribution of reviews for users in /" - Linear scale (on the left) and Log-

arithmic scale (on the right)

As a first analysis, we verified if there is a backbone among the bridges in &/°".
Similarly to what we did for &f, for each bridge (non-bridge) we considered the frac-
tion of co-reviewers that were bridges (non-bridges). The results obtained are shown
in Table 3.6. From the analysis of this table we can see that there are significant dif-
ferences in the percentage of co-reviewers that are bridges between a bridge and a
non-bridge. The same applies to the percentage of co-reviewers that are non-bridges.

In light of this, we can conclude that there is a backbone among the bridges in &/°".

Fraction of co-reviewers |Fraction of co-reviewers
that are bridges that are non-bridges
Bridges 0.9456 0.0543
Non-bridges||0.7451 0.2548

Table 3.6: Types of co-reviewers for bridges and non-bridges in /"

As a further analysis of the neighborhoods of bridges and non-bridges in /", we
computed the distribution of bridges and non-bridges present in the neighborhoods
of bridges and non-bridges, respectively. These distributions are shown in Figures
3.7 and 3.8. These figures fully confirm the previous results about ¢/°". In fact, we
can observe how the presence of bridges in the distribution of the neighbors of a
bridge is very evident. The same happens for the presence of non-bridges in the
distribution of the neighbors of non-bridges. These results represent a confirmation

of the presence of a backbone among the bridges in the co-review network.
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Fig. 3.8: Distribution of the neighbors of non-bridges in U¢"

As a next analysis, we focused on the investigation of the possible influence that
bridges can exert on their co-reviewers. For this objective, we computed the fraction
of strong and very strong bridges present in the neighborhoods of bridges and non-
bridges, respectively. The result is shown in Table 3.7. From the analysis of this table
we can see that, differently from what happens in &/, in 4" the fraction of strong

and very strong bridges present in the neighborhoods of bridges is almost identi-
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cal to the corresponding fraction relative to the neighborhoods of non-bridges. This
means that, while there exists a backbone linking bridges together, their evolution
towards strong and very strong bridges does not depend on the support received by

their neighbors.

H HFraction of strong bridges|Fraction of very strong bridgesH

Bridge neighborhoods 0.54 0.15
Non-bridge neighborhoods |[0.57 0.18

Table 3.7: Fraction of strong and very strong bridges present in the neighborhoods
of bridges and non-bridges in ¢/

As a further verification of this trend we computed:

* The ratio of the number of bridges in the neighborhood of a bridge to the number
of bridges in the neighborhood of a non-bridge. This is equal to 12.83.

¢ The ratio of the number of strong bridges in the neighborhood of a bridge to the
number of strong bridges in the neighborhood of a non-bridge. This is equal to
12.19.

* The ratio of the number of very strong bridges in the neighborhood of a bridge to
the number of very strong bridges in the neighborhood of a non-bridge. This is

equal to 10.73.

This analysis fully confirms the previous one, i.e., the fact that there is no strong
correlation between the strength of a bridge and being or not neighbor to another
bridge in U/“".

The presence of a backbone among the bridges in /" and the absence of an anal-
ogous backbone among the bridges in I/ led us to consider /" more interesting
than U/ for further analyses on k-bridges. Therefore, we decided to perform all the

next investigations only on U/“’.

Analysis of the possible correlation between k-bridges and power users in the co-review

network

Firstly, we verified if there is a correlation between k-bridges and power users or, in
other words, between k-bridges and degree centrality. To this end, we computed the
distribution of the number of arcs for non-bridges, bridges, strong and very strong
bridges. The results obtained are shown in Figure 3.9. As we can see from this fig-
ure, all distributions follow power laws; their corresponding coefficients @ and o are
reported in Table 3.8. However, we observe that as k grows, the power law distribu-

tions move to the right and flatten out. It implies that, as k grows, the degree cen-
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trality of the corresponding k-bridges grows. This allows us to conclude that there is

a correlation between the strength of k-bridges and degree centrality.
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Fig. 3.9: Distributions of the number of arcs for non-bridges, bridges, strong and

very strong bridges

[ IEER|
Non-bridges 1.203(0.177
Bridges 1.403/0.066
strong bridges 1.290(0.077
Very strong bridges|[1.322{0.113

Table 3.8: Coefficients a and ¢ for the power law distributions of Figure 3.9

As a second analysis, we selected the top 1% of power users (corresponding to
the top 1% of the nodes of /" with the highest degree) and determined how these
were distributed between k-bridges (with k varying). We also repeated this analysis
for the top 5%, the top 10%, the top 15%, the top 20% and, finally, for all users. The
results obtained are shown in Figure 3.10. The analysis of this figure reveals that,
as we select increasingly strong power users, the fraction of them that are strong
bridges also increases, as the distribution moves to the right. This is a confirmation
of the previous results regarding the existence of a correlation between k-bridges
and power users.

As a final task, we repeated the previous analysis but we inverted k-bridges and

power users. In particular, we selected the top 1% of k-bridges and determined the
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Fig. 3.10: Distributions of (power) users against the strength of bridges

distribution of their degree. We repeated this analysis for the top 5%, the top 10%,
the top 15%, the top 20% of k-bridges and, finally, for all users. The results obtained
are shown in Figure 3.11. From the analysis of this figure, we can see that the dis-
tribution moves to the right. This implies that, as we select stronger and stronger
bridges, the fraction of them with higher and higher degree increases too. This rep-
resents a third confirmation of the previous results and, ultimately, allows us to say

that there is a strong correlation between k-bridges and power users.

Fig. 3.11: Distributions of k-bridges against their degree

After having investigated the main properties of k-bridges, we focus on Yelp more
deeply by analyzing the possible correlations between k-bridges and Yelp macro-

categories.
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3.1.4 Results
3.1.4.1 Analysis of k-bridges and macro-categories in Yelp

In this section, we aim at deepening our study of the correlations between k-bridges
and Yelp macro-categories.

First of all, we considered the macro-categories which the reviews made by Yelp
users refer to. The corresponding distribution is shown in Figure 3.12. From the
analysis of this figure we can see that the “Restaurants” macro-category has a much

higher number of reviews than all the other ones.
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Fig. 3.12: Distribution of the reviews of Yelp users against the Yelp macro-categories

Once again, we are interested in investigating the co-review mechanism and the
role of k-bridges as possible pioneers in this context. In order to carry out this study,
we created a new network, which we call “macro-category network” and denote it
with M = (N, E). N represents the set of nodes of M. In particular, there is a node
nj € N for each macro-category J; in Yelp. E is the set of edges of M; in particular,
there is an edge ejn €E if both the macro-categories Y and ), have been reviewed
by a fraction of users greater than or equal to a threshold X%. Clearly, as X varies,
we have different networks MX%. Based on these definitions, we constructed the

networks M!'%, M5%, M19% and M!5%, These are shown in Figures 3.13 - 3.16.
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Fig. 3.14: The network M>%

The corresponding density and average clustering coefficient are reported in Ta-
ble 3.9. Figures 3.17 and 3.18 present the variation of the values of the density and
the average clustering coefficient when X increases. As shown in these figures, it is
very likely to find two macro-categories that are co-reviewed by a small number of
users. In fact, 98.1% of the possible combinations of categories are co-reviewed by

at least 1% of the users. However, if we are more demanding on the fraction of users
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Fig. 3.15: The network M!9%
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Fig. 3.16: The network M!5%

that co-review the same macro-category, we can see from the figures that the trend
of co-reviews varies rapidly. In fact, even if the possible combinations of co-reviewed
macro-categories is quite high with at least 5% of co-reviewing users, this number
decreases rapidly when we further increase the value of X.

Table 3.10 shows the maximum and sub-maximum values of the degree cen-

trality for the networks of Figures 3.13 - 3.16, along with the macro-categories
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H ‘Mlo"‘MSDD‘MIO%‘MlS%H

Density
Average Clustering Coefficient

0.978
0.981

0.680
0.833

0.173 0.030
0.514 0.094

Table 3.9: Values of the density and the average clustering coefficient for the net-

works M1% - p15%

Fig. 3.17: Variation of the density of the macro-category networks M*X* against the

increase of X
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Fig. 3.18: Variation of the average clustering coefficient of the macro-category net-

works MX% against the increase of X

which they refer to. The objective is to identify which macro-categories tend to

have more co-reviews with other ones. From the analysis of this table we can ob-

serve that the two macro-categories most present with maximum or sub-maximum

values are “Restaurants” and “Food”. Actually, this result was quite obvious, given
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the distribution of the reviews in Yelp (see Figure 3.12). Instead, the fact that the
macro-categories “Beauty&Spas” and “Hotels&Travel” are present as maximum or
sub-maximum is particularly interesting. In fact, these two macro-categories have
a much lower number of reviews not only than “Restaurants” and “Food” but also

than several other macro-categories not present in Table 3.10.

H HMI% ‘MSOO ‘MIO% ‘MIS% H

Maximum value and 1 (Beauty&Spas)|1 (Food) 0.857 (Restaurants)|0.286 (Restaurants)

associated macro-category
Sub-maximum value and ||1 (Food) 1 (Nightlife)|0.476 (Food) 0.095 (Hotels&Travel)

associated macro-category

Table 3.10: Maximum and sub-maximum values of degree centrality and the corre-

sponding macro-categories in the networks M!% - M15%

Table 3.11 shows the maximum and sub-maximum values of the closeness cen-
trality for the networks of Figures 3.13 - 3.16. We do not present this table for the
semantics of closeness centrality in this application context. Instead, we want to
highlight that, unlikely what generally happens in Social Network Analysis, where
the nodes having the highest degree centrality and the highest closeness centrality
are generally different [647], the macro-categories that have the highest values of
closeness centrality are exactly the same as the ones having the highest values of

degree centrality.

H HMI% M5°o MlO“o M15°o H
Maximum value and 1 (Beauty&Spas)|1 (Food) 0.86 (Restaurants) [0.286 (Restaurants)
associated macro-category
Sub-maximum value and ||1 (Food) 1 (Nightlife)|0.614 (Food) 0.171 (Hotels&Travel)
associated macro-category

Table 3.11: Maximum and sub-maximum values of closeness centrality and the cor-

responding macro-categories in the networks M!% - M15%

Table 3.12 shows the maximum and sub-maximum values of the betweenness
centrality for the networks of Figures 3.13 - 3.16. As we can notice, in M!'” all the
values of the betweenness centrality are very low. This is not surprising because this
network is almost totally connected. The maximum and sub-maximum values of
the betweenness centrality grow, albeit slightly, in M>”. Once again, this is under-
standable because, if we look at Figure 3.14, we can see that this network is still
very connected. The most interesting situation for this kind of centrality happens

in M19%_ In fact, in this case, we have that the maximum and sub-maximum values
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of betweenness centrality are high. These values are associated with “Restaurants”
and “Food”. Now, looking at Figure 3.14, we can see how “Restaurants” and “Food”
are actually two nodes from which we must pass to go from a node located in the
top sub-net to a node located in the bottom one. Finally, as far as the betweenness
centrality is concerned, the network M!5% is not very significant, since it is almost

completely disconnected.

H HMI% M5°o Ml()oo M15°o H
Maximum value and 0.001 (Arts&Entertainment)|0.049 (Food) 0.627 (Restaurants)|0.067 (Restaurants)
associated macro-category
Sub-maximum value and ||0.001 (LocalServices) 0.049 (Nightlife)|0.614 (Food) 0 (Beauty&Spas)
associated macro-category

Table 3.12: Maximum and sub-maximum values of betweenness centrality and the

corresponding macro-categories in the networks M1% - AM(15%

Table 3.13 shows the maximum and sub-maximum values of the eigenvector cen-
trality for the networks of Figures 3.13 - 3.16. We can observe that the maximum and
sub-maximum values correspond to those of the degree centrality and the closeness
centrality. Once again the two macro-categories with the highest values are “Restau-

rants” and “Food”.

H HMloo M5°o M10°o M15°o H

Maximum value and 0.217 (Arts&Entertainment) |0.279 (Food) 0.525 (Restaurants)|0.665 (Restaurants)

associated macro-category

Sub-maximum value and ||0.217 (LocalServices) 0.279 (Nightlife)|0.397 (Food) 0.395 (Hotels&Travel)

associated macro-category

Table 3.13: Maximum and sub-maximum values of eigenvector centrality and the

corresponding macro-categories in the networks M!% - A(15%

The analysis of the distributions and the ones of all the different forms of cen-
trality show that “Restaurants” is an extremely dominant macro-category. Therefore,
it is interesting to verify whether or not most of the properties we have previously
found depend exclusively on “Restaurants”.

To perform this verification, we removed all references to the macro-category
“Restaurants” from the reviews. Then, we computed again the number of k-bridges
and the distribution of users. In particular, the number of k-bridges decreased from
1,106,727 to 813,146, while the number of non-bridges increased from 530,411 to
823,992.
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The distribution of users is shown in Figure 3.19. From the analysis of this figure,
we can observe that, in this case, the distribution follows a much steeper power law.
This is understandable because those nodes that were previously non-bridges con-
tinue to be so now. At the same time, all the nodes that were previously 2-bridges
and that referred to “Restaurants” become non-bridges. More in general, all nodes

that where k-bridges (k > 2) and referred to “Restaurants” become (k —1)-bridges.
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Fig. 3.19: Distribution of the k-bridges against k in Yelp after the removal of “Restau-

rants”

Then, we computed again the networks M!% - M!5%_ They are shown in Fig-
ure 3.20. From the analysis of this figure, we can observe that the connection level
of these networks slightly decreases compared to the corresponding networks with
“Restaurants”, albeit this trend remains the same from a qualitative viewpoint. This
can also be deduced from the values of the density and the average clustering coeffi-

cient shown in Table 3.14.

H ‘Mloo M5°o MlO“n M15°o
Density 0.976 |0.719 |(0.176 0.024
Average Clustering Coefficient|0.979 |0.846 |0.452 0

Table 3.14: Values of the density and the average clustering coefficient for the net-

works M1% - M15% after the removal of “Restaurants”
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Fig. 3.20: The networks M!% - M!5% after the removal of “Restaurants”

Finally, we computed the maximum and sub-maximum values for all centrality
measures for the new networks obtained after the removal of “Restaurants”. The
results are reported in Table 3.15. From the analysis of this table, we can observe that
the values are slightly lower than before, but the trend is confirmed. This allows us
to conclude that the trends and features related to co-reviews in Yelp are intrinsic to
this social medium and are not biased by the presence of “Restaurants”. This macro-
category certainly contributes to strengthen these trends but it does not upset them.

Clearly, in absence of “Restaurants”, the macro-category that plays the main role
in the co-reviews is “Food”. Instead, different macro-categories often alternate in the
role of sub-maximum for the centrality measures into consideration.

After having performed a deep analysis on the features of k-bridges in Yelp, in the
following section, we verify if some results on k-bridges found in this social network

are general or specific to it.

3.1.4.2 Validation of k-bridge properties in other networks

This section is devoted to validating the k-bridge properties mentioned above in

other networks. Actually, due to space constraints, we limit our analysis to only some
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“ ‘Ml"o ‘MSOO ‘M10°o ‘MISOO H
Maximum Degree Centrality 1 (Beauty&Spas) 1 (Food) 0.65 (Food) 0.1 (Nightlife)
Sub-maximum Degree Centrality 1 (Food) 1 (Nightlife) 0.45 (Nightlife) 0.1 (EventPlanning&Services)
Maximum Closeness Centrality 1 (Beauty&Spas) 1 (Food) 0.662 (Food) 0.133 (Arts&Entertainment)
Sub-maximum Closeness Centrality 1 (Food) 1 (Nightlife) 0.511 (Shopping) 0.114 (EventPlanning&Services)
Maximum Betweenness Centrality 0.002 (Beauty&Spas) | 0.044 (Food) 0.271 Food) 0.021 (Arts&Entertainment)
Sub-maximum Betweenness Centrality [ 0.002 (Food) 0.044 (Nightlife) | 0.074 (HomeServices) [ 0.016 (Nightlife)
Maximum Eigenvector Centrality 0.223 (Beauty&Spas) | 0.273 (Shopping) | 0.49 (Food) 0.577 (Arts&Entertainment)
Sub-maximum Eigenvector Centrality |0.223 (Food) 0.273 (Nightlife) | 0.403 (Nightlife) 0.5 (Nightlife)

Table 3.15: Maximum and sub-maximum values of the various centrality measures
and the corresponding macro-categories in the networks M!% - M15% after the re-

moval of “Restaurants”

of the properties found above. We verify their validity first in Reddit and, then, in

the network of patent inventors.
Validation of k-bridge properties in Reddit

We downloaded all the data for the investigation activity from the pushshift.io
website, one of the most known Reddit data sources. Our dataset contains all the
posts published on Reddit from January 1%/, 2019 to February 1%/, 2019. The number
of posts available for our investigation was 485,623.

As a first task, we selected the 30 subreddits with the highest number of posts.
According to our model, as described in Section 3.1.3.1, all the authors of a subreddit
represented a community in our model, and the authors who submitted one or more
posts in at least two subreddits represented bridges. Specifically, a k-bridge is an
author who posted in exactly k subreddits.

As a first experiment, we computed the distribution of k-bridges against k in
Reddit. It is shown in Figure 3.21. From the analysis of this figure, we can see that it
follows a power law. This result is in total agreement with the one obtained for Yelp
and reported in Figure 3.3.

As a second experiment, we considered the co-posting network U‘P, defined in
Section 3.1.3.1. We recall that, in this network, there is a node for each user who
submitted at least one post in at least one of the 30 subreddits into consideration, and
there is an arc between two users if both of them contributed to the same subreddit.
The co-posting network in Reddit corresponds to the co-review network in Yelp. In
that case, we had found that there is a backbone among the bridges of this network.
Therefore, it appears interesting to verify whether this property exists also in U/P.

For this purpose, for each bridge (non-bridge), we considered the fraction of co-
posters that were bridges (non-bridges). The results obtained are shown in Table
3.16. They denote that there is a backbone among bridges in Z/°P. They also confirm
what we had obtained for Yelp in Table 3.6.
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Fig. 3.21: Distribution of the k-bridges against k in Reddit

Fraction of co-posters |Fraction of co-posters
that are bridges that are non-bridges
Bridges 0.9234 0.0585
Non-bridges ||0.7531 0.2243

Table 3.16: Types of co-posters for bridges and non-bridges in &P

Finally, we verified if there is a correlation between k-bridges and power users.
For this purpose, we computed the distribution of the number of arcs for non-
bridges, bridges, strong and very strong bridges. Preliminarily, by applying the same
approach described in Section 3.1.3.2 for Yelp, we found that, in Reddit, the thresh-
olds for strong bridges and very strong bridges are th, = 5 and th,; = 9, respectively.

Afterwards, we computed the distribution of the number of arcs for non-bridges,
bridges, strong and very strong bridges. The results obtained are shown in Figure
3.22. This figure reveals that, as k grows, the power law distributions move to the
right and flatten out. This result confirms the one in Figure 3.9 obtained for Yelp and
tells us that also for Reddit there is a correlation between the strength of k-bridges

and their degree centrality.
Validation of k-bridge properties in the network of patent inventors

Data about patents adopted in our analyses has been taken from the PATSTAT-
ICRIOS database. It stores data about all patents from 1978 to the current years
coming from about 90 patent offices worldwide. The number of patents taken into

consideration is 9,605,147 and the number of inventors is, instead, 23,637,883.
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Fig. 3.22: Distributions of the number of arcs for non-bridges, bridges, strong and

very strong bridges in Reddit

According to our model, as described in Section 3.1.3.1, the set of inventors
who filed at least one patent in an IPC class represents a community. Therefore,
we have 127 communities. In this setting, the authors who filed patents in at least
two IPC classes represent bridges. A k-bridge is an author who filed patents that, in
the whole, cover exactly k IPC classes.

Also in this case, we computed the distribution of k-bridges against k. We report
it in Figure 3.23. From the analysis of this figure, we can see that it follows a power
law. This result is in line with what we have seen for Yelp and Reddit.

After this, we considered the co-inventing network U, defined in Section 3.1.3.1.
Here, there is a node for each inventor and there is an arc between two inventors if
both of them filed at least one patent together. Clearly, the co-inventing network
strictly corresponds to the co-posting network of Reddit and the co-review network
of Yelp.

In order to verify if there exists a backbone among the bridges of this network,
for each bridge (resp., non-bridge), we considered the fraction of co-inventors that
were bridges (resp., non-bridges). The results, reported in Table 3.17, clearly denote
the existence of a backbone among the bridges in ¢/, analogous to the ones found
in U for Yelp and in UP for Reddit.

Finally, we verified if there is a correlation between k-bridges and power users
also in /' In this case, a reasoning analogous to the one described in Section 3.1.3.2
allowed us to find that, in the network of patent inventors, the threshold th, for

strong bridges is 5 whereas the threshold th,, for very strong bridges is 10.
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Fig. 3.23: Distribution of the k-bridges against k in the network of patent inventors

Fraction of co-inventors |Fraction of co-inventors
that are bridges that are non-bridges
Bridges 0.9632 0.0563
Non-bridges||0.7924 0.2356

Table 3.17: Types of co-inventors for bridges and non-bridges in /¢!

We computed the distribution of the number of arcs for non-bridges, bridges,
strong and very strong bridges. The results are reported in Figure 3.24. They denote
that, as k grows, the power law distributions move to the right and flatten out. This
result is a further confirmation of the ones reported in Figure 3.9 for Yelp and in
Figure 3.22 for Reddit, i.e., that also in the network of patent inventors there is a
correlation between the strength of k-bridges and the degree centrality.

After having verified that the main properties of k-bridges are intrinsic to this
concept and not specific to only Yelp, in the next section, we present two use cases

that could highly benefit from the knowledge of k-bridges.

3.1.4.3 Applications of k-bridges

The social networking phenomenon has completely changed the way people con-
ceive interaction with each other and consume information. Several studies have in-
vestigated the consequences of the massive proliferation of Online Social Networks

that we are observing in these years.
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Fig. 3.24: Distributions of the number of arcs for non-bridges, bridges, strong and

very strong bridges in the network of patent inventors

From a consumer point of view, social networks bring impressive benefits, such
as richer and more participative information, a broader selection of products, more
competitive pricing, and cost reduction. Instead, in the industry context, 81% of
firms plan to invest in social networking sites, and more than 50% of them con-
sider digital advertising and marketing as a priority area of investment [640]. Actu-
ally, several online services, like Yelp (but also TripAdVisor3, and, in a certain sense,
Booking4, Airbnb?, etc.), have been conceived just to encourage this kind of interac-
tion. Of course, in this scenario, obtaining a very large number of positive reviews is
crucial for businesses. Therefore, designing ad-hoc marketing and advertising cam-
paigns is extremely important. In the next paragraphs, we describe in detail two
case studies related to this concept, which massively exploit k-bridges to conduct

marketing campaigns and support business decisions in Yelp.
Finding the best targets for a marketing campaign

This first case study refers to a scenario in which a business is planning to expand
its activities including services that belong to new Yelp categories, along the ones al-
ready covered. The business already performed an internal evaluation analysis with
the goal of identifying the best services, possibly referring to new categories, to im-

prove its revenues. The next step concerns the design of a goal-oriented marketing

3 https://www.tripadvisor.com
4 https://www.booking.com
5 https://www.airbnb.com
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campaign to foster the diffusion of the new services among new potential customers.
Of course, a naive flooding approach of advertising messages appears not conve-
nient, as it would not be possible to properly target the advertising campaign based
on customer features. Moreover, it would lead to an excessive amount of unwanted
messages from a user point of view.

For these reasons, the knowledge derived from the identification of k-bridges,
who are already customers of both the original categories of interest for the business
and the new ones it intends to embrace, plays a crucial role. Indeed, these bridges
can be considered as links among the different communities they belong to and,
hence, they can be “engaged” as convenient diffusion points to properly target the
marketing campaign.

Now, let us consider a simple example scenario where a business, which already
provides services belonging to the Restaurant category of Yelp, decides to include
new services belonging to two new related categories, namely Nightlife and Ho-
tel&Travel. In this case, according to the reasoning above, the following steps can
be performed to obtain a very effective marketing campaign.

First, 3-bridges are identified as the most correct typology of users to involve.
Indeed, 3-bridges can potentially link together all and only the three categories of
interest. Actually, more powerful bridges (e.g., 4-bridges or higher) could have been
also considered; however, this would lead to the inclusion of other categories not
interesting for the business, which in turn would lead to a reduction of the campaign
effectiveness.

After that, among all the available 3-bridges, the ones belonging to just the three
categories of interest are selected.

Now, considering that the campaign success strongly depends on the capability
of k-bridges to promote the new services, a metric to measure it must be introduced.
This metric should consider the inclination of a bridge to review businesses, her
proneness to create an articulated friend network, and her constant activity level
over time. In Equation 3.1, we report a possible simple implementation of such a
metric (clearly, future research efforts could be made to define a more sophisticated

metric):

=k (3.1)

Here, nr; represents the number of reviews performed by the 3-bridge u;, nf;
denotes the dimension of the network of her friends, and, finally, nd; indicates the
number of days u; is enrolled in the platform. Here, nr; directly measures the activity
level of u;; however, this is not sufficient because early adopters of the platform

typically make a very high number of reviews in a very short amount of time, but not
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all of them remain active over time. For this reason, we consider two other important
factors, i.e., the number of friends and the time interval in which they performed
their activities. As the creation of a strong and rich network of friends requires time,
nf; allows us to exclude early adopters who left the platform too soon. Instead, nd;
acts as a weight and allows the estimation of the real activity level over time.

Now, the business can use the metric above to sort the set of 3-bridges according
to their capability of promoting its services. Finally, it selects the top bridges as the
target for its marketing campaign. The fact that the selected 3-bridges are members
of all the three categories of interest increases the possibility that they can help the
business to be known in the new communities.

The solution above, sketched for the simple example considered, can be easily
extended and generalized for any similar application scenario with any number of

involved categories. The overall process is described by Algorithm 2.

Input

m D, a dataset of a Social Network

m k, the number of communities of interest for the marketing campaign
Output
m By, the k-bridges to consider for the marketing campaign

Require: getInfo(u;), a function returning a DataFrame containing information
about the number of reviews, the number of friends, and the days of enrollment
in the platform of a user u;; bridgeExtraction(k), a function implementing

Algorithm 1 and returning the set of k-bridges; Sk, a set of scores

By =bridgeExtraction(k)
for u; € By do
infoy, = getInfo(u;)
nry = info,[“reviews”], nf; = info, [“friends”], nd; = info, [“days”]
i = (nri-nfi)/nd;
add p; to Sg
end for

By = sort By by S

return Fk

Algorithm 2: Algorithm for finding the best targets of a marketing campaign

Finding new products/services to propose

This second case study is strictly related to the previous one. However, it deals with

a situation in which a business is still conducting a market analysis to identify new
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services, belonging to new categories, that it can propose. In this context, the knowl-
edge acquired by analyzing k-bridges can be used to know the most popular cate-
gories related to the ones already covered by the business. Indeed, in this scenario,
the review activities of k-bridges implicitly encode association rules among cate-
gories. Such rules can be represented as:
k-1
review(Cy) = /\review(Ci)
i=1
k-1
Here, the term A review(C;) represents the logic conjunction of a sequence of
i=1
reviewing activities in k — 1 different categories.

Intuitively, the larger k the more disparate are the different categories included
in the conjunction. For this reason, it is first necessary to identify the optimal value
of k in the extraction of meaningful association rules among categories. For this pur-
pose, it is possible to adopt a modified version of the Elbow-method [377], a very
common strategy to identify the correct number of clusters in a typical clustering

scenario. The basic idea underlying our approach to perform this task is to carry out

an iterative task. At each iteration:

1. the value of k is increased;
. Algorithm 2 is used to identify k-bridges;

. k-bridges being members of the original category of the business are selected;

= N

. all the additional categories (involved by the identified k-bridges) are consid-
ered;

5. their average semantic distance with respect to the starting ones is estimated.

This procedure ends when, during an iteration, the average estimated distance
for the new categories is considered too high with respect to the marketing objectives
of the business.

At this point, by analyzing the k-bridges involving the original categories and
the closest ones identified during the iterations, it is possible to identify a set of as-
sociation rules between the original categories of the business and the new ones. For
each rule, it is possible to estimate the corresponding support and confidence®. The
obtained information can be used by the business to decide which new categories

are more suitable for its development.

6 Observe that, borrowing some ideas from the association rules theory, in our scenario, sup-
port can be defined as a measure of how frequently the new categories and the old ones
appear together in k-bridges; instead, confidence quantifies how often the new categories

appear in those k-bridges where the original categories appear too.
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3.2 Investigating negative reviews and negative influencers

3.2.1 Introduction

Yelp’ is a business directory service and a crowd-sourced platform designed to help
users find businesses like restaurants, hotels, pet stores, spas, and many more. It
is one of the most widely used review platforms on the Web. It ranks 9" on the
RankRanger list of the top 100 leading websites by traffic®, with approximately 800
million visits per month. In addition of being a business search and review platform,
Yelp is also a social network, because it allows its users to specify their friendships.
Finally, it is also a business directory, because it groups businesses into categories
and sub-categories.

The success of Yelp has prompted many researchers to investigate this platform
[16, 64, 425, 515, 311].

A phenomenon that represents a hot topic for both Yelp and all review platforms
is the analysis of negative reviews [94]. This topic is extremely important not only
for the consequences it has in practice, but also from a more theoretical point of
view. In fact, it is well known that the Likert scale, which the Yelp reviews and the
corresponding scores are based on, is positively biased [41, 537, 104]. As a conse-
quence, the presence of negative reviews is a really important problem indicator for
a business and, consequently, a valuable piece of information [398, 418]. Indeed,
negative reviews can provide much more information, knowledge and improvement
possibilities than positive ones [178]. For this reason, many researchers have already
investigated the role of ratings and reviews on businesses, along with their social
implications [642, 443].

Despite the numerous studies on Yelp that have been presented in the past lit-
erature, to the best of our knowledge, no paper has proposed a multi-dimensional
model capable of best capturing the specificity of Yelp to be at the same time a re-
view platform, a social network and a business directory. Moreover, no paper has
proposed a study focused entirely on negative reviews on Yelp that, starting from a
representative model of them, could define several stereotypes of users and, hence,
build the profile of negative influencers. For this reason, we aim at filling this gap.

Specifically, we first define a multi-dimensional social network-based model for
Yelp and then use this model to study negative reviews and build a profile of neg-
ative influencers in this social medium. We decided to adopt this model because it
perfectly fits the specificities of Yelp mentioned above. In fact, our model represents

Yelp as a set of 22 communities, one for each macro-category of this social plat-

7 https://www.yelp.com
8 https://www.rankranger.com/top-websites
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form (modeling Yelp as a business directory). At the same time, it represents Yelp
as a social network, whose nodes indicate users and whose arcs denote the relation-
ships between them. These can be of different types. For example, they can denote
friendships between users (modeling Yelp as a social network), or the action of co-
reviewing the same business (modeling Yelp as a review platform). Through the con-
cepts and techniques of Social Network Analysis applied to our multi-dimensional
model, our approach defines three stereotypes of Yelp users, namely the bridges, the
double-life users and the power users. These stereotypes can help the detection of
the negative influencers in Yelp and the definition of a profile for them. Both our
model and the user stereotypes represent our theoretical contributions. These last
are completed by a Negative Reviewer Network, which allows us to investigate the
main characteristics of the negative influencers in Yelp.

Among the possible questions that can be answered thanks to our approach, here
we focus on the following ones: (i) What about the dynamics leading a Yelp user to
publish a negative review? (ii) How can the interaction of these dynamics increase
the “power” of negative reviews and people making them? (iii) Who are the negative
influencers in Yelp?

The practical implications of negative reviews and influencers have a large vari-
ety of real-world applications. First of all, it was proved that negative reviews have a
stronger effect on businesses than positive ones [18]. Furthermore, influencers play
a crucial role for the successful placement of products in a social network. So, it is
important to know who are the negative influencers that could damage a business,
in order to strive to turn them into neutral, or even positive, influencers [703, 714].
Finally, gaining trust through online reviews can help a business gather venture cap-
itals for its growth [266, 398]. As a matter of fact, reviews are consumer opinions,
unfiltered by traditional media, more sincere and imperfect [18, 192]. For this rea-
son, a proper coverage of positive reviews can attract more financiers [18, 193, 385].
On the other hand, negative reviews and influencers can drive potential investors
away from investing in a company [445].

The outline of this chapter is as follows. In Section 3.2.2, we present related liter-
ature and highlight the main novelties of our approach with respect to the past ones.
In Section 3.2.3, we describe the Yelp model, the stereotypes of negative influencers
and develop five hypotheses to verify. In Section 3.2.4, we investigate the correct-
ness of the Hypothesis H1-H5. Finally, in Section 3.2.5, we propose a discussion and

a synthesis of them, their real-world implications.
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3.2.2 Related Literature

Over the years, researchers have focused on Yelp as a reference platform for study-
ing how users interact with each other and build cooperative social groups. Their
research efforts have also been supported by the social medium itself, which has
made available a complete snapshot of its data to foster comprehensive analyses on
it [211]. Many authors have used this snapshot to investigate the role of ratings and
reviews on businesses and their social implications [642, 443]. Researchers have also
analyzed how people search for information on Yelp [328] and what aspects (includ-
ing uses and rewards) lead them to employ this platform.

Several authors have investigated Yelp using Social Network Analysis (SNA, for
short) [555, 556]. For instance, the authors of [556] rely on the concept of homophily
[468] to study the social influence possibly existing between users and, in particu-
lar, between friends. Starting from the results obtained, they propose the construc-
tion of the profile of an influencer in Yelp. The authors of [555] focus on the role
of friendship in this social medium. Specifically, they investigate the impact of so-
cial relationships from the consumer’s side and find that these relationships exert a
significant impact in those consumers having at least one common purchase.

As for the analysis of social relationships, several studies have been conducted in
both Yelp and other social platforms to understand how users perceive their social
contacts and how they influence their acquaintances [425, 515, 311, 494, 604, 363,
725, 718]. For example, the authors of [494] propose an approach to analyze a large
set of brand associations obtained from social tags for marketing research. They ap-
ply well-known text mining techniques to understand consumers’ perceptions of
brands starting from social tagging data. The authors of [192] analyze a dataset ob-
tained from OpenRice. com, a crowd-sourced social medium for restaurant reviews in
Hong Kong and Macau. The authors of [270] show that online community members
rate reviews containing descriptive identity information more positively. Indeed, a
disclosure of personal information on an online review system leads to a greater
volume of sales. The authors of [604] aim at understanding how online reviewers
compete to acquire the attention, typically scarce, of users. They propose a theory
explaining the strategies adopted by online reviewers in choosing the right product
and the right rate when posting reviews. As far as Yelp is concerned, the authors of
[425] investigate the effects of the review rate, the reviewer profile, and the receiver
familiarity with the platform, on the credibility of a review on this social medium.
Moreover, the authors of [515] find a strong correlation between the moral attitude
of a community of users and their tendency to express low rates and negative re-
views in case some moral foundation is violated. As for the investigations of social

relationships in social media, another interesting topic concerns information diffu-
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sion [66, 690, 382, 109, 428]. In the analysis of this topic, an increasing number of
researchers are studying the role not only of classic and direct relationships, such as
friendship, but also several other ones, such as co-posting or homophily of interests
(i.e., having interest in the same topics) [588, 107].

In all previous approaches, the reviews considered are general (i.e., they could be
positive or negative). However, to our end, negative reviews and reviewers are worth
a special attention. The importance of negative reviews in the analysis of social plat-
forms has been investigated in the recent scientific literature by highlighting their
impact in social contexts, along with the mechanisms leading users to make them
[493, 266, 595, 64, 16]. In these studies, researchers point out that dealing with neg-
ative reviews is a fundamental task in review-based platforms for business operators
[398, 418]. In fact, it was empirically shown that answers and justifications to nega-
tive rates contribute to the increase of trust between users and businesses [266], and
that users tend to perceive reviews confirming their initial beliefs as more helpful
[703]. Several studies focus on the key factors making a review helpful [593, 266],
while others show that negative reviews are more useful and can influence user opin-
ions more than positive ones [87, 152]. In this perspective, the authors of [714] pro-
pose a model to identify the key elements leading customers to make their decisions;
this model was empirically tested with 191 users of an existing online review site.
Furthermore, the authors of [18] use the VentureExpert database to gain knowledge
on a sample of famous businesses. The authors of [333] formalize a metric, called
disconfirmation, measuring the discrepancy between the expected evaluation of a
product and the one assigned by experts or other people. The authors of [266] study
a set of variables to evaluate the users’ intention of employing Yelp, as well as their
behavior in using a service or purchasing a product after reading Yelp reviews. Fi-
nally, the authors of [64] analyze the reviews made by hospital patients in order to
identify a common language correlated with negative and positive reviews.

An important aspect to consider when using Social Network Analysis for evaluat-
ing reviews and reviewers is the fact that user relationships in a social network are of-
ten heterogeneous [147]. For this reason, many studies have proposed to decompose
social media into different networks of relationships. Indeed, multi-relationship net-
works have been extensively studied in the past [223, 697, 719]. For example, the au-
thors of [719] combine the analysis of the friendship network and the author-topic
one, both constructed starting from the information available in an online social net-
work. Instead, the authors of [697] focus on a co-authorship network and consider
different types of relationships, i.e., co-authorship, co-participation to the same edi-

tion of a conference, and geographic proximity.
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In multi-relationship networks, the classical definition of influencer is extended
because the role of such users is not bound to communities derived from a single cat-
egory of relationships. Instead, it also includes the capability of providing informa-
tion diffusion channels among different networks, one for each type of relationships.
To refer to this extended definition of influencer, the term “bridge” is often adopted.
In the past literature, several studies have been devoted to investigating the role of
bridges in the formation of social communities. For instance, the authors of [371]
show that users with a weak connection bridging heterogeneous groups have higher
levels of community commitment, civic interest, and collective attention than the
other ones. Furthermore, the authors of [298] prove that Internet users, who bridge
heterogeneous online communities by means of weak ties, have a high social en-
gagement, use the Internet for social purposes, and are prone to become members
of new social communities. The interest towards users serving as bridges among
communities has increased over the years and, indeed, several studies have been
done to analyze the behavior and peculiarities of such users in complex networks
[279, 606, 416, 95, 98].

Some studies have also analyzed the behavior of users serving as bridges among
different social networks [134, 141, 136]. Here, the concept of community is brought
to the edge, because it is mapped to a whole social network. Specifically, the authors
of [134] report a complete identikit of users bridging different social networks. The
authors of [141] leverage the peculiarities of bridge users to define a new crawling
strategy to sample a multi-social network environment. Finally, the authors of [136]
perform a comparative study of users serving as bridges among two of the most
famous social networks, namely Facebook and Twitter.

From the above description, it can be seen that, in the literature, there is an im-
pressive number of papers dealing with issues similar to those analyzed here. How-
ever, none of them proposed a multi-dimensional social network-based model for
Yelp, capable of representing the specificity of this social platform of being simulta-
neously a review platform, a social network and a business directory. The presence
of this model would allow us to answer the following research question: What about
the dynamics leading a Yelp user to publish a negative review? Furthermore, no pa-
per proposed a study focused entirely on negative reviews and reviewers in Yelp,
which, starting from a social network-based model representing them, could define
a set of stereotypes of users publishing negative reviews. Having all this available
would allow us to answer the following research question: How can the interaction
of the dynamics driving negative reviewers increase their “power” and the one of
their reviews? Finally, no past paper built a profile of a negative influencer in Yelp.

Reaching this result would allow us to answer the following research question: Who



3.2 Investigating negative reviews and negative influencers 135

are the negative influencers in Yelp? Here we aim at filling this gap and answer the
three research questions mentioned above.

We draw inspiration from the research strands mentioned previously. First of all,
our multi-dimensional social network-based model of Yelp can be employed to han-
dle different relationships (e.g., friendship, co-review). In particular, it is possible to
define an occurrence of the model for each relationship. This way of proceeding falls
within the context of multi-relationship networks, but in a new way. In fact, differ-
ently from past multi-relationship models, ours does not require the prior and static
definition of the relationships to represent, but allows a dynamic choice of them,
based on the analysis to be performed. For example, we have chosen friendship and
co-review between Yelp users. Furthermore, the choice of including in our model
the macro-categories in which the businesses are grouped in Yelp represents an ad-
ditional feature of it. It makes possible a definition of the bridge concept perfectly
fitted on Yelp, which, in turn, allows for the definition of three user stereotypes for
this social platform. Therefore, the multi-dimensionality of our model enables an
analysis of Yelp users and their relationships from multiple orthogonal viewpoints,
acting simultaneously and influencing each other.

Our multi-dimensional social network-based model makes our definition of
bridge possible. Starting from that definition, and operating on the model itself, we
define three user stereotypes, namely: (i) the k-bridge, i.e., a person who reviewed
businesses belonging to k different Yelp macro-categories; (ii) the power user, i.e.,
a person very active in all the macro-categories in which she is interested; (iii) the
double-life user, i.e., a person exhibiting different behaviors in the different macro-
categories in which she operates. Compared to the generic stereotypes presented in
the past literature [139], those we identified are tailored to Yelp and, therefore, can
provide a more specific contribution in the definition of the profile of negative in-
fluencers in this social medium.

Having the multi-dimensional model, the three stereotypes and the Negative Re-
viewer Network at disposal, our approach can investigate negative reviews and re-
viewers and can build a profile of negative influencers. These tasks are very impor-
tant because it was shown that the effect of negative reviews and reviewers is much
greater than the one of positive reviews and reviewers [18]. Furthermore, negative
reviews and reviewers are not very common because people tend to give high rat-
ings to businesses [104, 550]. But for this very reason, the information they bring is
extremely valuable. Indeed, consumers and businesses are prone to rely on negative
reviews and reviewers to understand the reasons for possible dissatisfaction caused

by a product, a service or a business [64, 16].
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Compared to the works on negative reviews and reviewers described above, our
approach is more focused on the issue of influence, more specifically on negative
influence. In this context, it offers a first important contribution thanks to the defi-
nition of the Negative Reviewer Network. This tool allows the exploitation of Social
Network Analysis techniques to investigate the influence of a negative reviewer on
other users. We point out that the Negative Reviewer Network is general and can be
used to investigate the same issue in other review platforms. Starting from it and
the multi-dimensional model introduced here, which is instead specific to Yelp, our
approach provides a second important contribution, i.e., it constructs the profile of
a negative influencer in Yelp. Such a profile is perfectly fitted on this social platform
because it takes into account both the partitioning of Yelp into macro-categories and

the possibility to specify user friendships, provided by this platform.

3.2.3 Methods
3.2.3.1 Definition of Yelp model

Our multi-dimensional investigation of negative reviews and detection of negative
influencers in Yelp is possible thanks to a new multi-dimensional social network-
based model of Yelp. This model starts from the observation that, in this social
medium, businesses are organized according to a taxonomy consisting of four levels.
Level 0 includes 22 macro-categories. Each macro-category has one or more child
categories; therefore, level 1 includes 1002 categories. A category may have zero,
one or more sub-categories; as a consequence, level 2 comprises 532 sub-categories.
Finally, level 3, has only 19 sub-sub-categories; indeed, most sub-categories are not
further categorized. Our model represents Yelp as a set of 22 communities, one for

each macro-category:
Y ={Cy,Cy,---,C22}

Given the macro-category C;, 1 < i < 22, a corresponding user network U; =
(N;,A;) can be defined. N; is the set of the nodes of Uf;; there is a node ni, for each
user u;, who reviewed at least one business of C;. A; is the set of the arcs of U;;
there is an arc a,, = (nj,,nj,) € A, if there exists a relationship between the users Ui,
corresponding to M, and Ui, corresponding to nj,.

Finally, an overall user network &/ = (N, A) corresponding to ) can be defined.
There is a node n; € N for each Yelp user. There is an arc a,, = (1, n4) € A if there ex-

ists a relationship between the users u,, corresponding to 1, and u,, corresponding

p)
to ng.

In the definition of ¢/ (and, consequently, of {;), we do not specify the kind of

relationship between u, and u,. Actually, it is possible to define a specialization of
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U for each relationship we want to investigate. Here, we are interested in two rela-
tionships existing between Yelp users, namely friendship and co-review. As a conse-
quence, we define two specializations of ¢/, namely 2/ and U°". U/ is the specializa-
tion of I/ when we consider friendship as the relationship between users, whereas
U denotes the specialization of &/ when co-review (i.e., reviewing the same busi-
ness) is the relationship between users.

Starting from this model, it is possible to define some Yelp stereotypes, namely:
(i) the k-bridge, i.e., a person operating in k categories of Yelp; (ii) the power user, i.e.,
a person very active in all the categories that she is interested in; (iii) the double-life
user, i.e., a person showing different behaviors in the different categories she attends.
Her different behaviors can regard the activity level (access-dl-user) or the severity of
her reviews (score-dl-user). These stereotypes can lead to the detection of negative

influencers in Yelp.

3.2.3.2 Definition of negative influencer stereotypes

As we have seen above, our methodology starts from the multi-dimensional social
network-based model, formulates some hypotheses and aims at verifying them us-
ing an inferential campaign based on social network analysis. This campaign makes
use of a number of concepts, stereotypes and definitions that we introduce in this
section. Instead, the way they are exploited to prove the hypotheses and, more in
general, to extract useful knowledge is described in Section 3.2.4.

The first concept we introduce is a stereotype, namely the k-bridge. Specifically,
a k-bridge is a Yelp user who reviewed businesses belonging to exactly k differ-
ent macro-categories of Yelp. A user who reviewed businesses of only one macro-
category is a non-bridge. Finally, we use the generic term bridge to denote a k-bridge
such that k > 1. Given a k-bridge up of U, where U is the overall user network corre-
sponding to Yelp, there are k nodes 1,1, ,---, 1y, associated with her, one for each
macro-category containing at least one review performed by her.

After having introduced the k-bridge, we present some other stereotypes, namely
the power user and the double-life user. More specifically, let C; € } be one of the
macro-categories of Yelp.

Let rn; be the average number of reviews of C;. Let b, be a Yelp bridge and let

CSet, be the set of the macro-categories that received reviews from b,. Then:

* b, is defined as a power user if, for each macro-category C; € CSet,,, the number
of her reviews is greater than or equal to 2 - rn;.
o bp is defined as a (x,v) access double-life user (access-dl-user, for short) if both the

following conditions hold:
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— for a subset CSet, C CSet, of x macro-categories, the number of reviews of
each Cj € CSetpx is greater than or equal to 2- rnj;
— for a subset CSetp - CSetp of y macro-categories, such that CSetp NCSet, =
v x v

@, the number of reviews of each Cj € CSetpy is less than or equal to % - TN

Double-life users play an extremely interesting role because they are very rare.
Therefore, we deepen our investigation on them and introduce a second kind of
double-life users. Specifically, let b, be a Yelp bridge. Then b, is defined as a (x,y)

score double-life user (score-dl-user, for short) if both the following conditions hold:

* for a subset CSet, C CSet, of x macro-categories, the average number of stars
that b, assigned to the corresponding businesses is higher than or equal to 4;

e for a subset CSetp - CSetp of y macro-categories, such that CSetp ! CSetp =0,
y x y

the average number of stars that b, assigned to the corresponding businesses is

lower than or equal to 2.

In order to make our inferential campaign on negative reviews and reviewers
complete, we need to introduce a further network that we call Negative Reviewer
Network U = (N,A). N is the set of nodes of /. There is a node n; € N for each Yelp
user who made at least one negative review. There is an arc a,, = (n,,1n,) if there
exists a friendship relationship between the user u,, corresponding to n,, and the

user iy, corresponding to ng.

3.2.3.3 Hypothesis definition

Starting from this theoretical background, we aim at answering the three questions
mentioned in the Introduction. In particular, we use the above model and stereo-
types to design and perform a social network analysis-based campaign aiming at

evaluating some hypotheses that we synthesize in the following:

* First of all, the review mechanism of Yelp is based on a scale from 1 to 5 stars. This
is similar to the review mechanisms encountered in several other social media.
In this context, we formulate the following:
Hypothesis 1 (H1) - The star-based review system of Yelp is positively bi-

ased.

In the scale adopted by Yelp, 1 means “absolutely bad” and 5 means “fantastic”.
A review with 2 stars is still negative, but 3 stars already denote a positive review.
In other words, the review mechanism of Yelp makes it more probable that users
release positive reviews. Unless the experience was really bad, the review will

almost always be positive. This is confirmed by how Yelp itself labels the stars (1
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- “Eek! Methinks not”; 2 - “Meh. I've experienced better”; 3 - “A-OK”; 4 - “Yay!
I'm a fan”; 5 - “Woohoo! As good as it gets!”).
On the other hand, if we consider this review mechanism from a more formal and
theoretical viewpoint, we can observe that it is based on a Likert scale, which was
already shown to be asymmetric and positively biased [41, 537, 104].
We think that the stereotypes introduced above can help very much in evaluating
negative reviews and influencers. As for a specific kind of stereotype, i.e., the
double-life users, we formulate the following:
Hypothesis 2 (H2) - access-dl-users and score-dl-users play a key role in
negative reviews.

To understand the reasoning behind this hypothesis, consider score-dl-users.
Clearly, they can be partitioned into two sets. The former is made up of users
who mainly write positive reviews and few negative reviews. These are basically
positive users who, for some reasons, had a bad experience with some businesses.
So, what drove them to write negative reviews, considering that they are keen to
write positive ones? A user assigns a 1-star score to a business when her expec-
tations were not satisfied. This was already investigated in literature (see, for
instance, [333]), where it was proved that a high discrepancy between the oth-
ers’ opinions and the experience of a user is the main driver for her to write a
negative review.
The latter set of access-dl-users is much more peculiar. It comprises those users
who generally write negative reviews but, in some cases, release positive ones.
These users have probably developed very severe criteria for evaluating busi-
nesses, leading them to be satisfied only rarely.
We have already discussed about the multi-dimensionality of our model. One of
its main dimensions is friendship. Actually, it is well known that this relationship
plays a key role in social networks [109, 588, 107]. Starting from these results, it
is reasonable to formulate the following:
Hypothesis 3 (H3) - A user has a strong influence on her friends when
doing negative reviews.
This could seem obvious. In past literature it has been proved that users are in-
fluenced by others when writing reviews. In particular, it has been found that
users tend to have a positive opinion of a product/service if it has been positively
commented by other users [192].
In addition, people generally trust more those users sharing their personal pro-
file on online review platforms [270]. It was found that a personal information
disclosure is crucial for the spread of positive comments about a product/service,

because the possibility of associating information with a particular person gives
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a boost in the overall perceived confidence. All of this is amplified when users
share a common geographical location. This reasoning can also be applied to re-
lationships like friendship, because personal information is certainly disclosed
between friends.

Here, we hypothesize that the influence exerted by friends is valid not only for
positive reviews but also for negative ones, possibly leading to a phenomenon of
negative influence between friends.

* Another stereotype introduced above that could play an important role as nega-
tive influencer is the bridge one. As for it, we formulate the following:

Hypothesis 4 (H4) - Bridges have a much greater influence power than

non-bridges.
If Yelp can be modeled as a network of different communities, each correspond-
ing to a given business macro-category, it is immediate to think of bridge users
as special ones, capable of facilitating information diffusion from a community
to another. Bridge users have a position of power in the network, and this power
can even be measured [373]. If we look at classical centrality measures in social
network analysis, it is easy to argue that bridge users have a high betweenness
centrality value. On the other hand, if we look at reviews, it is plausible that a
bridge could expand the negative conception of a brand from a category to an-
other which both the bridge and the brand belong to.

* The previous reasoning about the correlation between bridges and betweenness
centrality paves the way to think that centralities play a key role in the diffusion
of negative reviews. In particular, it is reasonable to make the following hypoth-
esis:

Hypothesis 5 (H5) - There is a correlation between degree and/or eigen-

vector centrality and the capability of being negative influencer.
Degree centrality tells us which nodes have the highest number of relationships
in a network. These are probably power users, if we consider our stereotypes.
They certainly are important users, because they are densely connected. On the
other hand, eigenvector centrality can help us to identify influential users, who
do not like to appear as such (the so called grey eminences or grey cardinals).
Those kinds of users are often connected to few nodes, each having a high num-
ber of relationships with the other users [454]. These two centrality measures can

be useful to find negative influencers in Yelp.

3.2.3.4 Preliminary analysis of negative influencers stereotypes

We collected the data necessary for the activities connected with our inferential cam-

paign from the Yelp website at the address https://www.yelp.com/dataset. In or-
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der to extract information of interest from available data, we had to carry out a pre-
liminary analysis. A first result concerns the presence of 10,289 businesses whose
category did not belong to any of the Yelp macro-categories, and 482 businesses that
did not have any category associated with them (recall that in Yelp a business can
belong to one or more categories). Since the total number of businesses was 192,609,
we decided to discard these two kinds of businesses, because the amount of data
removed was insignificant while their presence would have led to procedural prob-
lems.

At this point, we analyzed the distribution of the categories among the macro-
categories. We report the result obtained in Figure 3.25. As we can see from this
figure, the macro-category “Restaurants” has a much greater number of categories

than the other ones.
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Fig. 3.25: Distribution of the categories inside the Yelp macro-categories

Figure 3.26 shows the average number of reviews per user for each macro-
category. As we can see, the three macro-categories with the highest average number
of reviews are “Restaurants”, “Food” and “Nightlife”. Furthermore, in Figure 3.27,
we show the same distribution for bridges only. We can see that the three macro-
categories with the highest number of reviews are always the same. However, the
average number of reviews is generally higher for bridges than for normal users.
Therefore, we can conclude that bridges not only tend to review businesses of differ-
ent macro-categories (and this happens by definition of bridge itself) but also to do

more reviews than non-bridges.
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Fig. 3.27: Average number of business reviews made by Yelp bridges for each macro-
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In Figure 3.28, we report the distribution of access-dl-users against k. From the
analysis of this figure, we observe that the number of access-dl-users is already very
high for k = 2 and further increases for k = 3; then, it decreases very quickly and
becomes almost negligible for k > 4.

We start looking at the access-dl-users corresponding to the simplest case of
bridges, namely 2-bridges. Table 3.18 shows the total number of 2-bridges, the num-
ber of (1,1) access-dl-users and the number of power users, together with their corre-
sponding percentage of the overall number of 2-bridges. This table shows that (1,1)
access-dl-users and power users represent very small fractions of the overall set of

2-bridges.
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Fig. 3.28: Distribution of access-dl-users against k

|| Type of users |Number and percentage ||
2-bridges 427130 (100%)
(1,1) access-dl-users | 745 (0.17%)
power users 375 (0.087%)

Table 3.18: Numbers and percentages of 2-bridges, access-dl-users and power users

in Yelp

We continue by examining all the k-bridges as k grows, until at least one of them
is an access-dl-user or a power user. We can observe that this condition occurs for k <
6. The corresponding numbers and percentages are shown in Tables 3.19 - 3.22. From
the analysis of these tables, we can see how the number of k-bridges decreases as k
increases, but the decrease is not fast. On the other hand, the number of access-dl-
users decreases very rapidly, about one order of magnitude at each step. The number

of power users decreases more slowly.

|| Type of users |Number and percentage ||

3-bridges 245123 (100%)
(1,2) access-dl-users|450 (0.18%)
(2,1) access-dl-users|374 (0.15%)
power users 200 (0.081%)

Table 3.19: Numbers and percentages of 3-bridges, access-dl-users and power users

in Yelp
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Table 3.20: Numbers and percentages of 4-bridges, access-dl-users and power users

in Yelp

Table 3.21: Numbers and percentages of 5-bridges, access-dl-users and power users

in Yelp

Table 3.22: Numbers and percentages of 6-bridges, access-dl-users and power users

in Yelp

3.2.4 Results

H Type of users

Number and percentage H

4-bridges

(1,3) access-dl-users
(2,2) access-dl-users
(3,1) access-dl-users

power users

147101 (100%)
19 (0.013%)

59 (0.040%)
28 (0.019%)
35 (0.023%)

H Type of users

‘Numher and percentage H

5-bridges

(1,4) access-dl-users
(2,3) access-dl-users
(3,2) access-dl-users
(4,1) access-dl-users

power users

91680 (100%)
6 (0.007%)

11 (0.012 %)
3(0.003%)

0 (0%)

14 (0.015%)

HType of users

‘Numher and percentage H

6-bridges
1,5) access-dl-users

2,4) access-dl-users

(
(
(3,3) access-dl-users
(4,2) access-dl-users
(

5,1) access-dl-users

power users

63708 (100%)
0 (0%)

0 (0%)

1 (0.002%)

2 (0.003%)

11 (0.017%)
11 (0.017%)

3.2.4.1 Investigating the Hypothesis H1

A user can assign a number of stars between 1 and 5 to a business in Yelp. The
higher the number of stars, the better her rating is. Therefore, we decided to study
the reviews of users focusing on the number of stars that they assigned to businesses.

Figure 3.29 shows the average number of stars that users assigned to the busi-
nesses of each macro-category. As we can see from this figure, this number is very
high as it is always greater than 3. As previously pointed out, this is actually not
very surprising because the mechanism based on stars follows a Likert scale and, in
literature, it is well known that this scale is generally positively biased [41, 537, 104].

In Table 3.23, we report the mean, standard deviation and mode of the number

of stars assigned by bridges and non-bridges to all businesses. As we can see from
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Fig. 3.29: Average number of stars for each macro-category of Yelp

this table, there is no substantial difference in this type of behavior between bridges

and non-bridges.

| | Statistical Parameter | Bridges | Non-bridges | |

Mean 3.73 3.57
Standard Deviation [1.44 |1.72
Mode 5 5

Table 3.23: Values of mean, standard deviation and mode of the number of stars

assigned by bridges and non-bridges to all businesses

From the results of Table 3.23, it is clear that it makes no sense to talk about
power users in the star-based analysis, because almost all users have the same be-
havior and assign a high number of stars to almost all businesses. All these tests

allow us to define the following:

Implication 1: The star-based review system of Yelp is positively biased. In-
deed, almost all users assign a high number of stars to almost all busi-

nesses.

Implication 1 is clearly a confirmation of the correctness of the Hypothesis H1.

3.2.4.2 Investigating the Hypothesis H2

In Figure 3.30, we report the distribution of score-dl-users against k. From the anal-
ysis of this figure we note that it follows a power law. If we compare this figure with

Figure 3.28, we observe that for k = 2, the number of score-dl-users is much smaller
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than the one of access-dl-users. However, the decrease of the number of score-dl-

users when k increases is much smaller because they are different from 0 until to

k=14

Number of score-dl-users
5 5 8 g g H

Fig. 3.30: Distribution of score-dl-users against k

We continued our analysis by verifying whether score-dl-users and access-dl-
users were the same people or not. We carried out this analysis with k = 6, because
we had no access-dl-users with higher values of k. In this case, we could see that the
intersection of the two sets was empty.

To better understand the main features of score-dl-users we considered those
corresponding to 7-bridges. These users were 16 (see Figure 3.30), a number that
allowed us to examine in detail each review carried out by them. During this analysis
we found several interesting knowledge patterns. More specifically, we observed that
(1,6) and (6,1) score-dl-users show a completely different behavior from the other 7-
bridges. In fact, in this case, each (1,6) score-dl-user assigned positive scores to all
the business of the only macro-category that she positively reviewed. Similarly, each
(6,1) score-dl-user assigned negative values to all the businesses of the only macro-
category that she negatively reviewed. This can be justified thinking that users have
a strong interest in that macro-category and so they developed more accurate and
stable evaluation criteria for the businesses belonging to it.

As for the other 7-bridges, we found that (2,5), (3,4), (4,3) and (5,2) score-dl-
users show a less extreme behavior, in the sense that they do not tend to give always
positive or always negative ratings to all the businesses of a given macro-category.

We then repeated the previous analyses for the last category of access-dl-users
that we had available, namely the 6-bridges, to verify if the particular behavior of
score-dl-users was typical of this kind of double-life user or if it was something com-
mon. Actually, 6-bridge access-dl-users were 13; therefore, we were able to make a

detailed analysis of each review performed by each user also in this case. We exam-
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ined (1,5), (2,4), (3,3), (4,2) and (5,1) access-dl-users and we did not find substantial
differences in the behavior of these five categories of users. This appeared as a confir-
mation of the singularity of the behavior observed for (1,6) and (6,1) score-dl-users.

The previous analyses suggest the following:

Implication 2: (a) Score-dl-users play a key role in negative reviews. (b) They

are very keen on negatively judging the macro-category they mostly attend.

Implication 2(a) confirms the correctness of our Hypothesis H2. But there is
much more. In fact, Implication 2(b) was an unexpected result that prompted us to
carry out a further experiment to have a confirmation. In it, we considered k-bridges,
with 3 <k < 8, and computed the percentage of them who negatively reviewed the
macro-category of businesses they attended the most. Afterwards, we computed the
same percentage taking into account only k-bridges that were score-dl-users. The
results obtained are shown in Table 3.24. They represent an extremely strong confir-

mation of the previous qualitative analysis.

Hk ‘Percentage ofk—bridges‘Percentuge of score-dl-users k-bridges H

314.35% 91.5%
414.03% 79%
5(3.65% 61%
6(2.40% 63%
712.11% 56%
811.55% 33%

Table 3.24: Percentages of k-bridges and score-dl-users k-bridges who negatively re-

viewed the macro-category they mostly attended

As we have seen, the definition and behavior of score-dl-users are based on the
number of stars assigned by a user to a business during a review. We have already
said that this type of score is based on a Likert scale and, therefore, it is positively
biased [41, 537, 104]. In order to overcome this problem, in the literature authors
suggest evaluating the text of the reviews and to make a sentiment analysis on it
[372, 369]. We carried out this activity using two well-known sentiment analysis
tools. The first is TextBlob?, which, given a text, specifies if the corresponding polar-
ity is positive, negative or neutral. We applied TextBlob to users’ review texts. The
results obtained are reported in Table 3.25. From the analysis of this table we can
see that the difference between the score based on stars and the polarity based on
sentiment analysis is equal to 15%.

The second sentiment analysis tool we considered is Vader [350]. Also in this
case, we applied it to the users’ review texts. The results obtained are shown in Table

9 https://textblob.readthedocs.io
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HPammeters Value obtained by applying TextBlob H
Reviews 6,685,902
Reviews with a number of stars less than or equal to 2 (negative reviews) 1,544,553
Reviews classified as negative by TextBlob 847,359
Reviews with a number of stars greater than or equal to 3 (positive reviews) 5,141,347
Reviews classified as positive by TextBlob 5,781,007
Reviews classified as neutral by TextBlob 57,536
Negative reviews classified as positive 823,414
Positive reviews classified as negative 154,176
Positive reviews classified as neutral 30,914
Negative reviews classified as neutral 26,620

Table 3.25: Comparison between the review score based on stars and the review

polarity obtained by applying TextBlob

3.26. The analysis of this table confirms the very low difference between the score of
the star-based reviews and the polarity of the review texts (in fact, in this case, this

difference is equal to 14%).

HPummeter Value obtained by applying VaderH
Reviews 6,685,902
Reviews with a number of stars less than or equal to 2 (negative reviews) |1,544,553
Reviews classified as negative by Vader 982,102
Reviews with a number of stars greater than or equal to 3 (positive reviews)|5,141,347
Reviews classified as positive by Vader 5,649,489
Reviews classified as neutral by Vader 54,311
Negative reviews classified as positive 724,241
Positive reviews classified as negative 184,557
Positive reviews classified as neutral 31,542
Negative reviews classified as neutral 22,767

Table 3.26: Comparison between the review score based on stars and the review

polarity obtained by applying Vader

This allows us to conclude that score-based evaluations are generally confirmed

by the sentiment analysis performed on the corresponding reviews.

3.2.4.3 Investigating the Hypothesis H3

At this point, we analyzed how users influence each other with regard to negative
reviews. We took into consideration the network of friendships Yf since it is easier
for a user to have characteristics more similar to her friends than to people she does
not know, due to the principle of homophily [468]. Therefore, the ability to influence
someone and/or to be influenced by her is presumably greater with friends than with

others.
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As a first analysis, for each macro-category, we considered the percentage of users
such that they, and at least one of their friends, reviewed the same business nega-
tively. The results obtained are shown in Figure 3.31. From the analysis of this figure
we can see how the percentages are extremely low. The macro-category with the
highest percentage is “Restaurant”, followed by “Nightlife” and “Food”. This result
can be explained taking into account that a person often attends restaurants or night-
clubs with her friends. Therefore, it is not unlikely that her negative judgement of a
business may lead to (or, on the contrary, may be caused by) a negative judgement of

one or more of her friends.

uuuuu

Percentage of users
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Fig. 3.31: Percentages of users such that they, and at least one of their friends, re-

viewed the same business negatively

We repeated the analysis by distinguishing bridges from non-bridges. The cor-
responding results are shown in Figures 3.32 and 3.33. From the analysis of these
figures we observe higher values for bridges than for non-bridges. For example, the
value of “Nightlife” for bridges is more than 4 times the value for non-bridges. Sim-
ilarly, “Food”, in case of bridges, has a percentage more than 7 times higher than for
non-bridges.

To prove the statistical significance of our results we adopted a null model to
compare our findings with those obtained in an unbiasedly random scenario. Specif-
ically, we built our null model by shuffling the negative reviews among users in
our dataset. In this way, we left unaltered all the original features with the excep-
tion of the distribution of negative reviews, which became unbiasedly random in the
null model. After that, we repeated our analysis on the null model. The results ob-
tained are reported in Figure 3.34. Comparing this figure with Figure 3.31, we can

see that there is a certain similarity in the distributions; indeed, many of the macro-
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Fig. 3.33: Percentages of non-bridges such that they, and at least one of their friends,

reviewed the same business negatively

categories that had the highest values in Figure 3.31 continue to have the highest
values in Figure 3.34. However, in this last case, the values of the percentages are
several orders of magnitude smaller. Therefore, we can conclude that the behavior
observed in Figure 3.31 is not random but it is the result of the reference context.

At this point, for each macro-category, for each user who reviewed a given busi-
ness negatively, we computed the percentage of her friends who, having reviewed
the same business, made a negative review. The results obtained are shown in Figure
3.35. As we can see from this figure, the percentage values are very high for almost
all macro-categories.

Figures 3.36 and 3.37 show the same distributions, but for bridges and non-

bridges. From the analysis of these figures, it can be observed that the phenomenon is
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Fig. 3.35: Percentages of friends who, having reviewed the same business as a user

who reviewed a business negatively, also provided a negative review

always strong, regardless of whether or not a user is a bridge. An interesting knowl-
edge pattern to observe is that there is a strong polarization on the macro-categories
especially in the case of non-bridges. In fact, the percentages of friends influenced
by them are either above 90% or null.

All the results shown above allow us to deduce the following:

Implication 3: A user has a very high influence on her/his friends when doing

negative reviews.

This implication represents a confirmation of the correctness of our Hypothesis

H3.



152 3 Yelp

s
s

s

percentage of friends
.
Percentage of friends

s
s

setweite
Bmautysspas
Enenttanningeservices
[re——
e
Fomesenvices
JotasaTravel
Lcifavor
Lciservc
Ngpite
o
Pofesionisenices
Reigusorganzat
Snopping
st
[T —
-
Fomesenvces
[ —
Lcaifavor
Ngite
Profesionasenices
ReigousOrganizations
Restar
Stopping

PublcsenicessGovernment
PublcSanicessGovarnmant

Macro-category Macro-category

Fig. 3.36: Percentages of friends who, Fig. 3.37: Percentages of friends who,
having reviewed the same business as  having reviewed the same business as a
a bridge who reviewed a business nega-  non-bridge who reviewed a business neg-

tively, also provide a negative review atively, also provide a negative review

3.2.4.4 Investigating the Hypothesis H4

In order to evaluate the Hypothesis H4, we started with the computation of the av-
erage percentage of users who, having made a negative review in a category, have at
least X9, of their friends who negatively reviewed a business in the same category.
The values of X that we considered are 1, 2, 3, 5, 10 and 100. As an example, in
Figure 3.38, we report the results obtained in the case of X = 5. As we can see from
this figure, the percentages are some orders of magnitude greater than the ones of
Figure 3.34. The macro-categories with the highest values are the same as before,

i.e., “Restaurants”, “Food” and “Nightlife”.

Percentage of users

|

Hotels&Travel I

pets

Bicycles

snopons ]

Activelife
Arts&Entertainment
Automotive
Beauty&Spas
Education
HealthaMedical
HomeServiees
LocalFlavor
Localservices
MassMedia
ProfessionalServices
Restaurants

PublicServices&Government

Macro-category

Fig. 3.38: Average percentages of users who, having made a negative review in a
macro-category, have at least X9, of their friends who reviewed a business in the

same macro-category negatively
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As in the previous case, we distinguished bridges from non-bridges. The results
of the corresponding analysis are shown in Figures 3.39 and 3.40. These figures,
along with the previous ones involving bridges and non bridges, allow us to define

the following:

Implication 4: Bridges have a much greater power of influence than non-

bridges.
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Fig. 3.39: Average percentages of bridges who, having made a negative review in a
macro-category, have at least X9, of their friends who reviewed a business in the

same macro-category negatively
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Fig. 3.40: Average percentages of non-bridges who, having made a negative review in
a macro-category, have at least X9, of their friends who reviewed a business in the

same macro-category negatively
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Again, we made the comparison with the null model. The results obtained for
X =5 are reported in Figures 3.41, 3.42 and 3.43. From the examination of these
figures, we can see how results obtained are not random but they are intrinsic to
Yelp. Note that the non-randomness can be observed for bridges but generally not
for non-bridges; this is important because it allows us to conclude that this property

characterizes bridges against non-bridges.
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Fig. 3.41: Average percentages of users in the null model who, having made a neg-
ative review in a macro-category, have at least X9, of their friends who reviewed a

business in the same macro-category negatively
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ative review in a macro-category, have at least X9, of their friends who reviewed a

business in the same macro-category negatively
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Fig. 3.43: Average percentages of non-bridges in the null model who, having made a
negative review in a macro-category, have at least X9, of their friends who reviewed

a business in the same macro-category negatively
Implication 4 represents a confirmation that our Hypothesis H4 was correct.

3.2.4.5 Investigating the Hypothesis H5 and defining a profile of negative

influencers in Yelp

To investigate the correctness of the Hypothesis H5 we considered the Negative Re-
viewer Network U = (N, A) introduced in Section 3.2.3.2.

The analysis of this network allowed us to focus on users who reviewed some
businesses negatively, because, as we saw in the previous analysis, they are uncom-
mon. Firstly, we computed the number of nodes, the number of edges, the clustering
coefficient and the density of 2/ and we compared them with the same parameters as

U. Results are shown in Table 3.27.

I u u
Number of nodes 1637138 743178
Number of edges 7392305 2199987
Average clustering coefficient|0.043 0.039
Density 0.00000551619{0.00000796645

Table 3.27: Characteristics of ¢/ and U

From the analysis of this table we can observe that the number of users who made
at least one negative review is 45.39% of total users. As for the average clustering
coefficient and the density, we found that their values do not present significant

differences between U and U.
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At this point, we computed the distribution of users for I/; it is shown in Figure

3.44. As we can see from this figure, it follows a power law.

&

Percentage of users
B8

Fig. 3.44: Distribution of users of I against k

After studying the basic parameters of U/, we computed the degree centrality
of the nodes of this network. In particular, we focused on the users with the high-
est values of degree centrality. More specifically, we considered the top X% users,
X € {1,5,10,20}. Observe that as X decreases, the corresponding top users are in-
creasingly central, i.e., increasingly strong. In Figure 3.45, we show the distributions
against k for the top X% of users with the highest degree centrality. Note that for
X = 20, the distribution follows a power law, even if it is flatter than the one of
Figure 3.44, which referred to all users. As X decreases, we can see how the distribu-
tion becomes flatter and flatter, moving to the right and tending to a Gaussian shape.
This allows us to conclude that more central users (i.e., those with the highest degree
centrality) tend to be stronger also as k-bridges (i.e., characterized by an increasingly

higher value of k).
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Fig. 3.45: Distributions of the top X% of users with the highest degree centrality

against k
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Instead, in Figure 3.46, we show the user distributions against k for the top X%
of users with the highest eigenvector centrality. The trend of these distributions as
X decreases is very similar to (although slightly less marked than) the one of the

degree centrality.
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Fig. 3.46: Distributions of the top X% of users with the highest eigenvector centrality

against k

Figure 3.47 shows the user distributions against k for the top X% of users with
the highest PageRank. Also in this case, we have a similar trend, although the varia-
tions of the distributions as X decreases are much more attenuated, compared to the

two previous cases. The last three figures allow us to define the following;:
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Fig. 3.47: Distributions of the top X% of users with the highest PageRank against k

Implication 5: There is a correlation between k-bridges and top central users.

Implication 5 is valid especially for the top central users based on degree cen-

trality. This result, along with the previous ones, is extremely important because it
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allows us to determine which are the main negative influencers in Yelp. In fact, we

can define the following:

Implication 6: The main negative influencers in Yelp are score-dl-users who
simultaneously are top central users (according to degree and/or eigenvec-

tor and/or PageRank centrality measures).

Implication 6 not only confirms the correctness of the Hypothesis H5, but goes
much further. In fact, it defines a profile of the negative influencers in Yelp and,

consequently, provides a way to detect them.

3.2.5 Discussion
3.2.5.1 Reference context

In the previous sections, we have investigated the phenomenon of negative reviews
in Yelp and, then, we have characterized negative influencers in this social medium.
In the past, different research papers have focused on the consequences that user-
written reviews have on businesses and, generally, on the market. As a first step
in this scenario, it is interesting to understand what makes customer reviews help-
ful to a consumer in her process of making a purchase decision. With regard to
this, in [593], the authors first collect reviews made on Amazon.com. Then, they dis-
tinguish between two different product types, namely: (i) search goods, for which
a consumer can obtain information on their quality before purchasing them; (ii)
experience goods, which are products requiring a purchase before evaluating their
quality. This product categorization plays a key role in understanding what a con-
sumer perceives more from a review. Indeed, moderate reviews are more helpful
than extreme (i.e., strongly positive or negative) ones for experience goods, but not
for search goods. Furthermore, longer reviews are generally perceived as more help-
ful than shorter ones, but this effect is greater for search goods than for experience
goods.

Another interesting contribution in this scenario is reported in [714], in which
the authors introduce several factors that can influence the decision making process
of consumers about their purchases. Indeed, the authors of [714] strive to under-
stand the key elements that guide a user in the purchase of a certain product. They
propose a model taking systematic factors (e.g., the quality of online reviews) and
heuristic ones (e.g., the quantity of online reviews) into account. They test this model
on 191 users and obtain interesting results. In fact, they identify important factors
to care about; these are argument quality, source credibility, and perceived quantity

of reviews. They empirically prove that consumers receiving reviews from credible
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sources and perceiving the quantity of reviews as large tend to perceive the topics
in online reviews as more informative and persuasive. This means that if consumers
find review sources to be credible, their purchase intention is usually higher. Finally,
they also show that consumers are more likely to purchase products with many on-
line reviews rather than with few ones.

Several authors have investigated the impact of positive and negative reviews.
For instance, the authors of [192] examine how a positive Electronic Word of Mouth
(hereafter, eWOM) can affect other users’ purchasing decisions. Indeed, eWOM is
strictly related to the online reviews phenomenon, which can be regarded as a spe-
cial case of it. Generally, eWOM is based on an analysis of costs and benefits. The
authors investigate the psychological motivations beneath the spread of positive re-
views. They take a sample dataset from the OpenRice. com platform, one of the most
successful review platforms in Hong Kong and Macau. Through a questionnaire,
they asked people who wrote reviews on this website their motivations. Starting
from the received answers, they build a model based on different features, namely
the eWOM intention of consumers, the reputation, the reciprocity, the sense of be-
longing, the pleasure to help, the moral obligation and the self-efficacy of knowl-
edge. They show that their model is capable of representing the behavior of users
when they share (positive) personal experiences on such online platforms.

The influence of positive reviews of businesses has been studied from many other
points of view. For example, in [385], the authors analyze celebrity sponsorships in
the context of for-profit and non-profit marketing. They actually find that famous
people can influence the appreciation one has for a product or service, in a posi-
tive or negative direction. This suggests that it makes sense studying who negative
influencers are, how they behave and how they can be detected in an online plat-
form. Not limited to celebrities, people are more incline to follow users disclosing
their personal information [270]. The members of an online community rate reviews
containing descriptive identity information more positively, and the prevalence of
identity information disclosure by reviewers is associated with increased subsequent
sales of online products. In addition, the shared geographical location increases the
relationship between disclosure and product sales.

Wrapping up these important results, we can say that buyers are influenced by
positive eWOM, especially if it is performed by nearby identifiable users; even more,
celebrities can change the appreciation that people have for a product or a service.
But the consequences are not just limited to customers. Even internal decision-
making processes of businesses can be influenced by online review systems [18].
The diffusion of personal opinions through the Internet has radically changed the

concept of reviewing a product or a service that one has in traditional media. In fact,



160 3 Yelp

online review platforms offer to users a space where they can express their unfil-
tered thoughts on products or services. In particular, eWOM encourages a two-way
communication between a source and a reader, thus being more engaging. A very
important result of [18] is that eWOM helps companies to obtain higher product
and service evaluations and, if necessary, higher amounts of funding; furthermore,
it influences the decision-making processes of companies, showing that its power is
not limited only to buyers. The other important result of [18] is that the effect of
negative eWOM is much greater than the one of positive e WOM.

Negative reviews open up many research issues. One of them is finding out
what drives users to write negative reviews. Discontent, or “disconfirmation”, with
a product or service has been studied as a cause of this phenomenon. The authors of
[333] define disconfirmation as the discrepancy between the expected evaluation of
a product and the evaluation of the same product performed by experts. In particu-
lar, they find that a person is more likely to leave a review when the disconfirmation
she encounters is great. They also find that the evaluation published by a person may
not reflect her post-purchase evaluation in a neutral manner; indeed, the direction
of such polarization is in agreement with disconfirmation.

The authors of [703] introduce a theory about the initial beliefs of a consumer
when she is looking for a product. According to this theory, a consumer forms an
initial judgement about a product based on its summary rating statistics. This initial
belief plays a key role in her next evaluation of the review. To prove their conjec-
ture, the authors of [703] collected the application reviews from Apple Store from
July 1 to August 31°, 2013. By analyzing these reviews they show the existence of
a confirmation bias, which outlines the tendency of consumers to perceive reviews
confirming (resp., disconfirming) their initial beliefs as more (resp., less) helpful.
This tendency is moderated by the consumer confidence in their initial beliefs. This
bias also leads to a greater perceived helpfulness of positive reviews when the aver-
age product rating is high, and of negative reviews when the average product rating

is low.

3.2.5.2 Main findings of the knowledge extraction process

In the Introduction, we specified that the main novelties concern: (i) the definition
of the two social network-based models of Yelp; (ii) the definition of three Yelp user
stereotypes and their characteristics; (iii) the construction of the profile of negative
influencers in Yelp. We also pointed out that we aim at answering three research
questions, namely: (i) What about the dynamics leading a Yelp user to publish a
negative review? (ii) How can the interaction of these dynamics increase the “power”

of negative reviews and people making them? (iii) Who are the negative influencers
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in Yelp? In order to obtain these results and answer these questions, we conducted a
data analytics campaign that allowed us to formulate six implications.

The first tells that “The star-based review system of Yelp is positively biased.
Indeed, almost all users assign a high number of stars to almost all businesses.”.
It can be explained by taking into account that Yelp’s review system is based on a
Likert scale, and it is well known that this scale is positively biased [41, 537, 104].
This implication does not provide unexpected information, but still represents an
important confirmation about the correctness of our knowledge extraction process.

The second implication tells that “Score-dl-users play a key role in negative re-
views. They are very keen on negatively judging the macro-category they mostly at-
tend.”. Unlike the first one, it was not expected. Its explanation partially comes from
the first implication. Indeed, if it is true that the Likert scale is positively biased, then
a user must be particularly motivated to give a negative rating. Moreover, if such an
evaluation is given by a double life user, then it means that it is provided by a person
potentially balanced in her evaluations (indeed, she gave both positive and negative
evaluations in the past). If a person with these characteristics gives a negative review,
it is reasonable to assume that she did so because she had “something important to
say”. In that case, she probably provides some well founded justifications for her
dissatisfaction. In order to do this, she must be competent in that macro-category,
which explains the last part of the implication.

The third implication tells that “A user has a very high influence on her/his
friends when doing negative reviews.”. The first part of it represents an expected
result, and is easily explained by the homophily principle [468]. The second part
was unexpected and can be explained by considering that several studies in related
literature show that negative reviews and reviewers are stronger than positive ones.

The fourth implication tells that “Bridges have a much greater power of influ-
ence than non-bridges.”. It represents a partially expected result if we consider that
bridges generally have a high betweenness centrality and, thus, have the ability to
convey an idea, sentiment or opinion from one macro-category to another.

The fifth implication tells that “There is a correlation between k-bridges and top
central users.”. At first glance, it may appear an expected result, but actually this
is not the case. In fact, in some contexts, for example in a Social Internetworking
System, bridges connecting different social networks are not necessarily power users
[134]. Actually, the more the communities involved in a (multi-) network scenario
are integrated, the more likely a bridge is also a power user. Based on this reason-
ing, and considering that Yelp’s macro-categories are closely related to each other,
because both a user and a business can belong to more macro-categories simultane-

ously, the result obtained is reasonable and motivated.
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Finally, the sixth implication tells that “The main negative influencers in Yelp are
score-dl-users who simultaneously are top central users (according to degree and/or
eigenvector and/or PageRank centrality measures).”. It is certainly unexpected and
is one of our major findings. It was obtained by appropriately integrating the previ-
ous five implications. For this reason, the justifications underlying it are those that

allowed us to explain the implications from which it derives.

3.2.5.3 Theoretical contributions

Here, we provide several theoretical contributions to the literature on online re-
view systems and eWOM. First of all, it introduces a new multi-dimensional social
network-based model of Yelp. This model perfectly fits the category-based structure
of this social medium. It represents Yelp as a set of 22 communities, one for each
macro-category. At the same time, it models this social medium as a user network
where each node denotes a user and an arc between two nodes represents a generic
relationship between the corresponding users. Our model can be used in several dif-
ferent scenarios, depending on the type of relationship one wants to represent. In
our study, we have specialized it to two different types of relationships, namely the
friendship between users (i.e., 2//) and the co-review of the same business carried
out by different users (i.e., U“").

The usage of our model, together with a set of experiments performed on a Yelp
dataset, allowed us to show that the star-based review mechanism of Yelp is posi-
tively biased. This fact implies that a user must have a strong motivation to write
a negative review. In turn, this implies that all information about negative reviews
and negative influencers in Yelp is extremely valuable.

After that, thanks to our multi-dimensional model, we were able to define differ-
ent stereotypes of users in Yelp. In particular, we considered three different stereo-
types, namely the bridges, the power users and the double-life users. Bridges are
users connecting different communities in Yelp. They are crucial for the dissemina-
tion of information in this social platform. In fact, we have seen that the influence
exerted by bridges is greater than the one exerted by non-bridges. Power users are
very active in performing reviews in the categories of their interest. The amount of
reviews they carry out makes them extremely important in the identification of po-
tential influencers. Double-life users show different behaviors in the different cate-
gories in which they operate. They generally show a particular attention and severity
in a category in which they are extremely experienced. This means that they can play
a valuable role as influencers in this category.

We have defined our multi-dimensional model and these stereotypes with re-

spect to Yelp. However, our model can be easily generalized to other online review
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platforms, such as TripAdvisor, as well as to other types of social platforms. In case
of online review platforms, the extension of our model is immediate. In fact, it is
sufficient to know and report in our model the hierarchy of categories underlying
the online review platform. In case of other types of social media, the extension is
possible and quite simple. In fact, it is sufficient to specify a (possibly hierarchical)
mechanism for dividing users into groups, as well as to identify the types of user
relationships of interest. It seems quite obvious that friendship is a relationship of
interest for any social platform. On the contrary, co-review does not always make
sense and could be replaced by other types of relationships.

As for stereotypes, we observe that those considered here are not the only ones
possible for an online review platform. In the future, we plan to identify other
stereotypes and study their contribution to the extraction of useful knowledge from
Yelp. At the same time, the three identified stereotypes can be directly extended to
any other online review platform. The concept of power user can be easily extended
to any social platform and any online social network too. The concept of bridge and
double-life user can be extended only to those cases where users of a social platform
can be organized into communities based on some parameters. In this case, a bridge
is a user acting as a link between two communities, while a double-life user is a user
having different behaviors in different communities.

The last theoretical contribution concerns the definition of the Negative Reviewer
Network. This model plays an extremely important role in the study of negative re-
views and, above all, in the identification of negative influencers, who correspond
to nodes with high degree centrality and/or high eigenvector centrality, as we have
seen in Section 3.2.4.5. Analogously to what happens for the other theoretical tools,
the extension of this model to other online review platforms is immediate. Instead,
its extension to other types of social platforms is much less simple than the other
models and concepts seen above. In fact, by its nature, the Negative Reviewer Net-
work is specifically designed to model negative reviews and reviewers. Therefore, its
extension is only possible by identifying other negative behaviors that one wants to

study and by defining a form of co-participation of multiple users to these behaviors.

3.2.5.4 Practical implications

Starting from the theoretical background, the hypotheses made and the implica-
tions confirming them, we can outline different applications of the knowledge here
extracted to real life scenarios. In particular, we can identify two different perspec-
tives, i.e., the business and the user ones.

The business perspective concerns all the possible actions that a company can

take to expand its customer base, to improve its brand image or to extend the prod-
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ucts/services it offers. In this context, the user identified stereotypes and the impli-
cations associated with them can be extremely useful. Let us consider, for example,
k-bridges. We have seen the extremely important role that they play in disseminat-
ing information between different communities. In the previous sections, we have
also seen that past literature highlights the strong impact that negative reviews can
have. In this context, a k-bridge making a negative review could have a disruptive
effect on a business image.

Therefore, the possibility of detecting k-bridges provided by our approach can
become a valuable tool for a business, which can adopt a variety of policies aim-
ing at improving their evaluation of its products/services from negative to neutral
or, even, positive. Another extremely important policy in this sense could regard
the promotion of a business to k-bridges who do not know it. This could favor the
knowledge of this business in all the communities which the k-bridges belong to.
In fact, a k-bridge belonging to a community where a business is well known and
another community where this latter is unknown could become a promoter of the
business from the former community to the latter one.

Another important application that could leverage k-bridges is the expansion of
products/services offered by a business towards new categories, or even new macro-
categories, of Yelp. One way to increase the chance of designing new products/ser-
vices being of interest to users could be as follows. A business could identify all the
k-bridges belonging to the categories in which it is already known and its product-
s/services are highly appreciated. Then, it could determine the other categories of
products/services where the identified k-bridges have performed revisions; in fact,
the products/services of these last categories could be of interest for the potential
customers of this business. The greater the number of k-bridges that have shown
interest in these categories, the more likely customers belonging to them will be
attracted by the business if it expands its offers towards these markets.

A further application of k-bridges, collateral to the one seen above, concerns
advertising campaigns. In fact, knowing the most promising communities when
proposing new products/services also implies being able to carry out advertising
campaigns focusing on them. In this way, the effectiveness and efficiency of the ad-
vertisement activity in terms of time and costs are increased.

However, k-bridges are not the only identified stereotype having important prac-
tical applications. In fact, both power users and double-life users are equally impor-
tant. Since the latter two stereotypes appear within the definition of negative influ-
encers, we now see some possible applications of this last concept that subsumes the
other two ones. Negative influencers have two important characteristics. The first

concerns the high value of network centrality measures (degree centrality and/or
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eigenvector centrality and/or PageRank), which makes them very influential in the
communities where they operate. The second concerns their behavior in carrying out
reviews. In fact, we have seen that a negative influencer, being a score-dl-user, tends
to give positive reviews in the categories of lesser interest, while she is very demand-
ing and severe in the categories in which she is more experienced and that interest
her the most. This also assumes that such a user generally has a recognized leader-
ship exactly in the category in which she is most severe. Therefore, it becomes crucial
for a business in that category taking all possible actions to ensure that she takes a
neutral, or hopefully a positive, attitude towards the products/services it offers. On
the other hand, as we have seen for k-bridges, it is possible to think of targeted ad-
vertising and marketing actions on these users that, if successful, are characterized
by a high level of efficiency and effectiveness.

So far we have seen the possible exploitations of our knowledge patterns from the
business viewpoint. Now, we want to see how the same patterns can have practical
implications for the user as well. In particular, we want to consider what benefits
a user can get by looking at other relevant users (such as k-bridges, power users,
influencers) in Yelp.

A first benefit can be obtained from the examination of the reviews of negative
influencers in Yelp. Based on the knowledge we have extracted, we can assume that
these users are very experienced in a certain category and very severe in exactly that
category. Therefore, if these users have issued positive reviews on the products/ser-
vices of a business in that category, it is very likely that they are of high quality.

A second benefit for a user concerns the knowledge of the features characterizing
the profile of an influencer in Yelp. This knowledge becomes extremely useful if she
wants to become an influencer in that social medium. In fact, based on the derived
implications, the user knows that she has a better chance to become an influencer
if she becomes a k-bridge. As a consequence, she will have to be active in making
revisions in multiple categories. In addition, she should be a power user; therefore,
she must have many friendship and co-review relationships (which implies she has
a high degree centrality). Alternatively, she can have a limited number of friendship
and co-review relationships as long as the users connected to her are, in turn, power
users (which implies she has a high eigenvector centrality). Finally, she must identify
one or more categories in which she wants to be an influencer and develop a high
experience in them in order to give severe, but correct, reviews.

The knowledge here extracted can also be useful to define recommender systems
for users who want to discover new products/services. This can be done, for example,
by leveraging k-bridges. In fact, assume that a user follows some categories. It is

possible to identify all the k-bridges of these categories and, for these k-bridges, to
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consider the categories followed by them. In this way, it is possible to identify which
categories are the most followed by these k-bridges. If one of these categories is not
already followed by the user, it is possible to recommend it to her. This very general
approach could be further refined by examining the proximity, in the Yelp hierarchy,
of candidate categories to those already followed by the user. A further refinement
could assign different weights to the different k-bridges, based on the similarity of
their past evaluation to those of the user of interest on the same products/services,
or based on the number of categories already followed by both them and the user of

interest.

3.2.5.5 Limitations and future research directions

Our theoretical tools (i.e., the multi-dimensional social network-based model of
Yelp, the stereotypes and the Negative Review Network), together with the hypothe-
ses formulated and the implications confirming them, have allowed us to shed light
on the phenomenon of negative reviews and negative influencers in Yelp. The tools
proposed and the approach followed are sufficiently general to be extended directly
to other online review platforms and, after some generalizations, to any social plat-
form. However, they are to be considered simply as a first step in this direction,
because they are not free from limitations, whose knowledge paves the way to new
future research investigations.

The first limitation of our approach is that it is exclusively structural and does
not take semantics into account. Actually, a more focused study on the contents of
negative reviews would be necessary to understand the reasons that led users to for-
mulate them. This would increase the effectiveness and efficiency of the applications
of our approach discussed in Section 3.2.5.4. In fact, given a service/product receiv-
ing many negative reviews, we could strive to understand the main reasons for this
fact and, therefore, make the appropriate improvements aimed at satisfying as many
users as possible in the shortest time.

An in-depth semantic analysis of reviews would also be extremely useful to de-
fine one or more taxonomies of negative influencers. This would allow us to classify
them based not only on the products/services they criticize, as in the present ap-
proach, but also on the main reasons for negativity (which would give us several
indications on where intervening first or mainly). Semantic knowledge would also
allow us to better evaluate negative influencers in order to understand who give
plausible reasons and who, instead, are prevented, regardless it happens. As a mat-
ter of fact, a business could make an effective and efficient recovery work on the
former category of influencers, while it could decide not to intervene on the latter

one, because the possibility of making them neutral or positive is low.
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Another limitation of our approach, which is, at the same time, a potential future
development of our research concerns stereotypes. Here, we have presented three of
them, namely the k-bridges, the power users and the double-life users. Their iden-
tification was driven by our research needs. However, we believe that several other
stereotypes could be defined and that it could be even possible to go so far as to
define a real taxonomy of stereotypes for both Yelp and other online (review) plat-
forms. These would become a real toolbox available to decision makers when they
need to make decisions regarding the products/services provided by their business
(for instance, to determine those ones to be removed from catalogues, new ones to
be proposed, existing ones to be modified for making them more in line with user
needs and desires, etc.).

A third limitation of our approach, which is also linked to current technological
limitations expected to become less impacting in the future, concerns the possibility
of studying all these phenomena over time. In fact, our current approach is based on
a temporal (albeit wide) photograph of the negative reviews of Yelp. It is not incre-
mental and, if we want to study the evolution of a phenomenon over time, we should
take more datasets referring to different times and study them separately. However,
this does not allow us to have a continuous monitoring of the phenomenon, in order
to capture any changes regarding it (for instance, any change of how some product-
s/services are perceived by users) as soon as possible. The weight of this limitation
(and, consequently, the relevance of overcoming it) is smaller in substantially stable
socio-economic conditions, because user perceptions of products/services change
very slowly over time in this scenario. Instead, it becomes crucial in historical pe-
riods characterized by sudden and disruptive phenomena (think, for instance, of
the current COVID-19 pandemic), capable of upsetting all previous mental patterns
of people’s judgement. In this case, having the possibility of immediately under-
standing the changed perceptions of users about products/services and/or the ap-
pearance of new needs, with the consequent demand for new products/services, can
allow a business to gain a huge advantage over its competitors. More importantly,
this feature would allow the whole ecosystem of public and private product/service

providers to be efficient and effective in responding to people demands.






Part 11

Internet of Things

In this part, we model the Internet of Things (i.e., IoT) through our complex-network
based approach and the Multiple Internet of Things (i.e., MIoT) paradigm already pro-
posed in the past literature. This last allowed us to study the IoT as a set of device networks
interacting with each other, which is the foundation for developing approaches to address
some of the IoT common issues. This part is organized as follows: in Chapter 4, we intro-
duce some preliminary concepts about the MIoT paradigm. In Chapter 5, we propose two
solutions for improving the communication between the devices, thanks to the concept of
topic-driven virtual 10Ts and the new MloT-oriented centrality measure and investigate
the influence of these devices in the MIoT. Then, in Chapter 6, we define an approach to
compute the trust and reputation of the devices. In Chapter 7, we describe a framework to
ensure the privacy of the features and services provided by smart objects. Finally, in Chap-
ter 8, we firstly model the possible device anomalies in a MIoT, and then we illustrate an

approach to detect them.






4

Preliminary Concepts on Multiple Internet of Things

In this chapter, we report a brief introduction to the Multiple Internet of Things (i.e.,
MIoT) paradigm, which is the starting point for our next approaches. Specifically, we
highlight the motivations behind the definition of the MIoT and formally introduce it.
Then, we report an example of a MIoT and present its strengths with respect to the classical

view of Internet of Things.

4.1 Introduction

The Internet of Things can be considered as an evolution of the Internet, based
on the pervasive computing concept [73]. In the past, several strategies to imple-
ment the IoT paradigm and to guarantee ubiquitous computing have been proposed
[310, 716, 233]. One of the most effective of them is based on the use of the social
networking paradigm [70, 74, 71]. In this case, IoT is represented as a social network
and, thanks to this association, Social Network Analysis-based models can be used
to empower IoT. One of the most advanced attempts in this direction is SIoT (Social
Internet of Things). In SIoT, things are empowered with social skills, making them
more similar to people [70, 74]. In particular, they can be linked by five kinds of rela-
tionship, namely: (i) parental object relationship; (ii) co-location object relationship;
(iii) co-work object relationship; (iv) ownership object relationship; (v) social object
relationship. If: (i) a node is associated with each thing, (ii) an edge is associated
with each relationship between things, and, finally, (iii) all the nodes and the edges
linked by the same relationship are seen as joined together, SIoT can be modeled as
a set of five pre-defined networks. Here, some nodes belong to only one network (we
call them inner-nodes), whereas other ones belong to more networks (we call them
cross-nodes).

The idea underlying SIoT is extremely interesting and, as a matter of fact, has
received, and is still receiving, a lot of attention in the literature. However, we think

that, in the next future, the number of relationships that might connect things could
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be much higher than five, and relationships could be much more variegate than the
ones currently considered by SIoT. As a consequence, we think that a new paradigm,
taking into account this fact, is in order.

In [134, 514], we introduced the concept of Social Internetworking System (SIS,
for short) as a system comprising an undefined number of users, social networks
and resources. The SIS paradigm was thought to extend the Single Social Network
paradigm by taking into account that: (i) a user can join many social networks, (ii)
these joins can often vary over time, and (iii) the presence of users joining more so-
cial networks can favor the cooperation of users, who do not join the same social
networks. We think that the key concepts of SIS can also be applied to things (in-
stead of to users) and to relationships between things and so we propose the MIoT
(Multiple Internets of Things) paradigm. The core of the SIS paradigm is modeling
users and their relationships as a unique big network and, at the same time, as a
set of related social networks connected to each other thanks to those users joining
more than one social network. Here, we propose to extend the ideas underlying the
concept of SIS to IoT. The MIoT paradigm arises as a result of this objective.

Roughly speaking, a MIoT can be seen as a set of things connected to each other
by relationships of any kind and, at the same time, as a set of related IoTs, one for
each kind of relationship. Actually, a more precise definition of MIoT would require
the introduction of the concept of instance of a thing in an IoT. According to this
concept, the instance of a thing in an IoT represents a virtual view of that thing in
the IoT. Having this in mind, a MIoT can be seen as a set of related IoTs, one for
each kind of relationship into consideration. The nodes of each IoT represent the
instances of the things participating to it. As a consequence, a thing can have several
instances, one for each IoT to which it participates. As will be clear in the following,
the existence of more instances for one thing plays a key role in the MIoT paradigm
because it allows the definition of the cross relationships among the different IoTs of
the MIoT.

Differently from SIoT, in the MIoT paradigm, the number of relationships is not
defined a priori. In a MIoT, there is a node for each thing; furthermore, there is an
edge between two nodes if the corresponding things are linked by a relationship. If
more kinds of relationship exist between two things, then more edges exist between
the corresponding nodes, one for each kind of relationship. All the nodes linked by
a given kind of relationship, together with the corresponding edges, form an IoT of
the MIoT.

Observe that, under this MIoT definition, SIoT can be seen as a specific case of
MIoT in which the number of the possible kinds of relationship is limited to 5 and

these kinds are pre-defined. IoTs are interconnected thanks to those nodes corre-
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sponding to things involved in more than one kind of relationship. We call cross
nodes (c-nodes, for short) these nodes and inner nodes (i-nodes, for short) all the other
ones. Then, a c-node connects at least two IoTs of the MIoT and plays a key role to
favor the cooperation among i-nodes belonging to different IoTs. As a consequence,
differently from SIoT, the nodes of a MIoT are not all equal: c-nodes will presumably
play a more important role than i-nodes for supporting the activities in a MIoT.

Note that the MIoT paradigm can be seen as an attempt to address an open is-
sue evidenced in [71] about some improvements that should be made on the SIoT
paradigm.

From a more applicative point of view, having some IoTs that can “communicate”
through c-nodes can lead to some beneficial synergies. For instance, assume that an
environment-related IoT can communicate with a home-related IoT through a cross
node. Assume that the former IoT evidences an abnormal presence of dioxin in a
place located some kilometers away from the home (for instance, owing to a fire of
a plastic deposit). Assume, also, that this IoT is evidencing that the wind direction
is pushing the dioxin towards the home. The home-related IoT could be “informed”
through a cross node about this fact and could close all windows before the arrival
of the dioxin.

Once a MIoT has been defined, it is possible to apply Social Network Analysis-
based techniques on it to extract powerful knowledge concerning its things, their
relationships, the IoTs formed by them, etc.

This chapter is organized as follows: in Section 4.2, we present the MIoT paradigm.
In Section 4.3, we present an example of a MIoT and, finally in Section 4.4, we

present some reasoning behind the choice of the MIoT as a reference model.

4.2 MIoT paradigm

We define a MIoT M as a set of m Internets of Things (see Figure 4.1 for a schematic

representation of it)!. Formally speaking:
M=\, I, , Iy}

where Z; is an [oT.
Let o; be an object of M. We assume that, if 0j belongs to Z, it has an instance Lo

. indicates a

representing it in Z;. As pointed out in the Introduction, the instance 1;,

! The term “IoT” is intended according to the new trends that characterize this research field
[71]. These trends suggest that, with the explosion of the number of available things, it is
not realistic to talk about a unique Internet of Things. By contrast, it is more appropriate

to consider several IoTs, each consisting of a (social) network of things.
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Fig. 4.1: Schematic representation of the proposed MIoT structure

virtual view (or, better, a virtual agent) representing 0j in Z. For instance, it provides
all the other instances of Z, as well as the users interacting with Z;, with all neces-
sary information about o;. Interestingly, this information is represented according to
the format and the conventions adopted in Z.

In M, a set MD; of metadata are associated with an object 0;. We define a rich set of
metadata of an object, because these play a key role in favoring the interoperability
of IoTs and of their objects, which is the main objective of a MIoT. As a consequence,

MD; consists of three different subsets:

MD; = (MD}),MD]T,MD;))
Here:

. MD]D represents the set of descriptive metadata. It denotes the type of o;. For
representing and handling descriptive metadata, a proper taxonomy, such as the

one defined by the IPSO Alliance [5], can be adopted.
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MD]T represents the set of technical metadata. It must be compliant with the ob-
ject type. In other words, there is a different set of metadata for each object type
of the taxonomy. Also in this case, the IPSO Alliance provides a well defined set
of technical metadata for each object type. It is worth pointing out that, in prin-
ciple, we could have allowed much richer descriptive and technical metadata.
However, we did not make this choice because we preferred to relate our defini-
tion of metadata to an international IoT standard, such as the one defined by the
IPSO Alliance. Furthermore, as will be clear in the following, our approach needs
mainly operational metadata. As a consequence, making descriptive and techni-
cal metadata more complex would have added a useless level of complexity to
our model.

MD]Q represents the set of operational metadata. It regards the behavior of o;. The
operational metadata of an object o; is defined as the union of the sets of the
operational metadata of its instances. Specifically, let Livsbjyreworbjps | < m, be the

instances of o; belonging to the IoTs of M. Then:

I
MDP = JMD?
] Jk
k=1
MDJ? is the set of the operational metadata of the instance 1, . In order to under-
stand the structure of M D]?, we first have to analyze the structure of M D]%k, ie.
the set of operational metadata between two instances 1; and i, of the objects
0j and 04, in the IoT Z;.
Specifically, MD]%( is given by the set of metadata associated with the transac-

tions between 1, and 4, . In particular:

O _ T ) )
MDJ'qk - {Tqul’TMkz""’ TJ%}
where Tf% , 1 <t <w, represents the metadata of the t-th transaction between L

and 1,,, assuming that v is the current number of transactions between the two
instances.

T:

jai, can be represented as follows:

Tj% = (reason]-qkt, typejqkt,mstl]-qkr,1nst2]-qkt,success]-qkt,start]-qk[,fzmshjqkt)

where:
- reasonj, denotes the reason causing the transaction, chosen among a set of
default values.

- typej,, indicates the transaction type (e.g., unicast, multicast, and so forth).
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- instlj, andinst2;, denote the two instances involved in Tj,, . Observe that
a transaction between 1;, and 1, could be part of a longer path whose source
and/or target nodes could be different from ;, and 1, . In principle, the source
and/or the target nodes of a transaction could belong to an IoT different from
Z- In this last case, it is necessary to reach Z; from the source, and/or to reach
the target from Z;, through one or more cross nodes, if possible.

- successjg, denotes if the transaction succeeded.

- startjg, is the timestamp associated with the beginning of the transaction.

k
- finishj, is the timestamp associated with the end of the transaction (its
value is NULL if qukt failed).

In our model, the direction of a transaction is not considered. Furthermore, the
parameter v, i.e., the number of transactions for each pair of instances, varies
when moving from a pair of instances to another.

Observe that we have made our model powerful enough to represent and handle
all the transactions between two instances of each IoT. Having all these detailed
historical data at disposal could help the analysis of the real “social” behavior
of each object. Furthermore, these data could be exploited in many applications;
think, for instance, of the computation of the trust and reputation of each ob-
ject, the investigation of objects with similar or complementary behaviors, and
so forth. On the other hand, maintaining a full history of transactions may be
very expensive and useless in many real life applications; in some cases, suitable
data summarizations could be enough. As a consequence, when passing from the
abstract model definition to real life applications, the transaction representation

could be removed, extended or restricted on the basis of a tradeoff between costs

and benefits for the current application.

We are now able to define the set of the operational metadata M Dj(,)( of an instance

1j, of Ij. Specifically, let 11, 15,,..., 1, be all the instances belonging to Zy. Then:

o _ 0
Mp= | ) MD
q=1.w,q#j
In other words, the set of the operational metadata of an instance 1, is given by

the union of the sets of the operational metadata of the transactions between 1;, and
all the other instances of Zj.
Given an instance 1, relative to an object 0j and an IoT Z;, we define the meta-

data M Djk of Lj, as:
_ D T O
MD;j, = (MD]- ,MD]- ’MDjk>

In other words, the descriptive and the technical metadata of an instance Ly coin-

cide with the ones of the corresponding object o;. Instead, the operational metadata
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of 1j, is a subset of the operational metadata of o; that comprise only those ones
regarding the transactions, which 1, is involved in.

It is possible to associate a graph:

Gy = (N, Ag)

with Zy. Here, Ny indicates the set of the nodes of Zy. There is a node n;_for each
instance 1, of an object 0; in Zy. Ay denotes the set of the edges of Zy. There is an edge
ajq, = (1, ng,) if there exists a link between the instances ;, and 1, of the objects o;
and o, in the IoT Zj.

Also the overall MIoT M can be represented as a graph:
M=(N,A)
Here:

* N= U]r<n:1 Ni;
e A=A;UA(, where:
- A= U}T:1Ak;
- Ac= {(n]-k,njq)ln]-k € N, nj, € N, k = g}; observe that n; and nj, are the nodes

corresponding to the instances 1, and by of the object 0; in 7 and Z,,.

In other words, a MIoT M can be represented as a graph whose set of nodes is
the union of the sets of nodes of the corresponding IoTs. The set A of the arcs of M
consists of two subsets, A; and Ac. A is the set of the inner arcs of M and is the
union of the sets of the arcs of the corresponding IoTs. Ac is the set of the cross arcs
of M; there is a cross arc for each pair of instances of the same object in different

ToTs. We call:

* i-edge an edge of M belonging to Ay;

* c-edge an edge of M belonging to Ac;

* c-node a node of M involved in at least one c-edge;

* i-node a node of M not involved in any c-edge;

* c-object an object having at least one pair of instances whose corresponding nodes
are linked by a c-edge; clearly, any object with at least two different instances is

a c-object.

It is worth pointing out that, as mentioned in the Introduction, there is a strict
correlation between the MIoT paradigm and the concept of Social Internetworking
System (hereafter, SIS) already presented in the literature [134]. In particular: (i) the
concept of c-edges shares several features with the one of “me”-edge in a SIS; (ii) the
concept of c-node is similar to the one of bridge in a SIS; (iii) a c-object corresponds

to a user joining more social networks.
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4.3 Example of a MIoT

Since the MIoT paradigm is new, in the Internet there is no known case study or
real example about it yet. As a consequence, to provide the reader with an example,
and, at the same time, to have a testbed for our experiments, we constructed a MIoT
starting from some open data about things available on the Internet. In particular, we
derived our data from Thingful [1]. This is a search engine for the Internet of Things,
which allows us to search among a huge number of existing things, distributed all
over the world. Thingful also provides some suitable APIs allowing the extraction of
all the data we are looking for.

In order to construct our MIoT, we decided to work with 250 things whose data
was derived from Thingful. Given the huge number of things available in Thingful, it
could appear that the number of things composing our testbed is excessively limited.
However, we observe that this was the first attempt to construct a real MIoT and,
then, it was extremely important for us to have a full control of it in order to verify if
we were proceeding well. A full human control with a much higher number of nodes
was not possible.

We considered three dimensions of interest for our MIoT, namely:

a. Category: It specifies the application field which a given thing operates in. The
categories we have chosen were five, namely home, health, energy, transport, and
environment. Each category originated an IoT. Each thing was assigned to exactly
one category.

b. Coastal distance: It specifies the coastal distance (i.e., the distance from any sea,
lake or river) of each thing. The distance values we have set were:

* near, for things distant less than 20 kilometres from the coast, for the cate-
gories environment and energy, and less than 5 kilometres, for the other three
categories;

* mid, for things whose minimum distance from the coast was between 20 and
105 kilometres, for the categories environment and energy, and between 5 and
25 kilometres, for the other three categories;

* far, for things whose minimum distance from the coast was higher than 105
kilometres, for the categories environment and energy, and higher than 25

kilometres, for the other three categories.

An IoT was created for each distance value. The different coastal distance values
for environment and energy, on the one hand, and for the other three categories,
on the other hand, have been determined after having analyzed the distribution

of the involved categories of things against the coastal distance, in such a way
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H IoT Number ofinstancesH
a.home 22
a.health 22
a.energy 22
a.transport 22
a.environment 22
b.near 14
b.mid 38
b.far 53
c.plain 44
c.hill 50
c.mountain 6

Table 4.1: Number of instances present in the IoTs of our MIoT

as to produce a uniform distribution of each category of things in the three IoTs
related to the coastal distance dimension.

c. Altitude: it specifies the altitude of the place where the thing is located. The alti-
tude values we have defined were: plain (corresponding to an altitude less than
500 meters), hill (corresponding to an altitude between 500 and 1000 meters),
and mountain (corresponding to an altitude higher than 1000 meters). An IoT

was created for each altitude value.

As a consequence, our MIoT consists of 11 IoTs. We associated an object with each
thing; therefore, we had 250 objects. In principle, for each object, we could have asso-
ciated an instance for each dimension. However, in order to make our testbed closer
to a generic MIoT, representing a real scenario, where it is not said that all the ob-
jects have exactly the same number of instances, we decided not to associate three
instances with each object. Instead, we associated only one instance (distributed uni-
formly at random among the three dimensions, and based on the features of the
things of the IoTs of a given dimension) to 200 of the 250 objects. Analogously, we
associated two instances (distributed by following the same guidelines mentioned
above) to 35 of the 250 objects. Finally, we associated three instances, one for each
possible dimension, to 15 of the 250 objects. At the end of this phase, we had 315
instances, distributed among the 11 IoTs of our MIoT as shown in Table 4.1.

To complete our MIoT and its network representation, we had to define a pol-
icy to create i-edges. In fact, it was clear that our MIoT should have had a node for
each instance and a c-edge for each pair of instances referring to the same object.

Therefore, the last decision regarded how to define i-edges. Given our scenario, it ap-
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Fig. 4.2: Distribution of the number of connected components of the instances of our

MIoT against distances

peared reasonable to consider distances among things as the leading parameter for
the creation of i-edges. To carry out this last task, we have preliminarily computed
the distribution of the number of connected components possibly created from our
instances against the maximum possible distance. Obtained results are reported in
Figure 4.2. Based on this figure, in order to obtain a balanced number of connected
components, we decided to connect two instances of the same IoT if the distance of
the corresponding things was lesser than 1000 kilometres.

After this last choice, our MIoT was fully defined. In order to help the reader
to mentally portray it, in Figure 4.3, we provide a graphical representation. The in-
terested reader can find the corresponding dataset (in the .csv format) at the ad-
dress www.barbiana20.unirc.it/miot/datasets/miot1. The password to type is

“za.12&;1q74:#".

4.4 MIoT strengths

In the Introduction, we have specified that the MIoT paradigm goes in the direction
suggested by some authors, who observe that it is no longer possible to think of a
single global Internet of Things [71].

In this section, we present a case study aiming at comparing the classical vision
of a unique global Internet of Things with the new MIoT-based vision of several
Internets of Things connected to each other through cross nodes and cross edges. In
our opinion, this case study can help the reader to be convinced of the practicality

of the MIoT paradigm.
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—— a_energy
a_environment

—— a_health

—— a_home
a_transport
b_near

—— b_mid
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c_plain

— c_hill

—— c_mountain

Fig. 4.3: Graphical representation of our MIoT

First, we must clarify that a slavish comparison between the previous vision of
IoT and the MloT-based vision is not possible, because this last paradigm associates
more instances with the same object, one for each network joined by it. By contrast,
the classical global IoT-based vision considers only objects and does not allow the
existence of more instances of the same object. In other words, the global IoT-based
vision returns a coarser model of the involved things and their relationships, inca-
pable of verifying if the same object shows different features or behaviors in different
subnetworks of the global network. Vice versa, this verification is not only possible,
but also natural, in the MIoT paradigm. Indeed, it is sufficient to investigate the dif-
ferent features and behaviors of the various instances of the same object in the IoTs
they belong to.

After having made this important premise, which already represents a justifica-
tion of the usefulness of the MIoT paradigm, we start by presenting our case study
by which we aim at showing that the global IoT-based vision can provide imprecise
information about the features and the roles of the corresponding things.

Since the global IoT-based vision does not consider object instances, in this case
study we assume that all the instances of a cross object have been merged in a unique
c-node.

With these considerations in mind, let us consider Figure 4.4. Here, we report
a set of nodes each associated with an object. If we consider the global IoT-based
vision, all these nodes form a unique IoT where it is possible to distinguish two
quite separated subnetworks, called S; and S, in the figure, connected only thanks
to the object represented by Node 1. If we consider the MIoT-based vision, we have

two IoTs connected, by means of the object represented by Node 1, to form a MIoT.
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Fig. 4.4: Our case study

Let us focus our attention on this node. Clearly, it is the most important node
of this scenario because it is the only one allowing the communication and the co-
operation between the nodes of the subnetwork S; and the ones of the subnetwork
Ss.

However, if we compute the classical centrality measures for the nodes of this
network, we have that the rank of Node 1 is not very high in any centrality measure
(see Table 4.2). In other words, if we adopt the global IoT-based vision, no centrality
measure is capable of capturing the importance of this node. By contrast, the MIoT
paradigm is capable alone of intrinsically evidencing the key role played by Node 1,
without the need of computing any centrality measure.

With regard to this last observation, we are also aware that, in a real scenario,
where the IoTs composing a MIoT are many and the number of c-objects is high, it
could be extremely challenging to define a new MloT-oriented centrality measure.
This should be capable of determining the most relevant nodes in a MIoT taking
also (but not exclusively) into account if they are c-nodes or not. We will address

this issue in Chapter 5.2 where we propose a MloT-oriented centrality measure.
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HNodes‘Betweenness Centrality|Degree Centrality|Closeness Centrality|Eigenvector CentmlityH

1 0.39 (3) 0.19 (4) 0.44 (4) 0.30 (4)
2 0.07 (6) 0.09 (8) 0.41 (5) 0.20 (6)
3 0.00 (11) 0.05 (11) 0.33 () 0.13 (14)
4 0.00 (12) 0.05 (12) 0.33 () 0.13 (15)
5 0.07 (7) 0.14 (6) 0.47 (3) 0.34 (3)
6 0.52 (1) 0.38 (1) 0.48 (2) 0.34(2)
7 0.01 (9) 0.09 (9) 0.34 () 0.19 (7)
8 0.01 (10) 0.09 (10) 0.34 () 0.19 (8)
9 0.04 (8) 0.14(7) 0.37 (6) 0.23 (5)
10 0.0 (13) 0.04 (13) 0.35 (9) 0.13 (10)
11 0.0 (14) 0.04 (14) 0.35 (10) 0.13 (11)
12 0.0 (15) 0.04 (15) 0.35(11) 0.13 (12)
13 0.0 (16) 0.04 (16) 0.35 (12) 0.13 (13)
14 0.48 (2) 0.38 (2) 0.52 (1) 0.49 (1)
15 0.35 (4) 0.23 (3) 0.35 (7) 0.11 (16)
16 0.0 (17) 0.05 (17) 0.26 (17) 0.03 (19)
17 0.0 (18) 0.05 (18) 0.26 (18) 0.03 (20)
18 0.0 (19) 0.05 (19) 0.26 (19) 0.03 (21)
19 0.0 (20) 0.05 (20) 0.26 (20) 0.03 (22)
20 0.0 (21) 0.05 (21) 0.26 (21) 0.04 (17)
21 0.18 (5) 0.14 (5) 0.35 (8) 0.15 (9)
22 0.0 (22) 0.05 (22) 0.26 (22) 0.04 (18)

Table 4.2: Betweenness Centrality, Degree Centrality, Closeness Centrality and
Eigenvector Centrality, and the corresponding ranks, for all the nodes of the case

study of Figure 4.4






Communication and Influence Investigation

In the Internet of Things (i.e., IoT), we have thousands of devices that can connect with
each other and exchange information. In the next years, we expect a further huge growth
of the IoT and so we need to optimize the networks in order to decrease the time to reach
a specific device (and also save some battery power). In this chapter, we report our contri-
butions for this issue. First of all, we introduce the concept of profile of a thing in a MIoT.
Then, we define the concept of topic-guided virtual IoT, along with two approaches to
construct topic-guided virtual IoTs. As a second contribution, since the classical between-
ness centrality is not able to correctly evaluate the centrality of nodes in a MIoT scenario,
where several networks of smart objects cooperate with each other, we introduce a new
betweenness centrality that is MloT-oriented. Finally, as a third contribution, starting
from the content exchanged in a transaction between two devices, we investigate the scope
of a thing in a MloT scenario. Specifically, we define the concept of scope and then, we
propose two formalizations allowing its computation. Afterwards, we present two possible
applications of scope and a set of experiments performed for its evaluation.

The material present in this chapter is taken from [434, 170, 163, 164].

5.1 Topic-driven virtual IoTs in a MIoT

5.1.1 Introduction

The Internet of Things (hereafter, IoT) is currently considered the new frontier of
the Internet. As a matter of fact, a lot of research results, along with the continuous
emergence of increasingly challenging issues to address, can be found in the litera-
ture [310, 585, 233, 533, 68, 303, 407].

One of the most effective ways to represent and handle the IoT scenario lever-
ages social networking paradigm [62]. In this direction, several social network-
based approaches to modeling and managing IoTs have been presented in the lit-
erature. Three of the most advanced ones are the SIoT (Social Internet of Things)

[70, 259, 71, 581], the MIE (Multiple IoT Environment) [81] and the MIoT (Multiple
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IoTs) [82] paradigms. The MIoT paradigm is the last of these proposals; it aims at
extending both SIoT and MIE in such a way as to preserve their strengths and avoid
their weaknesses [82]. Roughly speaking, a MIoT can be seen as a set of related IoTs,
i.e., as a set of related networks of things. Actually, a more precise definition of MIoT
requires the introduction of the concept of instance of a thing in an IoT. Specifically,
the instance of a thing in an IoT represents a virtual view of that thing in the IoT.
The nodes associated with a thing in a MIoT represent the instances of the same
thing in the different IoTs of the MIoT. Indeed, a thing can have several instances,
one for each IoT which it participates to. The existence of more instances for one
thing plays a key role in the MIoT paradigm because it allows the definition of cross
relationships among the different IoTs.

We adopted the MIoT paradigm as the reference model. There are several reasons

which justify this choice. Indeed:

¢ The MIoT paradigm, like the SIoT and the MIE ones, introduces the idea that
objects can show a social behavior in the environment where they operate. This
feature allows several advantages, like the possibility of resource sharing (see
[259, 71, 581] for a comprehensive idea of these advantages).

* Differently from SIoT, which introduces a social behavior of objects but still mod-
els IoT as one huge network of objects extended worldwide, MIE, and much more
MIoT, allow the “breakdown” of the whole huge IoT into multiple networks of
smart objects interconnected with each other. This way to proceed is analogous
to the evolution of social networking into social internetworking [134]. In partic-
ular, MIoT allows the management of situations in which the same object shows
different behaviors in different networks it joined. Furthermore, MIoT makes an
object to act as a bridge between two objects allowing them to communicate even
if they belong to different networks and, therefore, are not directly connected

with each other.

Another important trend characterizing the current IoT scenario regards the ex-
istence of increasingly sophisticated and intelligent things. These are becoming in-
creasingly smart and social, as well as more and more capable of performing com-
putations and storage on their own. Furthermore, they are increasingly connected
to each other through more and more complex and sophisticated frameworks, often
based on cloud and edge computing [259, 71, 581]. The new smart and social capa-
bilities of things and of the environments handling their interoperability paves the
way to a sort of “humanization” of things, i.e., to apply to things concepts and ideas
typically considered prerogative of humans. One of them is certainly the presence of

a profile of a thing. Indeed, if a thing interacts with other things and exchange data
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with them, it is possible to determine what are the most common concepts handled
by it and, based on them, to construct a corresponding profile. Analogously to the
profile of a human, the one of a thing depends on its past behavior and on the profile
of the other things with which it interacts. As a consequence, it could be possible to
think about both a content-based and a collaborative-filtering approach to handling
thing profiles.

Furthermore, starting from the real IoTs of a MIoT, it is possible to construct
virtual communities of things, based on common interests. Once again, this is an
attempt to transfer behaviors typical of humans to things. As a matter of fact, in
Social Network Analysis, it is well recognized that, accordingly to the homophily
concept [468, 610], humans tend to group together in communities sharing the same
interests.

In the literature, a lot of efforts have been made to investigate human profiles
and virtual communities of people, especially (but not only) in Social Network Anal-
ysis [591, 547]. Instead, these topics have been little investigated in the Internet of
Things.

Here, we aim at providing a contribution in this direction. First of all, we intro-
duce the concept of profile of a thing. As the profile of a human, the one of a thing
has two components. The former denotes its past behavior and can be used, for in-
stance, to support content-based recommendations. The latter reflects its neighbors,
i.e., the other things with which it most frequently comes into contact; it can be
exploited, for instance, to support collaborative filtering recommendations.

After this, we introduce the concept of topic-guided virtual IoTs in a MIoT and
we propose two approaches (one supervised and one unsupervised) to the construc-
tion of them in a MIoT. Differently from the real IoTs of a MIoT, which may en-
compass things with very heterogeneous profiles, topic-guided virtual IoTs should
include all and only those things whose profile refers to specific topics. The super-
vised approach requires a user to provide a set of keywords of her interest. It aims
at constructing a thematic IoT comprising all the keywords specified by the user. If
such an IoT does not exists, it returns more thematic IoTs that, in the whole, com-
prise all the keywords specified by the user. She can choose whether to accept this set
of virtual IoTs or to modify her query. The unsupervised approach tries to partition
a MIoT into a set of virtual IoTs characterized by the maximum internal cohesion
(in terms of topics present in the profiles of the corresponding things) and the min-
imum external coupling. Virtual IoTs in a MIoT provide a logic representation of
the objects of a MIoT, which is not based on real links but on the content exchanged
by them. As will be clear in the following, this can favor the effectiveness of infor-

mation exchange, the construction of communities of objects (and, possibly, of the
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corresponding users) sharing the same interests and the suggestions of the objects
most adequate to a given exigency.

This chapter is organized as follows: in Section 5.1.2, we examine related litera-
ture. In Section 5.1.3, we introduce our definition of a thing profile, and we propose
our approaches to construct topic-guided virtual IoTs in a MIoT. Finally, in Section
5.1.4, we present our testbed and several experiments devoted to verifying the per-

formance of our approach.

5.1.2 Related Literature

Since its introduction some years ago, the term “Internet of Things - IoT” has been
associated with a huge variety of concepts, technologies and solutions [68, 73, 481,
541]. In the latest years, with the advent of new technologies, such as big data and
social networking, the very definition of this term is continuously changing. What
IoT will become in the future depends on the evolution of these technologies [646]
and their interaction with several other ones, such as Information Centric Networks
[623, 716, 717, 50, 554, 51, 539] and Cloud [233, 638, 366]. As a matter of fact,
the strengths of these last ones are exactly the features necessary to overcome the
weaknesses of the current IoT concept [688]. Some examples of this combination
can be already found in the literature [259, 303, 664, 663].

The first attempts to apply social networking to the IoT domain can be found in
[309, 509, 397, 334]. In these papers, the authors propose to use human social net-
work relationships to share services provided by a set of things. An important step
forward is performed in [70], where the SIoT paradigm is introduced. Here, the au-
thors propose an approach to creating relationships among things, without requiring
the owner intervention. Thanks to this idea, things can autonomously crawl the net-
work to find services and resources of their interest provided by other things. In [74],
the same authors clearly highlight what are the main strengths of SIoT. Specifically:
(i) the SIoT structure can be dynamically modified to ensure network navigability
and to find new things; (ii) scalability is guaranteed, like in human social networks;
(iii) a level of trustworthiness among things can be established; (iv) the past social
network approaches can be redefined to solve problems typical of the IoT context
[520].

One of the major drawbacks of the current IoT scenario is the presence of differ-
ent technologies and solutions proposed by independent vendors to enable network-
ing among objects. This poses the basis to a subsequent set of issues ranging from
concept matching to technical compatibility, if heterogeneous smart-object-network
solutions should be involved in the creation of a unique interoperable IoT [516, 615].

In this research context, different works partially addressing and solving these prob-
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lems have been proposed. Specifically, [286] presents a study on how ontologies and
semantic data processing can be used to improve interoperability across heteroge-
neous IoT platforms. The authors consider two use cases, namely Health Care and
Transportation and Logistics, and, for each of them, provide a survey on the main
ontologies available to describe and generalize concepts and relations.

In [417], instead, the authors focus their attention on the definition of a new
framework for a fully functional mobile ad-hoc social network. In this paper, the
term “mobile ad-hoc social network” refers to an IoT made of mobile devices. Of
course, communication between this type of objects may happen in such a wide
range of modes so that the referring scenario can be considered as a constellation
of mobile networks interacting with each other. Concepts from real social networks
are borrowed to define user profiles, which are built starting from the objects they
own and the social network they belong to. One of the main contributions of this
proposal is the definition of a profile-matching strategy based on semantics.

Another contribution in the context of interoperability is the one proposed in
[626]. Here, the authors illustrate a novel architecture in which objects interact with
each other by leveraging an open source cloud platform. The interaction among
smart devices is information-and-service-driven and can be performed in both a
centralized and a peer-to-peer mode. In [720], the authors propose Acrost, a system
capable of retrieving data spread among heterogeneous IoT platforms by leveraging
topics and semantics awareness. To build the metadata, Acrost uses two method-
ologies: the former exploits regular expression-based approaches, whereas the latter
makes use of random fields-based strategies.

In order to address the issues arising when the interoperability among heteroge-
neous IoTs must be guaranteed, another research line proposes the extension of the
results concerning Social Internetworking [134, 514] (instead of social networking)
to the Internet of Things. By following this strategy, the MIE (Multiple IoT Environ-
ment) [81] and the MIoT (Multiple IoTs) [82] paradigms have been proposed.

In [232], the authors present an approach to constructing a virtual data mart
on which several knowledge discovery tasks can be performed. Clearly the kinds of
virtual source constructed in the approach of [232] and in our own are very different.
However, the general ideas underlying the two approaches are similar.

In the past, a lot of efforts have been made to investigate human profiles and
virtual communities of people, especially (but not only) in Social Network Analysis
([591, 547] provide two surveys about these topics). Instead, these issues have been
little investigated in the Internet of Things. Specifically, to the best of our knowl-
edge, a comprehensive, high-level abstraction approach to building and managing a

profile of a thing, which also takes into account the content it exchanges during its
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interactions with other things, has not yet been proposed. Instead, some approaches
focusing on community detection in IoT have been presented in the very recent lit-
erature. Even if they are very different (both in their purposes and in their ways
proceed) from the ones of our approach, in the following we present an overview of
some of them.

The approach of [666] uses structural information derived from the complex
graph of an IoT to extract communities. It exploits a neighbor-based strategy to de-
tect also overlapping communities. The approach of [367] uses data produced by
sensors to define a multi-dimensional clustering. The obtained clusters are then
mapped to communities of nodes in the original IoT network. To cope with the
size of the data graph, the authors leverage state-of-the-art community detection ap-
proaches. Finally, they present a new community detection approach that enhances
the Girvan-Newman algorithm by using hyperbolic network embedding.

Other works, instead, use knowledge from social networks to refine their results.
As an example, [486] proposes a community definition strategy combining both IoT
information and structural data coming from the social network (relationship among
users), which object owners belong to. This approach does not consider semantics
and contents, but leverages only network structure. A similar method is proposed in
[86], even though here the strategy works in the opposite way. In fact, first commu-
nities are derived from structural information of owners’ social networks and, then,
objects are seen as resources available inside each community.

Finally, the authors of [396] propose a new community detection algorithm work-
ing in a Social Internet of Things (SIoT) scenario. To achieve their objective, they
make use of three metrics, namely social similarity, preference similarity and move-
ment similarity. Social similarity is defined according to the concept of coopera-
tiveness and community interest proposed in [512]. Preference similarity takes into
account resource and service preferences of the involved things in the network. Fi-
nally, movement similarity specifies how much and how long two or more nodes are
spatially close.

In [485], the authors propose a community detection approach working on an
architecture capable of integrating the Internet of Things and social networking.
This approach assumes that two nodes belong to the same community only if they
are at most one hop apart and have at least two mutual friends. In order to construct

communities, it exploits graph mining techniques.
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5.1.3 Methods
5.1.3.1 Definition of a thing profile

As pointed out in the Introduction, analogously to what happens for human profiles,
the profile of a thing can have two components. The former registers its past behav-
ior and is extremely useful for content-based recommendations; for this reason, we
call it “content-based component” in the following. The latter registers the main
features of those things with which it mostly interacted in the past and can be used
for collaborative filtering recommendations; for this reason, we call it “collaborative
filtering component” in the following.

In this section, we present a model for representing and handling a thing profile.
This model is based on the MIoT paradigm that we described in Chapter 4.

Given a MIoT M ={1},1;,---,1,,}, and two instances 1, of o; and 1, of o, in T,

we can define the set tranS etig, of the transactions from 1j, to i, as follows:

tranSetj, = {Ele’T}ka""’nqu} (5.1)

A transaction qukt € tmnSetjqk is represented as:

qukt = <reason]~qkt,sourcejqkt,dest]-qkt,start]-qkt,fzmshjqkt,successjqkt,contentjqkr)
(5.2)

Here:

¢ reasonjy denotes the reason why Tj, ~occurred, chosen among a set of prede-

ijt
fined values.

* sourcejg, indicates the starting node of the path followed by Tj,, .

* destj, represents the final node of the path followed by Tj,, .

* startj, denotes the starting timestamp of Tj,, .

¢ [finishjy indicates the ending timestamp of Tj,, .

*  successjg, denotes whether T;,, was successful or not; it is set to true in the affir-

19k
mative case, to false in the negative one, and to NULL if qukt is still in progress.

* contentj, indicates the content “exchanged” from ¢ to iy, during Tj, . In its

turn, contentjy presents the following structure:

contentjg = (format]-qkt,fileName]-qkt,sizejqkt, topicsjqkt> (5.3)

Here:

- formatj, indicates the format of the content exchanged during Tj,, ; the pos-

» o« » o«

sible values are: “audio”, “video”, “image” and “text”.
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- fileName;j, denotes the name of the transmitted file.

— size;

jqi, indicates the size in bytes of the content.

- topicsj,, indicates the set of the content topics; it consists of a set of key-

words representing the subjects exchanged during Tj,, . It can be formalized

Ak
: ics; = 1 1 2 2 w w

as: topicsjq, {(kw]qkt,nkw]qkt ),(kw]qkt,nkw]qkt ),...,(kw]qkt,nkw]qkt)}. In other

words, the set of the topics of the tth transaction from 1, to 1g, consists of

w pairs; each pair consists of a keyword and the corresponding number of

occurrences.

Now, we can define the set tranSet;, of the transactions performed by 1, in Z;.

Specifically, let Inst; be the set of the instances of Z;. Then:

tranSetj, = U tranSetj,, (5.4)

gy €1NS gy #Ljy
In other words, the set tranSet;, of the transactions performed by an instance 1,
is given by the union of the sets of the transactions from Lj, to all the other instances
of Zy.

After having defined tranSet;, , we must introduce the following operators:

* |4: it receives a set {entitySet;, entitySet,,---,entitySet;} of entity sets and per-
forms their union not eliminating the duplicates but reporting the number of
their occurrences. Therefore, this operator returns a set of pairs {(entity;, ne;),
(entity,,ney),- -, (entity,, ne,)} in which the pair (entity,, ne,) indicates the rth
entity and the number of its occurrences. In counting it, [+ takes the presence
of synonymies and homonymies into account. These properties can be computed
(for terms, images, etc.) by applying the classical approaches proposed in the past
literature [102, 227].

* avgFileSize: it receives a set of files and computes their average size.

We are now able to define the profile P, of the relationship existing between

two instances ¢; and ¢ -, Tip ) of
19ky

i W which performed a set tmnSetjqk ={T;,, ,T

Jky? tidky "
transactions. As we will see in the following, this profile plays a crucial role in the

definition of the content-based component of a thing’s profile and is indirectly used

also in the definition of the collaborative filtering component of it. Specifically:

destSet;

,sourceSet iax

Pig, = (reasonSet;

Jak ,avgSzAudioj, ,avgSzVideoj,,,

Jqk’ (5.5)

avgSzlmage;, ,avgSzTextj, ,successFractionj,  topicSetj, )

where:

e reasonSet;

i = Wioy p(reason;

19k¢ );
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* sourceSetjq =W,y (sourcejy );

o destSetj, =iy, (destjy, );

s avgSzAudioj, = AngileSizetzl,_v{fileNamejqkt |format]-qkt =“audio”};
s avgSzVideoj, = AngileSizetzln,,{fileName]-qkt |formatjqkt ="“video”};
s avgSzlmage;, = AngileSizetzln,,{fileNamejqkt |formatjqkt = “image”};
e avgSzTextj, = AngileSizetzluv{fileNamejqkt |f0rmat]-qkt = “text”};

. successFractionjqk _ I{katIquktetranSetiqk,successmkt:true}l;

¢ topicSetjq =,y ,(topicsjy, ).

If we introduce the operator | |, which compactly represents the set of operations
for obtaining a profile of a pair of instances P, starting from the corresponding
transactions, we can formalize the previous tasks by means of only one operation as
follows:

Pigy = Tj% (5.6)

t=1..v

Now, let 1, be the instance of the object o; in the IoT Z;. Let Inst;, be the set of
the instances of 7y with which 1; performed at least one transaction in the past. In

this case, we can define the content-based component of the profile P of 1, as:

P = I_l Pig (5.7)

lq Elnstj,
Finally, let o; be an object and let {Z;,Z5,---,Z;} be the set of the IoTs which it
participates to. Let ObjInst; be the instances of o; in the [oTs of the MIoT. We can

define the content-based component of the profile P; of o; as:

p= || 7 (5.8)

1j €Objlnst;

After having defined the content-based component of an instance and an object,
in order to present the corresponding collaborative filtering components, we must
introduce the concept of neighborhoods of an instance 1;, in an IoT Zj. Specifically,
the structural neighborhood sNbh(1;,) of 1, is defined as:

sNbh(1;,) = sNbh®" (1;,) UsN bR (1;,) (5.9)

L Lk

where:

SNbRO (1) = {10, |(nj,, g, ) € Ap) (5.10)

SNbh™ (1) = {10, 1(ng,. 1j,) € Ar) (5.11)



194 5 Communication and Influence Investigation

Furthermore, we can also define the behavioral neighborhood bNbh(y),) of 1, as:

bNbh(1;,) = N (1;,) UBNDBR™(1),) (5.12)

where:

btho'”(L]-k) ={ . € sth”“t(ij),|tmnSet | >0} (5.13)

lqk|lq 9k

bNDI™ (1)) = { € sNbh'™™(1;,), |tranSety;, | > 0} (5.14)

Lgilig i
In other words, bNbh(;,) consists of those instances directly connected to 1, from
the structural viewpoint that shared at least one transaction with 4, .
We are now able to present the collaborative filtering component P]’k of the profile

of an instance 1, in Zj. It can be defined as follows:

Pi= ] @ury (5.15)
‘qkehth(’jk)

Clearly, this definition is recursive and an accurate computation would require
the resolution of a system with a number of equations and variables equal to the
number of instances. In real situations, as there could be thousands or millions of
instances in a MIoT, the time necessary to solve this system may easily become un-
acceptable. As a consequence, it appears reasonable to consider an approximate def-

inition of 7, that is much simpler to handle. It is formalized as:

4 p—
ij - |_| T4
lqubth(ljk)

(5.16)

k

After having introduced the two components of the profile of an instance 1, of
Ik, we can combine them for defining the overall profile 77_]k of L It is defined as the

union of the profiles P;, and P]’k performed by means of the operator LI:

Finally, we can define the overall profile of an object 0j as follows:
P = U P (5.18)
k=1..1
5.1.3.2 Approach to build topic-guided virtual IoTs

Supervised approach

The supervised approach for the construction of topic-guided virtual IoTs in a MIoT

requires the user to specify a query Q consisting of some keywords of her interest.
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It tries to construct a thematic virtual IoT in such a way that each of its instances
contains at least one keyword of Q in the content-based component of its profile. If
such a virtual IoT does not exist, our approach returns a minimal set of thematic IoTs
that, on the whole, contain, in the content-based component of the profile of their
instances, all the keywords specified by the user. In this last case, she can choose
whether to accept this set of IoTs or modify her query.

Before describing in detail this approach, we must introduce a new operator J*
that represents a modified Jaccard coefficient, as we will see below.

J* receives two sets of topics! topicSet = {(kwy, nkw,), (kw,, nkw,),---, (kwy, nkwy)}
and topicSet’ = {(kwy, nkwy), (kw}, nkwé),m,(kwl’,,nkwl’,)} and computes the Jaccard
coefficient between them. In carrying out this task, it considers the number of occur-
rences of each keyword and its possible synonyms.

More formally, first it computes the set:

commonTS = {(kw, nkw + nkw’)|(kw, nkw) € topicSet,

(5.19)
(kw’,nkw’) € topicSet’, kw is identical to or synonymous of kw’}
Then, it computes the final result as:
Y nkw
J*(topicSet, topicSet’) = (kw,nkw)ecommonT 5 - (5.20)
Z(kw,nkw)etopicSet nkw + Z(kw’,nkw’)etopicSet' nkw
After having introduced J*, we can describe our approach. Specifically:
» It starts when a user specifies a query Q consisting of r keywords:
Q = {kwy, kwy, - kw,} (5.21)

It searches for all the instances of the MIoT having at least one topic whose key-
word is identical to, or synonymous of, at least one keyword specified in Q. These
instances, as a whole, represent the set of candidate instances to be included in
the new thematic view. We call this set CZ (Candidate Instances).

* However, the fact that an instance : € CZ has a keyword in common with Q is
necessary but not sufficient for it to be chosen. In fact, it is advisable that 1 has
more keywords in common with Q and, possibly, that the common keywords are
among the ones of 1 with the highest number of occurrences. This condition can
be guaranteed by the usage of the operator J*.

In particular, our approach first constructs Q" = {(kw, 1)|kw € Q} in such a way
as to make the application of J* on the keywords specified by the user possible.

1 We recall that, in our context, a topic is a pair (kw, nkw), where kw is a keyword and nkw is

the corresponding number of occurrences.
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Then, it constructs the set RZ (Real Instances) of those instances of CZ whose

topics have a significant similarity with the keywords of Q:

RI ={1eCI|]"(topicSet,, Q') > thy} (5.22)

Here, th] is a suitable tuning threshold.
* Now, our approach can start to construct the thematic view V) corresponding to
Q.
— It first creates a node 1, in Vg for each instance 1 of RZ. Let n,, and n,, be the
nodes corresponding to two instances 1; and 1, belonging to RZ.

If an i-arc exists between the nodes corresponding to 1; and 1, in the MIoT
M, then an i-arc is also created between the nodes 1, and n,, in V.
Instead, if a c-arc exists between the nodes corresponding to /1 and i, in
M, then n, and n,, are merged in a unique node n,, in V. This task is
motivated by the fact that n, and n,, represent different instances of the
same object in different real IoTs, but they represent the same instance in
the same virtual IoT; as a consequence, they must be merged and no cross
arc can exist between them. The profile P, of n,,, is obtained by applying

the operator | | on the profiles P, of 1; and P, of 1,.

* Finally, our approach adds a disconnected node in V, for each keyword in Q
such that there is no MIoT instance having at least one topic whose keyword is
identical to, or synonymous of, it?.

e At this point, two cases may occur. In particular:

— It could happen that V is connected. In this case, it is returned as the answer
to the query Q submitted by the user.

— If Vg is not connected and if the number of its connected components is less
than a certain threshold, our approach adds the minimum number of “ficti-
tious” i-arcs necessary to make Vg connected.

— Otherwise, if the number of connected components of Vj is higher than a
certain threshold, our approach concludes that a unique thematic virtual IoT
corresponding to the keywords specified by the user does not exist and re-
turns the thematic views related to the connected components of V. At this
point, the user can decide whether to accept these thematic views or to modify
the query in such a way as to construct a unique thematic view by re-applying

all the above mentioned steps starting from the new query.

2 The rationale underlying this step will be clearer in the following.
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Unsupervised approach

The unsupervised approach begins with the construction of a support network N

starting from the MIoT M. In particular:

* For each node 1, of M, a node 7,_is added in V.

¢ For each i-arc (n‘fk’n‘qk) in M, an (unoriented) arc (q,%) is added in N. The
arcs of N are weighted. The weight of the arc (q,%) is obtained by applying
the operator J* on the topic sets topicSet; and topicSet, of 1 and i, , respec-
tively. Therefore, the weight of an arc in A belongs to the real interval [0, 1]; the
higher this weight the higher the semantic similarity between the topics of the
profiles 77_],( and P_qk of j, and 1,,, respectively.

e For each c-arc in M, which relates two instances n, and n; of the same object o;
in two different IoTs Z; and Iq, the two nodes q and q in NV, corresponding to
the nodes n and m;, in M, are merged into a unique node [ This node inherits

all the arcs of ﬁ and .
q

At the end of these steps, it could happen that two or more arcs relate the same
nodes 77 and 7’ in AV. In this case, all these arcs must be merged into a single arc.
Clearly, it is necessary to determine the weight of this arc. Here, it appears reason-
able that it must be higher than or equal to the maximum weight of the merged arcs.
To reach this objective, our approach operates as follows. Let {(ﬁ,?,ﬁ), (ﬁ,?,ﬁ),
---,(ﬁ,?,ﬁ)} be the arcs to merge, ordered by decreasing weight. The new arc

(7, W,W) will have a weight equal to:

wzmin[1,w—1+a Z w_k] (5.23)

k=2..s

In other words, in the computation of w, the arcs with the maximum weight will
contribute with all their weight. All the other arcs will contribute to a lesser extent,
with a fraction of their weight. This last is determined by means of the coefficient a.

Once the construction of M has been completed, the thematic views are derived
by applying on A a graph clustering algorithm among the ones already existing in

the literature (see [590] for a survey on them).
Comparison between supervised and unsupervised approach

An important issue about the supervised and the unsupervised approaches to ad-
dress regards their scalability or, better, the possibility to use them in MIoTs com-
prising thousands or even millions of nodes.

With regard to this issue, first of all we observe that both approaches aim at

deriving virtual IoTs which are, then, exploited by users to perform their desired
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tasks (such as querying). As a consequence, we can distinguish two moments in the
life of a MIoT, namely: (i) the construction of virtual IoTs, which can be performed
offline, and (ii) their usage, which is generally carried out online.

The first moment is computationally expensive because it involves several net-
work operations in the supervised approach and a clustering activity in the unsuper-
vised one. Clustering’s computational cost is intrinsically exponential even if all the
corresponding methods adopted in the reality are heuristic and most of them have
a linear or a quadratic computational complexity. In any case, as pointed above, this
task is performed offline and rarely because it is necessary only when many changes
have been made in the MIoT.

The second moment is certainly less expensive; its cost depends on the size of the
involved clusters; in fact, each user activity generally involves one or a few clusters.
Concerning this aspect, it is important to verify: (i) if clustering is possible in pres-
ence of huge MloTs, and (ii) how the size of clusters increases against the growth of
the MIoT. As for the first point, we observe that, in the past, several algorithms have
been specifically conceived to cluster a huge amount of elements [256]. Concerning
the second point, instead, first we observe that the size of clusters can be determined
by suitably tuning the parameters of the selected clustering algorithm. However, it
could be interesting to verify how much the size of clusters increases if we maintain
constant all the clustering algorithm parameters and the MIoT size increases. We
decided to perform this experiment. It is described in detail in Section 5.1.4.6. Here,
we evidence the obtained results, i.e., that when the MIoT size highly increases, the
cluster size slightly grows, whereas the number of clusters increases very much. This
is a positive result for our purposes because the parameter to monitor for investigat-
ing the performance obtained during the second moment is just cluster size.

Another important issue to investigate regards the possible existence of a unique
framework handling all the objects of the MIoT and, therefore, in principle, thou-
sands or millions of objects. With regard to this aspect, we evidence that, in the past,
several attempts have been successfully performed in this direction (think, for in-
stance, of the SIoT framework proposed in [70, 74]). Clearly, we understand that, in
the future, the number of objects possibly belonging to a MIoT is enormously higher
than the number of objects available in the past IoT frameworks. However, we point
out that: (i) our approach needs to store only the metadata of the involved objects,
and these are small; (ii) the real objects can operate in a distributed environment
thanks to the new available technologies, such as cloud, edge and fog computing,

which can ease the organization and the management of distributed contexts.
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5.1.4 Results

In this section, we present the experimental campaign that we carried out to evaluate
the performance of our approach from several viewpoints. Specifically, we describe
our dataset in a subsection, whereas, in the next ones, we illustrate our tests, along

with the underlying motivations and the obtained results.

5.1.4.1 Testbed

To perform our experiments, we had the necessity to create several MIoTs with differ-
ent sizes, ranging from hundreds to thousands of nodes. Since, currently, real MIoTs
with the size and the variety handled by our model do not exist yet, we had to realize
a MIoT simulator, i.e., a tool that, starting from real data, is capable of simulating
MIoTs with certain characteristics specified by the user.

The MIoTs created by our simulator follow the model described in Section 4. In
order to perform its task, our simulator carries out the following steps: (i) creation
of objects; (ii) creation of object instances; (iii) creation of instance connections; (iv)
creation of instance profiles.

Our MIoT simulator is also provided with a suitable interface allowing a user
to “personalize” the MIoT to construct by specifying the desired values for several
parameters, such as the number of nodes, the maximum number of instances of an
object, and so forth.

To make “concrete” and “plausible” the created MIoT, our simulator leverages
a real dataset. It regards the taxi routes in the city of Porto from July 1°f 2013 to
June 30" 2014. It can be found at the address http://www.geolink.pt/ecmlpkd
d2015-challenge/dataset.html. Each route contains several Points of Interests
corresponding to the GPS coordinates of the vehicle.

We partitioned the city of Porto in six areas and associated a real IoT with each of
them. Our simulator associates an object with a given route recorded in the dataset
and an object instance for each partition of a route belonging to an area. It creates a
MIoT node for each instance and a c-arc for each pair of instances belonging to the
same route. Furthermore, it creates an i-arc between two nodes of the same IoT if the
length of the time interval between the corresponding routes is less than a certain
threshold th;. The weight of the i-arc indicates the length of this time interval. The
value of th; can be specified through the constructor interface. Clearly, the higher
th; the more connected the constructed MIoT.

As far as instance profiles are concerned, since there are no thing profiles avail-
able, we had to simulate them. However, we aimed to make them as real as possible.

In order to increase the likelihood of constructed MIoTs, we performed a sentiment
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analysis task for each of the six areas in which we partitioned the city of Porto and
for each day which the dataset refers to. For this purpose, we leveraged IBM Watson
on the social media and blogs it uses as default. Having this data at disposal, our
simulator assigns to each instance the most common topics (along with the corre-
sponding occurrences) discussed in that area in the day on which the corresponding
route took place. The constructed MIoTs are returned in a format that can be directly
processed by the cypher-shell of Neo4] (see below).

Some features of the constructed MIoTs are reported in Table 5.1. The interested
reader can find the MIoTs adopted in the experiments described in this section at

the address http://daisy.dii.univpm.it/miot/datasets/virtualloTs.

H MIoT (size) HNumber of arcs ‘ Mean in—degree‘Mean out-degree ‘ Number of i-arcs ‘ Number of c-arcs H

M; (176) 1176 6.29 6.61 980 126
M, (301) 2050 7.76 7.74 1709 341
M3 (485) 3756 8.80 8.54 3130 626
My (778) 5866 8.89 9.11 4895 971
Ms (946) 7624 8.64 8.84 6422 1202
Mg (1256) 9860 7.87 7.98 7917 1943
My (1725) 12263 7.94 8.18 9964 2299
Mg (2028) 15568 8.22 8.38 12857 2711
Mo (3544) 26428 8.36 8.42 22718 3710
My (5024) 38642 8.44 8.54 33724 4918

Table 5.1: Main features of the constructed MIoTs

We carried out all the tests presented in this section on a server equipped with
an Intel I7 Quad Core 7700 HQ processor and 16 GB of RAM with Ubuntu 16.04
operating system.

To implement our approaches we adopted:

* Python, powered with the NetworkX library, as programming language;
* Neo4] (Version 3.4.5) as underlying DBMS; we also exploited some plugins of

Neo4] to perform community detection and to compute clustering coefficients.

5.1.4.2 Cohesion of the obtained topic-guided virtual IoTs

Our first test started from the idea that if our approach aims at extracting virtual
thematic IoTs, they should present both a structural and a semantic cohesion higher
than the corresponding ones characterizing the original IoTs of the MIoT. This ex-
periment was devoted to evaluating if this assumption is verified. We considered
two well known structural cohesion parameters used in network analysis literature,
namely clustering coefficient and density [647]. Both of them range in the real interval

[0,1]; the higher their value the higher the corresponding network cohesion. In the
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following, first we test the supervised approach and, then, we consider the unsuper-

vised one.
Supervised approach

In this test, we run our supervised approach on ten MloTs, My, ..., My, consisting
of 176, 301, 485, 778, 946, 1256, 1725, 2028, 3544 and 5024 nodes. Clearly, the
number of IoTs for each MIoT was equal to six, one for each area of the city of Porto
that we have defined. For each MIoT, we submitted a set of 10 queries consisting of
1 (resp., 2, 4, 6, 8 and 10) word(s).

Each query returned a virtual thematic IoT for which we computed the corre-
sponding clustering coefficient and density. Finally, we averaged the obtained results
for each MIoT and for each set of queries, and we compared them with the average
clustering coefficient and the average density of the corresponding real IoTs. The

obtained results are reported in Tables 5.2 and 5.3.

MIoT (size) ||Avg. clustering coeff. (real IoTs) Avg. clustering coeff. (virtual IoTs)
a1 =1]1a1=2[Ial= 4]ial= 6]lal = 8]Ial= 10
Mi (176) 0.230 0.318 | 0.368 | 0.389| 0.394 | 0.401 | 0.408
M; (301) 0.272 0.343 | 0.388 | 0.419 | 0.424 | 0.434 | 0.446
M3 (485) 0.293 0.396 | 0.437 | 0.477 | 0.482 | 0.488 | 0.497
My (778) 0.353 0.447 1 0.478 | 0.503 | 0.508 | 0.511 | 0.517
Ms (946) 0.371 0.452|0.492 | 0.512]0.522|0.524 | 0.526
Mg (1256) 0.385 0.486 | 0.511 | 0.529 | 0.530 | 0.532 | 0.535
My (1725) 0.386 0.501 | 0.524 | 0.536 | 0.537 | 0.538 | 0.539
Mg (2028) 0.388 0.5190.536 | 0.541 | 0.541 | 0.542 | 0.543
Mo (3544) 0.392 0.5221 0.540 | 0.544 | 0.544 | 0.545 | 0.546
Mjg (5024) 0.395 0.534 | 0.546 | 0.546 | 0.546 | 0.547 | 0.548

Table 5.2: Values of the clustering coefficient for real and virtual IoTs against the size

of MIoTs and queries used to generate the virtual IoTs (supervised approach)

From the analysis of these tables, we can observe that, in almost all circum-
stances, the values of both clustering coefficient and density are higher or much
higher for the virtual thematic IoTs than for the real ones. This is clearly a confirma-
tion of the goodness of our supervised approach, which returns topic-guided IoTs
more cohesive than the original ones. We also observe that when |Q| increases, the
values of both clustering coefficient and density increases. This can be explained
by observing that, in processing Q, our approach takes the portions of networks
containing at least one keyword of Q. When |Q| increases, the portion of networks
selected by our approach increases too, and the probability of selecting a very high
number of edges (i.e., a number so high to lead to an increase of clustering coefficient

and density) increases as well.
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MIoT (size) || Average density (real IoTs) Average density (virtual IoTs)
lai=1[lal=2]lal= 4]lal=6]lal=8]lal= 10
M;i (176) 0.348 0.260| 0.264 | 0.280 | 0.289 | 0.296 | 0.301
M; (301) 0.262 0.29210.3030.309 | 0.315 | 0.320 | 0.324
M3 (485) 0.274 0.390| 0.395| 0.400 | 0.402 | 0.405 | 0.408
My (778) 0.269 0.476 | 0.483 | 0.490 | 0.501 | 0.509 | 0.514
Ms (946) 0.276 0.492 0.509 | 0.521 | 0.536 | 0.534 | 0.556
Mg (1256) 0.284 0.547 1 0.556 | 0.567 | 0.572 | 0.576 | 0.581
My (1725) 0.278 0.5820.582|0.594 | 0.598 | 0.598 | 0.601
Mg (2028) 0.273 0.609 | 0.610 | 0.620 | 0.626 | 0.630 | 0.639
Mg (3544) 0.269 0.626 | 0.628 | 0.630 | 0.634 | 0.636 | 0.637
Mjp (5024) 0.262 0.636 | 0.636 | 0.638 | 0.638 | 0.640 | 0.642

Table 5.3: Values of the density for real and virtual IoTs against the size of MIoTs

and queries used to generate the virtual IoTs (supervised approach)

Unsupervised approach

In this test, we run our unsupervised approach, powered with the Louvain graph
clustering algorithm [114] as underlying engine, on the same MIoTs described in
Section 5.1.4.2. For each MIoT, we computed the average clustering coefficient and
the average density of real and virtual IoTs. The obtained results are reported in

Table 5.4.

MIoT (size) Average clustering coefficient Average density
Real ToTs Virtual IoTs Real IoTs | Virtual IoTs
My (176) || 0.230 0.473 0.348 0.315
M, (301) 0.272 0.499 0.262 0.350
M3 (485) 0.293 0.500 0.274 0.375
My (778) 0.353 0.511 0.269 0.318
Ms (946) 0.372 0.509 0.276 0.316
Me (1256) || 0.385 0.506 0.284 0.314
Mz (1725) 0.386 0.522 0.280 0.328
Mg (2028) || 0.388 0.535 0.273 0.360
Mo (3544) 0.394 0.547 0.271 0.364
Mip (5024)|| 0.398 0.562 0.269 0.368

Table 5.4: Values of both clustering coefficient and density of real and virtual IoTs

against the size of MloTs (unsupervised approach)

From the analysis of this table we can observe that, in this case, analogously to
what happened for the supervised approach, the cohesion level of the virtual IoTs is
higher or much higher than the corresponding ones of the real original IoTs. Inter-
estingly, both clustering coefficient and density values obtained by the unsupervised
approach are generally higher than those returned by the supervised one, at least

when the MIoT size is small. Instead, when the MIoT size is large, they become lower
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than the ones of the supervised approach. Actually, the increase of both clustering
coefficient and density when the MIoT size increases is significant for the supervised

approach, whereas it is more limited for the unsupervised one.

5.1.4.3 Analysis of merged c-nodes and node distribution in virtual IoTs

Another quality parameter for virtual IoTs returned by our approach regards the
average number of merged c-nodes present in each of them. Indeed, the presence
of merged c-nodes in an IoT is an indicator of the fact that this IoT is capable of
connecting concepts coming from different real IoTs, and, therefore, from concepts
whose relationships would have been uncaptured otherwise, or, in other words, that
the knowledge it is presenting is new and did not exist previously. Clearly, the higher
the fraction of merged c-nodes and the higher the fraction of different original IoTs
they belong to, the higher the connecting capability of virtual IoTs.

Also for this experiment, we considered the ten MIoTs described in Section
5.1.4.2 and performed the same tasks illustrated therein for both the supervised
and the unsupervised approaches. The obtained results are reported in Tables 5.5,

5.6 and 5.7.

Average fraction of merged c-nodes

MIoT (size)
lai=1]lal=2]lal= 4]lal= ]lal= 8]Ial= 10

(176) || 0.304|0.455|0.517 | 0.532 | 0.554 | 0.572
(301) || 0.380|0.515|0.608 | 0.627 | 0.652 | 0.679
M3 (485) || 0.539|0.661 | 0.782|0.798 | 0.813 | 0.823
(778)
(946)

My (778 0.690| 0.786 | 0.860 | 0.874 | 0.883 | 0.892
Ms (946 0.724|0.812 | 0.884 | 0.898 | 0.916 | 0.924
Mg (1256) || 0.808 | 0.883 | 0.939 | 0.943 | 0.946 | 0.948
Mz (1725) || 0.862 | 0.908 | 0.952 | 0.961 | 0.961 | 0.963
Mg (2028) || 0.908 | 0.959 | 0.974 | 0.975 | 0.976 | 0.977
Mg (3544) | 0.928 | 0.963 | 0.976 | 0.977 | 0.977 | 0.978

Mjip (5024)[| 0.936 | 0.968 | 0.978 | 0.979 | 0.980 | 0.981

Table 5.5: Average fraction of merged c-nodes against the size of MIoTs and queries

used to generate the virtual IoTs (supervised approach)

From the analysis of these tables, we observe that both the supervised and the
unsupervised approaches return satisfying results. As for the supervised approach,
we can observe that the fraction of merged c-nodes increases when the size of MIoT
increases. Furthermore, we can also observe a slight increase of this fraction when
|Q| increases. The same trends can be observed for the average fraction of involved
real IoTs, even if, for this parameter, its increase against the increase of |Q| is more

pronounced. As for the unsupervised approach, we can observe that the average
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Average fraction of involved real IoTs

MIoT (size)

lai=1]lal=2]lal= 4]lal=6]lal=8]lal= 10
My (176) || 0.373]0.467 | 0.488 | 0.476 | 0.452 | 0.448
Mj (301) || 0.365]0.469 | 0.525 | 0.501 | 0.488 | 0.480
M3 (485) || 0.482|0.477 | 0.448 | 0.442 | 0.435 | 0.432
My (778) || 0.457 | 0.432| 0.418 | 0.415 | 0.413 | 0.411
Ms (946) || 0.455 | 0.482|0.624 | 0.628 | 0.647 | 0.644
Mg (1256) || 0.453 | 0.514 | 0.805 | 0.864 | 0.917 | 0.924
M7 (1725) || 0.482 | 0.577 | 0.815 | 0.872 | 0.917 | 0.924
Mg (2028) || 0.514 | 0.672 | 0.833 | 0.898 | 0.917 | 0.924
Mo (3544) || 0.584 | 0.704 | 0.844 | 0.905 | 0.924 | 0.926

Mjp (5024)(| 0.624 | 0.727 | 0.888 | 0.911 | 0.928 | 0.934

Table 5.6: Average fraction of real IoTs involved in a virtual IoT against the size of

MIoTs and queries used to generate the virtual IoTs (supervised approach)

H MIoT (size) HAverage fraction of merged c-nodes HAverage fraction of involved real IoTs H

My (176) 0.227 0.361
My (301) 0.306 0.353
Ms (485) 0.309 0.357
My (778) 0.342 0.356
Ms (946) 0.334 0.359
M (1256) 0.326 0.361
My (778) 0.332 0.360
Mg (2028) 0.335 0.358
Mo (3544) 0.341 0.371
Mg (5024) 0.344 0.378

Table 5.7: Average fraction of merged c-nodes and average fraction of real IoTs in-

volved in a virtual IoT against the size of MIoTs (unsupervised approach)

fraction of merged nodes is always very high, independently of the MIoT size. By
contrast, in this case, the fraction of involved real IoTs is quite high even if lower
than the ones generally observed for the supervised approach. Furthermore, its value
does not significantly change when the MIoT size increases.

In order to deepen this investigation, for each virtual IoT, we compared the dis-
tribution of its nodes against the real IoTs they belong to. Indeed, if almost all the
nodes of a virtual IoT derive from only one real IoT, the information contribution
provided by the virtual IoT would be very small because it would be analogous to
the one provided by the corresponding real IoT. By contrast, if the nodes of a virtual
IoT homogeneously derive from several real IoTs, then the knowledge it provides is
really new, and this knowledge would be uncaptured and lost if the new IoT had not
been extracted. On the basis of this reasoning, we evaluated the heterogeneity of the
provenance of the various nodes of each virtual IoT (see below). For this purpose, we

adapted the Herfindahl Index [332] to our context. This index is very used in sev-
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eral research fields of Economics from several decades; for instance, it is exploited
to evaluate the concentration degree in an industry.

In order to adapt the Herfindahl Index to our scenario, consider a MIoT M con-
sisting of s real IoTs (R, R, ..., R;). Consider, also, a virtual IoT V; derived by either
the supervised or the unsupervised approach. Let 1; be the number of nodes of V;

and let %k, 1 < k < s, be the fraction of the nodes of Vj belonging to Ry (i.e., the kth

real IoT of the MIoT). The Herfindahl Index H; of V; is defined as Yo (%")2 H;
ranges in the real interval [%, 1]; the higher its value, the higher the concentration
degree of the nodes of Ry in V;. Clearly, as previously pointed out, one property de-
sired for our approach is the ability to construct virtual IoTs connecting nodes that
belong to different real IoTs in such a way as to extract knowledge that would be lost
otherwise. If we report this property to the Herfindahl Index, this implies to obtain
a value of this index as lower as possible?.

We computed the average Herfindahl Index of the thematic IoTs returned by
both the supervised and the unsupervised approaches by considering the ten MIoTs
described in Section 5.1.4.2 and performing the same tasks illustrated therein. The

obtained results are reported in Tables 5.8 and 5.9.

Average Herfindhal Index

MIoT (size)

o1 =1]ial=2]lal= 4]Ial= 6 ]lal= 8]Ial = 10
M (176 0.207 | 0.186 | 0.177 | 0.175| 0.173 | 0.172
Mj (301 0.204|0.183|0.174(0.173|0.172 | 0.171

(176)
(301)
M3 (485) || 0.1780.173 | 0.170 | 0.170 | 0.169 | 0.168
(778)
(946)

My (778 0.172]0.172]0.170 | 0.170 | 0.169 | 0.168
Ms (946 0.172]0.170 | 0.169 | 0.169 | 0.169 | 0.168
Meg (1256) || 0.173 | 0.168 | 0.167 | 0.169 | 0.168 | 0.167
My (1725) || 0.170 | 0.168 | 0.167 | 0.169 | 0.168 | 0.167
Mg (2028) || 0.168 | 0.167 | 0.167 | 0.167 | 0.167 | 0.167
Mg (3544) || 0.168 | 0.167 | 0.167 | 0.167 | 0.167 | 0.167

Mg (5024)(| 0.167 | 0.167 | 0.167 | 0.167 | 0.167 | 0.167

Table 5.8: Average Herfindahl Index of virtual IoTs against the size of MIoTs and

queries used to generate the virtual IoTs (supervised approach)

These tables evidence that also the analysis based on object distribution and
Herfindahl Index returns very satisfying results that confirm and strengthen those
obtained by examining the average fraction of merged nodes involved in a virtual
IoT. Interestingly, as for this parameter, we observe that the supervised approach

returns excellent results, very close to the best ones. By contrast, the unsupervised

3 Consider that, since we have six real IoTs in our MIoTs, the minimum value of the Herfind-

ahl Index is ¢ = 0.167.
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H MIoT (size) HAverage Herfindahl IndexH

My (176) 0.658
M, (301) 0.543
M3 (485) 0.658
My (778) 0.636
Ms (946) 0.654
Mg (1256) 0.694
My (1725) 0.656
Mg (2028) 0.635
Mo (3544) 0.664
My (5024) 0.686

Table 5.9: Average Herfindahl Index of virtual IoTs against the size of MIoTs (unsu-
pervised approach)

approach returns good results, even if those returned by the supervised approach

are better.

5.1.4.4 Computation time

In this experiment, we aimed at evaluating the variation of the computation time
of both the supervised and the unsupervised approaches against the variation of
the size of the involved MIoT. Furthermore, as for the supervised approach, we also
evaluated the variation of the computation time against the variation of the size of
queries.

To perform this task, we considered the ten MIoTs described in Section 5.1.4.2
and carried out the same tasks illustrated therein. Finally, we measured the corre-

sponding average computation times. The obtained results are reported in Figures

5.1, 5.2 and 5.3.

Computation time - Supervised approach (first part)

35
30

25

—e—MIoT 176

20
MIoT 301
MIoT 485
15
MIoT 778

Computation time (s)

10 —=— MIoT 946

- - —
IQl=1 Q=2 IQl=4 IQl=6 Q=8 Q=10
Number of keywords
Fig. 5.1: Computation time (in seconds) against the size of MIoTs and queries used

to generate the virtual IoTs (supervised approach) - first part
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Computation time - Supervised approach (second part)
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Fig. 5.2: Computation time (in seconds) against the size of MlIoTs and queries used

to generate the virtual IoTs (supervised approach) - second part

Computation time - Unsupervised approach
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Fig. 5.3: Computation time (in seconds) against the size of MloTs (unsupervised ap-

proach)

From the analysis of these figures, we can observe that our approaches obtain
satisfying results. Specifically, as for the supervised approach, the computation time
is always very low for MIoTs having at most 1256 nodes. Instead, for MIoTs with
more than 2028 nodes, the computation time is low for |Q| =1 or |Q| = 2. Then, it
increases, even if it remains acceptable for |Q| = 4 and |Q| = 6, whereas it becomes
excessive for |Q| = 8 and |Q| = 10. However, with regard to this fact, we must point

out that queries consisting of 8 or 10 keywords are very uncommon*

41t is worth pointing out that the topics considered by our approach for constructing a
thing’s profile are extremely generic and heterogeneous. As a consequence, in our scenario,
a query with 8 or 10 keywords would encompass a great number of different topics and, as

such, it would not be generally able to capture a clear and specific desire of a user.
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As for the unsupervised approach, its computation time is still acceptable also
for 2028 nodes. It starts to become excessive with MIoTs consisting of at least 10000

nodes.

5.1.4.5 Analysis of the efficiency of information dissemination

This experiment was devoted to measuring the efficiency of both supervised and
unsupervised approaches. The rationale underlying this experiment is that if some
information must be transferred from a source object o to a target one o;, the number
of objects to be contacted for this task should be minimized. At the same time, if an
object is involved in an information dissemination task, it would be desirable that
the information it is transmitting is also useful for it (which, in our case, means that
it is in line with the interests of its profile).

In order to perform this experiment, we randomly selected some pairs of (source,
target) nodes from our MIoT. Let (n,, ;) be one of these pairs. We verified if there
existed at least one virtual IoT comprising both n, and 1,°. In the negative case, we
discarded that pair. Let V be a virtual IoT comprising both n, and n;.

After this, we computed the number num), (resp., n@) of MIoT nodes involved
in the dissemination of information in presence (resp., absence) of the virtual IoT V.
Specifically, we computed nu ml’t by performing the information dissemination task
only through its nodes; instead, we obtained nm by performing the same task on
v
:

numg

the whole MIoT. Finally, we computed: f; = =

vV
numg

the contribution of the virtual IoTs in reducing the number of nodes necessary for

Clearly, the lower f;;, the higher

the information dissemination task and, consequently, the higher the contribution
that our virtual IoT detection approach can provide to information dissemination.

We computed the average values of f;; by operating on the ten MIoTs introduced
in Section 5.1.4.2 and by performing the same tasks described therein for both the
supervised and the unsupervised approaches. The obtained results are reported in
Tables 5.10 and 5.11.

From the analysis of these tables we can observe that both the supervised and
the unsupervised approaches really contribute to decrease the number of the nodes
of a MIoT involved in the information dissemination, and, therefore, to increase the
efficiency of this task. As for the supervised approach, we observe that the decrease
of the number of involved nodes is always high. It becomes very high as the MIoT size
and the number of keywords composing the query increase. As for the unsupervised
approach, we observe that it leads to a decrease of the number of the MIoT nodes
involved in the dissemination task. However, this decrease is minimum for small

5 This is always true for the unsupervised approach, whereas it could not happen for the

supervised one.
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MIoT (size) Average fo
lal=1]lal=2]lal=4]lal=6]lal= 8]Ial= 10
M;j (176) || 0.144]0.220 | 0.290 | 0.304 | 0.336 | 0.347
Mj (301) |[0.126]0.170 | 0.177 | 0.175 | 0.178 | 0.179
M3 (485) || 0.104|0.112 | 0.074 | 0.052 | 0.041 | 0.037
My (778) || 0.057 | 0.051 | 0.028 | 0.038 | 0.047 | 0.049
Ms (946) || 0.048 | 0.034 [ 0.022 | 0.028 | 0.032 | 0.024
Mg (1256) || 0.031 | 0.015|0.017 | 0.011 | 0.007 | 0.007
M7 (1725) || 0.026 | 0.014 | 0.011 | 0.010 | 0.008 | 0.008
Mg (2028) || 0.016 | 0.010 | 0.009 | 0.009 | 0.009 | 0.009
Moy (3544) || 0.012 | 0.009 | 0.009 | 0.009 | 0.009 | 0.009

Mjp (5024)(| 0.011 | 0.008 | 0.007 | 0.007 | 0.007 | 0.007

Table 5.10: Average values of f;; against the size of MIoTs and queries used to gener-

ate the virtual IoTs (supervised approach)

HMIoT (size)HAverage fst

M, (176) 0.904
M;(301) 0.722
M3(485) 0.635
M4(778) 0.584
Ms(946) 0.580
Me(1256) || 0576
M7(1725) || 0.516
Mg(2028) || 0.477
Mo(3544) || 0.452
Mig(5024)||  0.426

Table 5.11: Average values of f; against the size of MIoTs (unsupervised approach)

MIoTs, whereas it becomes significant for large ones (i.e., for MIoTs with a number
of nodes higher than 1256).

We performed a second experiment in this direction. Specifically, given a pair
(ns,n;) of a MIoT such that information must be disseminated from n; to n; and
there exists at least one virtual IoT V comprising both n; and n;, we computed the
fraction g); (resp., ;2) of the nodes of the MIoT involved in the diffusion of informa-
tion from ng to n; and having at least one content of the disseminated information
registered in their profile (which implies that, in principle, they could benefit from
the information they are required to disseminate). As in the previous experiment, we
computed g by assuming the existence of V and, hence, by performing the infor-
mation dissemination task through it; by contrast, we computed ;g by carrying out
the information dissemination task through the whole MIoT. Finally, we computed
st = % Roughly speaking, it denotes how much the presence of the virtual IoT
V can contribute to require information dissemination tasks only to nodes possibly

benefiting of it. A value of this coefficient higher than 1 denotes a positive contri-
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bution of V; the higher this value the higher the contribution. As in the previous
experiment, we computed the average values of g;; by operating on the ten MIoTs
introduced in Section 5.1.4.2 and by performing the same tasks described therein
for both the supervised and the unsupervised approaches. The obtained results are

reported in Tables 5.12 and 5.13.

Average gt

MIoT (size)

la1=1]ial=2]lal= 4]lal= 6]lal= 8]Ial= 10
M;j (176) || 4.018|2.792(2.2231.918 | 1.331 | 1.321
Mj (301) |[3.563|2.619|2.445|2.009 | 1.683 | 1.664
M3 (485) 3.269|2.370 | 1.426 | 1.528 | 1.626 | 1.674
My (778) || 3.130]2.168 | 2.367 | 1.916 | 1.494 | 1.325
Ms (946) 3.232(2.102|1.864 | 1.712 | 1.461 | 1.391
Mg (1256) || 3.467 | 1.979 | 1.378 | 1.412 | 1.438 | 1.452
M7 (1725) || 3.476 | 2.224 | 1.414 | 1.444 | 1.494 | 1.492
Mg (2028) || 3.496 | 2.669 | 1.489 | 1.491 | 1.521 | 1.545
Mg (3544) || 3.507 | 2.712 | 1.612 | 1.624 | 1.631 | 1.632

My (5024)|| 3.517 | 2.926 | 1.783 | 1.841 | 1.864 | 1.874

Table 5.12: Average values of g;; against the size of MIoTs and queries used to gen-

erate the virtual IoTs (supervised approach)

H MIoT (size) HAverage 8st

M (176) 1.341
M, (301) 1.269
M3 (485) 1.211
My (778) 1.177
Ms (946) 1.173
Mg (1256) || 1.171
My (1725) 1.194
Mg (2028) || 1.273
Mo (3544) 1.281
Mig (5024)||  1.301

Table 5.13: Average values of g; against the size of MIoTs (unsupervised approach)

The analysis of these tables is a further confirmation of the efficiency of our ap-
proach. Indeed, thanks to the presence of virtual IoTs, the fraction of nodes partici-
pating to the spreading of information that can also benefit from this task increases
remarkably.

The results of Tables 5.10 and 5.11, along with the ones of Tables 5.12 and 5.13,
agree to evidence that the discovery of virtual IoTs is highly beneficial in terms of
efficiency for the information dissemination task in a MIoT. In this case, the contri-

bution of V in increasing the efficiency of the spreading task, by limiting it mainly
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to nodes that could benefit from the information they are disseminating, is very
high for the supervised approach when |Q| = 1 or |Q| = 2. When |Q| increases, this
contribution decreases, even if it remains still significant. As for the unsupervised
approach, the contribution of V can be always observed even if it is less evident than

the one characterizing the supervised approach.

5.1.4.6 Analysis of the virtual IoTs

This last experiment makes sense only for the unsupervised approach. Through it we
aimed at investigating how the number and the size of returned virtual IoTs (and,
therefore, the number and the size of returned clusters) vary when the MIoT size
increases. To make this experiment significant, we maintained constant all the pa-
rameters of the adopted clustering algorithm. We considered the MIoTs M; --- My
used in the previous experiments because, in this way, we had the possibility to in-
vestigate MIoT sizes ranging from 176 to 5024 nodes. We report the obtained results
in Table 5.14.

H MIoT (size) HAverage size of virtual IoTs |Number of virtual IoTs H

My (176) 22.44 10
M; (301) 28.21 13
M3 (485) 36.64 16
My (778) 40.82 22
Ms (946) 44.66 24
Mg (1256) 46.74 30
My (1725) 48.12 39
Mg (2028) 50.24 45
Mo (3544) 50.46 78
My (5024) 50.64 105

Table 5.14: Average size and number of virtual IoTs against the increase of the MIoT

size (unsupervised approach)

From the analysis of this table we can observe that the average size of virtual

ToTs:

e increases when the MIoT size ranges from 176 to 946;
* slightly increases when the MIoT size ranges from 946 to 2028;

* remains essentially constant when the MIoT size is higher than 2028.
In the meantime, the number of clusters:

* slightly increases when the MIoT size ranges from 176 to 946;
* increases when the MIoT size ranges from 946 to 2028;

» highly increases when the MIoT size is higher than 2028.
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The obtained results are extremely interesting because they confirm the sound-
ness of the reasoning made in Section 5.1.3.2. In particular, this experiment confirms
the scalability of our approach. As a matter of fact, after the virtual IoTs have been
constructed offline, their usage for querying and for the other tasks of interest for
the user can be performed online. Now, we observed that the number of available
virtual IoTs highly increases when the MIoT size increases. However, because the
size of each virtual IoT is only slightly impacted by the growth of the correspond-
ing MIoT, and because user tasks generally involve one or at most a few of available
virtual IoTs, we can conclude that our approach is scalable with respect to the size

variation of the MIoT.
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5.2 Redefining Betweenness Centrality in a MIoT

5.2.1 Introduction

The betweenness centrality of a node in a network is defined as the fraction of the
shortest paths between all the pairs of nodes that pass through it. Betweenness cen-
trality is well suited for measuring the influence of a node over the information
spread through the network [85, 505], to identify boundary spanners (i.e., nodes
acting as bridges between two or more subnetworks), and to measure the “stress”
(in the sense of a higher usage) that a node must undergo during network activities
[120, 121, 182, 280]. Due to its relevance in network analysis, betweenness centrality
has been largely investigated in the past, and several extensions, tailored to specific
contexts, have been proposed (see, for instance, [680, 254, 255, 96]). Also in the
context of the Internet of Things (IoT), several approaches for the computation of
betweenness centrality have been presented [354, 552, 410].

However, the classical betweenness centrality is not able to correctly evaluate
the centrality of nodes in a multiple IoT scenario, i.e., a scenario where several net-
works of smart objects (SO) cooperate with each other. In such a scenario (known
as Multi-IoT or MIoT in the literature [82, 271, 434, 650]), IoT (i.e., networks of SO)
are interconnected thanks to those nodes simultaneously belonging to two or more
of them. We call cross nodes (c-nodes) these nodes and inner nodes (i-nodes) all the
other ones. Then, a c-node connects at least two IoT of the MIoT and plays a key role
in favoring the cooperation among i-nodes belonging to different IoT. As a conse-
quence, the nodes of a MIoT are not all equal: c-nodes will presumably play a more
important role than i-nodes for supporting the activities in a MIoT. Here, the clas-
sical betweenness centrality is not able to distinguish c-nodes from i-nodes and to
evidence the key role played by c-nodes in favoring communication and cooperation
between SO belonging to different IoT of the MIoT.

Here, we aim at providing a contribution to address this problem. Indeed, we
propose three new measures of betweenness centrality, well suited for a MIoT and,
more in general, for a scenario consisting of a set of related IoT. These measures are
called Inner Betweenness Centrality (IBC), Soft Cross Betweenness Centrality (SCBC)
and Hard Cross Betweenness Centrality (HCBC). They have been designed to clearly
distinguish the contributions of c-nodes and i-nodes and we show that they are able
to reach this objective. In particular, IBC has been conceived for measuring the be-
tweenness centrality with a focus on a single IoT of the MIoT and it privileges i-
nodes over c-nodes. As will be clarified in the following, it does not coincide with
the classical betweenness centrality because, differently from this last one, it also

considers paths which connect two nodes of the same IoT but, at the same time, in-
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volve nodes belonging to other IoT of the MIoT. By contrast, SCBC and HCBC are
specialized to measure the betweenness centrality of nodes by privileging paths in-
volving more IoT of the MIoT and, therefore, c-nodes over i-nodes. As it is indicated
by their names, this privilege is more marked in HCBC than in SCBC.

This chapter is organized as follows. In Section 5.2.2, we provide an overview
of related literature. In Section 5.2.3, we introduce our new betweenness centrality

measures. In Section 5.2.4, we describe our testbed and experimental analysis.

5.2.2 Related Literature

As one of the most important centrality measures, betweenness centrality [280] has
been the subject of in-depth studies in the literature [182, 129]. Recognizing high
spreading power nodes is fundamental in social networks but, based on its defini-
tion, the cost for computing the betweenness centrality of a node is high. For this
reason, several heuristic approaches, aiming at providing the closest possible value
of the betweenness centrality of a node in a reasonable time, have been proposed in
the past (see [128, 76, 290, 565], to cite a few).

As for the IoT, which is an example of a very dynamic and constantly evolv-
ing network, the approaches for the incremental computation of betweenness cen-
trality are extremely interesting. Among these, we mention the ones described in
[354, 552, 410]. Specifically, in [354], the authors propose iCENTRAL, which is well
suited for large and evolving biconnected graphs. In [552], the authors illustrate
an approach for a quick incremental computation of betweenness centrality. After
a pre-processing phase, the computational cost of this approach is independent of
the network size. In [410], the authors describe an approach that reduces the search
space by finding a set of candidate nodes that are the only ones to be updated during
the incremental computation of the betweenness centrality.

Surprisingly, despite the strong tie existing among betweenness centrality and
information diffusion, there are very few studies concerning the role of betweenness
centrality in IoT. To the best of our knowledge, the only approaches dealing with
centrality in IoT have been proposed as part of methods for determining trustwor-

thiness [513] or network navigability [476, 511] in IoT.

5.2.3 Methods
5.2.3.1 MloT-oriented Betweenness Centrality

Recall that, the MIoT paradigm introduced in Chapter 4 is the reference model in

which we redefine the betweenness centrality.
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Given a node n; of a graph g, the classic definition of betweenness centrality is
the following:

BC(n]-) _ Gnsnt(”j)

nseN,n €N, ngnj,ny#n; Tngny
where 0, ;, is the total number of the shortest paths from n; to n;, whereas o, ,,, (1;)
is the number of those shortest paths passing through n;.

If we apply BC to the graph Gy associated with an IoT Z; and consider 7 isolated
from the MIoT, this formula involves shortest paths which only pass from nodes of
Zk. In order to consider also the potential shortest paths that connect nodes of Gy but
pass through nodes of the other IoT of the MIoT, it should be applied to the graph
G corresponding to the whole MIoT. However, in this way, it does not capture that
a MIoT consists of different autonomous IoT cooperating with each other thanks to c-
nodes, which play a key role that should be evidenced by any measure of centrality
conceived for a MIoT. We argue that, owing to these weaknesses, BC could present
several problems in a MIoT context, especially when it is necessary to compute a
centrality measure, which privileges those nodes that allow the crossing from an IoT
to another.

To address the challenges mentioned above, we define three new centrality met-
rics. The first of them is called Inner Betweenness Centrality (IBC) and is defined as
follows.

Let nj, € Ny be the node corresponding to the instance 1, of the object o; in the
IoT Zj of the MIoT M. The Inner Betweenness Centrality IBC(n;, ) is defined as:

O, ny, (M5,)
IBC(n,) = Ml kD

ng, €Ny 1y, €N g, =y iy, =1 T g ey
where Enskn " is the total number of the shortest paths from n; to 1, that involve also
nodes of the MIoT not belonging to Nj, and E”sk n, (1) is the total number of these
shortest paths that pass through #;, .

IBC can be considered as an evolution of BC, capable of evaluating inner central
nodes taking into account the fact that the network Zj is not alone but it is part of
a MIoT. As a consequence, if all the paths connecting n, to 1, include at least one
node belonging to networks different from Z; but inside the MIoT, then BC does not
capture them and considers 1, and n; unconnected. By contrast, in a more precise
way, IBC considers that there may exist one or more connections between them in
the MIoT, even if they require the intervention of nodes belonging to other networks.

The second betweenness centrality measure that we propose here is called Soft

Cross Betweenness Centrality (SCBC) and is defined as follows. Let n;, € Ni be the
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node corresponding to the instance ¢, of the object o; in the IoT Z;. The Soft Cross
Betweenness Centrality SCBC(n;, ) is defined as:

Ensu g, (njk)

SCBC(nj,) =

ng, €Ny, ny, €Ny, u=v O, ne,

In few words, SCBC(n;,) computes the centrality of a node by selecting only the
shortest paths between nodes belonging to different networks. There is no constraint
on the node n;, for which we are computing the SCBC. As a matter of fact, n; could
belong either to N, or to N, or, finally, to another IoT of the MIoT different from N,,
and N,,.

SCBC can be considered as an evolution of BC capable of detecting central (in the
betweenness centrality sense) c-nodes and i-nodes by taking into account that these
nodes do not belong to a single-IoT scenario but that they are part of a MIoT, and this
fact can influence the shortest paths considered in the computation of betweenness
centrality.

The last betweenness centrality measure we are proposing here is called Hard
Cross Betweenness Centrality (HCBC) and is defined as follows. Let n;, € Ni be the
node corresponding to the instance 1 of the object o; in the IoT Z;. The Hard Cross
Betweenness Centrality HCBC(n;, ) is defined as:

o (n:,)
HCBC(n;,) = Z _Msullty VK]

15, €Ny, 1y, ENy k1 kv, uzv Tng, ne,

In few words, analogously to SCBC(n;,), HCBC(n;,) computes the centrality of
a node by selecting only the shortest paths between nodes belonging to different
networks. Furthermore, differently from the definition of SCBC, the node nj, is con-
strained to belong to a network different from the ones of the source and the desti-
nation nodes of the path.

HCBC can be considered as an evolution of BC along the same direction as SCBC.
The only difference between SCBC and HCBC is that the latter is capable of detecting
central c-nodes and i-nodes linking at least three 10T.

IBC, SCBC and HCBC are capable of overcoming the limits characterizing the
classic BC in a MIoT. We remark again that IBC is different from the classical BC
because it considers that the corresponding IoT is not isolated but inside the MIoT.
Given the complexity of a MIoT, such a specific study can be really useful for several
applications.

By contrast, if we want to know the most central nodes in a MIoT, the most suit-
able choices are SCBC and HCBC. SCBC is capable of highlighting the most suitable
nodes which allow the cooperation of nodes belonging to different IoT. The term

“Soft” characterizing SCBC is due to the soft restrictions of its constraints.
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HCBC, instead, is much more restrictive than SCBC. As a consequence, it detects
few nodes presenting very high values of betweenness centrality. In fact, they ensure
a high cooperation level in the MIoT because they are linked to a higher number of
IoT than the other nodes.

The choice between SCBC and HCBC depends on the application context. For
instance, if we consider information diffusion, SCBC is well suited for fast informa-
tion diffusion. HCBC, instead, is a better choice for spreading information among
many IoT, even though the diffusion process will be slower than the one guaranteed

by SCBC, because of the reduced number of nodes with a high HCBC.

5.2.4 Results
5.2.4.1 Testbed

We derived our testbed from Thingful®, a search engine for the Internet of Things
supporting the search of data regarding a huge number of existing things, dis-
tributed all over the world. Thingful also provides some suitable APIs, which can
be used for querying it through a software program and which we exploited for the
construction of our testbed. In order to obtain our testbed, we needed to perform
several tasks. They are described in detail in [82]. Here, we limit ourselves to illus-
trate the characteristics of our testbed thus allowing the reader to understand the
presented experiments.

Our MIoT consists of 11 IoT, reported in the first column of Table 5.15. We asso-
ciated an object with each thing. Since we had 250 things, we obtained 250 objects.
200 of these objects had associated only one instance; 35 of them had associated
two instances; finally, 15 of them had associated three instances. As a consequence,
we had 315 instances in our testbed, distributed among the 11 IoT of our MIoT, as
shown in Table 5.15.

A (necessarily complex) visualization of our testbed is presented in Figure 5.4.
The interested reader can find the corresponding dataset (in .csv format) at the
address www.barbiana20.unirc.it/miot/datasets/miot2. The password to type

is “za.12&;1q74:#”.

5.2.4.2 Evaluating the MIoT-oriented betweenness centrality

In this section, we describe the tests that we carried out to evaluate the significance
of our new betweenness centrality measures in a MIoT and to compare them with
the classical betweenness centrality. In our test activity, we adopted the testbed il-
lustrated in the previous section.

6 Thingful: a Search Engine for the Internet of Things - https://thingful.net
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H IoT Number of instances H
a.home 22
a.health 22
a.energy 22

a.transport 22
a.environment 22
b.near 14
b.mid 38
b.far 53
c.plain 44
c.hill 50
c.mountain 6

Table 5.15: Number of instances present in each IoT of our MIoT

—— a_energy
a_environment

—— a_health

—— a_home
a_transport
b_near

—— b_mid

— b_far
c_plain

—— c_hill

—— c_mountain

Fig. 5.4: A graphical representation of our MIoT

We started our experiments considering the top-12 central nodes returned by BC
and verifying the rank of the same nodes when the other centrality measures are
applied’. Obtained results are reported in Table 5.16.

From the analysis of this table we can clearly observe that BC and IBC return
completely different results. In fact, 11 of the top-12 central nodes returned by BC
have a rank higher than 200 in IBC. Instead, a good correspondence can be observed
between the ranks of BC and SCBC, denoting that BC shows a good capability of
finding the most “soft” central nodes in a MIoT. By contrast, there is a very loose

correspondence between BC and HCBC. This denotes that BC is incapable of finding

7 Recall that our MIoT consists of 315 nodes.
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HNodes‘BC mnkHIBC mnk‘SCBC mnk‘HCBC nmkH

76b 1 208 1 1
76¢ 2 207 2 2
99b 3 202 3 48
99c 4 201 4 47
54b 5 2 158 98
12b 6 293 5 3
76a 7 209 6 4
41la 8 232 7 116
244c 9 245 8 143
244b 10 246 9 144
149¢ 11 288 10 258
12a 12 294 11 5

Table 5.16: IBC, SCBC and HCBC ranking of the top-12 central nodes returned by
BC

the most central hard c-nodes. In conclusion, it seems that the BC’s incapability of
distinguishing between c-nodes and i-nodes and between c-edges and i-edges leads
it to show a behavior (someway similar to the one of SCBC) intermediate between
IBC and HCBC.

Then, we repeated the same evaluation for the top-12 central nodes returned by
IBC. Obtained results are reported in Table 5.17. From the analysis of this table we
can observe that the ranks returned by IBC and those returned by SCBC and HCBC
are totally different. Actually, this was an expected result. However, it is interesting
to observe that there is a weak correspondence between IBC and BC, because the
top-12 central nodes returned by IBC have a rank between 5 and 95 in BC.

After this, we analyzed the top-12 central nodes returned by SCBC. Obtained re-
sults are reported in Table 5.18. Again, we observe a certain correspondence between
SCBC and BC, a totally different behavior characterizing SCBC and IBC and a weak
correspondence between SCBC and HCBC.

All the previous conclusions are confirmed by the analysis of the top-12 central
nodes returned by HCBC, reported in Table 5.19. Observe, also, in this table the
substantial difference between HCBC and SCBC, due to the restriction characteriz-
ing the definition of the former.

To further verify our previous conclusions and to quantify them, we decided to
apply the Kendall Tau rank distance metric [375]. This is a metric aiming at mea-

suring the differences between two different rankings by counting the number of
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HNodes‘IBC mnkHBC mnk‘SCBC mnk‘HCBC mnkH

177¢ 1 37 248 224
54b 2 5 158 98
57b 3 55 156 94
33c 4 72 173 127
21c 5 74 208 172
211a 6 29 216 182
133c 7 76 289 277
9la 8 63 124 56
212¢ 9 65 215 181
156b 10 82 267 249
144c 11 94 277 265
142c 12 95 279 267

Table 5.17: BC, SCBC and HCBC ranking of the top-12 central nodes returned by
IBC

HNodes‘SCBC rankHBC mnk‘IBC rank‘HCBC rankH

76b 1 1 208 1
76¢ 2 2 207 2
99b 3 3 202 48
99c 4 4 201 47
12b 5 6 293 3
76a 6 7 209 4
4la 7 8 232 116
244c 8 9 245 143
244b 9 10 246 144
149c¢ 10 11 288 258
12a 11 12 294 5
40c 12 13 233 117

Table 5.18: BC, IBC and HCBC ranking of the top-12 central nodes returned by SCBC

pairwise disagreements between them. More formally, it determines the number of
swaps necessary to make the two ranks equal. The higher its value, the higher the
distance between the two ranks.

We computed the Kendall Tau rank distance metric for all the possible pairs of
ranks determined by considering the four metrics mentioned above. Obtained re-

sults are reported in Table 5.20. From the analysis of this table we can see that all
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HNodes‘HCBC mnkHBC rank‘IBC nmk‘SCBC nmkH

76b 1 1 208 1
76¢ 2 2 207 2
12b 3 6 293 5
76a 4 7 209 6
12a 5 12 294 11
191c 6 14 269 13
2c 7 20 237 19
191a 8 22 271 21
2a 9 26 239 25
12¢ 10 35 292 33
2b 11 38 238 35
184a 12 42 276 39

Table 5.19: BC, IBC and SCBC ranking of the top-12 central nodes returned by HCBC

[ o | o |xao)
BC | IBC | 18204
BC |SCBC| 8489
BC |HCBC| 24997
IBC [SCBC| 27907
IBC |HCBC| 30195
SCBC|HCBC| 14816

Table 5.20: Values of Kendall Tau rank distance for all the possible pairs of Between-

ness Centralities

of our previous conjectures about the metric characteristics and similarities are con-
firmed. In fact, we can see that IBC and HCBC are completely different. The same
happens for IBC and SCBC. Quite a high difference can be observed for BC and
HCBC. A certain (not very high) difference can be observed for BC and IBC and for
SCBC and HCBC. Finally, BC and SCBC present the highest similarity.
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5.3 Communication Scope in a MIoT

5.3.1 Introduction

When we throw a stone in a pond, we can see that the water moves, and small waves
are created. These waves are higher in the proximity of the stone and, as we move
away from it, they become smaller and smaller until they disappear. Generally, the
heavier the stone, the higher the initial waves and the farther they arrive. This image,
in our opinion, describes better than anything else what is meant by “scope”. In the
Concise Oxford Dictionary &, scope is defined as “the extent of the area or subject matter
that something deals with or to which it is relevant”.

We can surely find several analogies between scope and some other concepts used
in sociology; think, for instance, of centrality, reliability, power, reputation, influ-
ence, trust, diffusion, etc. [650, 508]. Actually, scope goes beyond these concepts and
simultaneously embraces them and is influenced by all of them.

Scope has been investigated by social network researchers in the past [413, 374,
448, 449, 479, 569, 678]. In the meantime, social networks have become more
and more complex, and social networking has evolved into social internetworking
[517, 134]. In this new context, some social networks interact with each other thanks
to some users, called bridges, each joining at least two social networks. Bridges play
a key role in social internetworking because they allow users of different social net-
works to interact with each other.

Along with social internetworking, another key phenomenon we are experienc-
ing in the last few years is the presence of increasingly smart and social objects [273].
This is deeply influencing the Internet of Things (hereafter, IoT) scenario [711]. As
a consequence of this fact, an increasingly high number of authors have begun to
investigate the behavior of smart objects and to analyze their profiles and social in-
teraction [213]. As a matter of fact, several architectures performing these tasks have
been recently proposed in literature; think, for instance, of the most recent ones, i.e.,
Social Internet of Things (hereafter, SIoT [70]), Multiple IoT Environment (MIE [81])
and Multiple Internets of Things (hereafter, MIoT [82, 434, 650]). MIoT is the most
recent of them and, for this reason, considers the most recent results obtained by
researchers on IoT. A MIoT can be modeled as a set of IoT, which interact with each
other through those objects, called “cross-objects” (analogous to bridges in social in-
ternetworking scenarios), which belong to more IoT. From this definition it is clear
that the MIoT paradigm is an attempt to extend the social internetworking ideas to

IoT.

8 Concise Oxford Dictionary - https: //en.oxforddictionaries.com
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In spite of the high number of researches on IoT performed in the latest years, to
the best of our knowledge no investigation on the scope of an object in a MIoT, or
at least in an IoT, has been yet proposed. Actually, some aspects presenting several
relationships with scope have been analyzed in IoT or, in some cases, in the SIoT
context (think, for instance, of [510, 580, 63, 726, 126]). However, none of them is as
general as the investigation of the scope in a MIoT could be.

In this chapter, we contribute to fill this gap by introducing and analyzing the
concept of scope of a smart object in a MIoT. Specifically, we present two formaliza-
tions of this concept. The former is called Naive; it is simple (because it considers
only trust), but it does not take into account all the factors that could play a key role
in this context. The latter is called Refined; it is quite complex, but it takes all the
possible involved factors into account; in fact, it considers trust, proactivity, stimu-
lation capability and security level.

After having introduced both these formalizations, we analyze them through
a set of experiments devoted to understanding the pros and the cons of each of
them. Furthermore, these experiments are conceived to highlight the relationships
between centrality measures and scope, as well as the possible connection between
this last parameter and network density. Moreover, we experimentally compare our
definition of scope with two related concepts (i.e., diffusion degree and influence
degree) proposed in past literature on IoT. This analysis reveals that scope provides
a balanced assessment of the “power” of a smart object over its neighbors. Indeed,
its assessment is intermediate between the one returned by diffusion degree (which
is overly optimistic) and the one provided by influence degree (which is overly pes-
simistic). We also examine related literature to evidence the analogies and the dif-
ferences between the previous proposals and the one illustrated here. Finally, we
present two case studies (i.e., a smart city and a shopping center) where scope can
play an important role.

The outline of this chapter is as follows: in Section 5.3.2, we present an overview
of related literature. In Section 5.3.3, we describe the novelties introduced to the
MIoT paradigm in order to model our scenario, illustrate the concept of scope and
present two formalizations of it. In Section 5.3.4, we report our testbed and the set
of experiments performed on it. Finally, in Section 5.3.5, we describe two typical use

cases benefiting from this definition of scope.

5.3.2 Related Work

In this section, we provide a comparison between our approach and related liter-
ature. Before starting this discussion, a preliminary consideration about the MIoT

model is in order, because it is the substrate which our definition of scope relies
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on. Indeed, the MIoT model adopts an abstract perspective of 10T, different from a
technical one. It does not aim at handling technological heterogeneities and other
challenging technological issues. Instead, it aims at providing a high-level repre-
sentation of interconnected IoT, which, thanks to the adoption of metadata, is inde-
pendent from the underlying technology. The definition of a semantics-based rep-
resentation of IoT is currently considered one of the main challenging issues in this
research field [70]. Some preliminary attempts in this direction have been recently
proposed in literature. One of the most known of these attempts is SIoT [70]. How-
ever, this model is still strictly related to technological issues because the forms of
relationships between objects proposed by the authors, namely (i) parental object re-
lationship; (ii) co-location object relationship; (iii) co-work object relationship; (iv)
ownership object relationship; (v) social object relationship, are only partially se-
mantic. Actually, the MIoT model captures different aspects w.r.t. SIoT. Indeed, it
focuses on data-driven and semantics-based aspects and not on technological ones;
as a matter of fact, it considers the contents exchanged by smart objects [277] during
their transactions.

After this premise, we can start to overview related literature. In order to perform
this activity better and to define some guidelines for comparing other approaches
with ours, in Table 5.21 we provide an overview of the most important features that
should characterize approaches conceived to evaluate scope or other related param-
eters in an IoT scenario. In particular, we consider the following features: (i) capabil-
ity of handling a trade-off between quality of results and running time; (ii) capability
of handling labeled networks; (iii) capability of handling multiple IoT or multiple
complex networks; (iv) usage of content and relationship data within the approach;
(v) usage of structural properties; (vi) usage of physical information concerning IoT,
and (vii) application in recommendation services.

The classical IoT architectures share some similarities with the classical social
networks, whereas social IoT paradigms (such as SIoT [70], MIE [81], and MIoT [82])
share some similarities with Social Internetworking Systems [134, 514]. Actually, to
the best of our knowledge, no investigation about the scope in a multiple IoT sce-
nario has been proposed in past literature, whereas very few approaches investigate
concepts similar to the impact of smart objects in IoT. Furthermore, when this last
investigation is performed, it is limited to a single IoT and no extension to multi-
ple IoT is performed. As there is no past approach that simultaneously examines
all the issues reported here, in the following, we will focus on single aspects of the
overall analysis, such as the kind of interaction, the network complexity, the kind of

exchanged information, and so forth.
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Management|Management ManagementData- |Usage |Usage |Applicability|
of a trade-off|of labeled|of multiple|driven |of of in  recom-
between networks  |IoT and/or|ap- struc- |phys- |mendation
quality  of networks |proach |tural |ical services
results and prop- |infor-
execution erties |mation
time con-
cern-
ing IoT
Our ap-|v v v v v - -
proach
[510] X - - v - v -
[63] -* - - v v v -
[726] - v - v - v -
[499] - - - v - - -
[406] - - - v - - -
[699] - v v v v - v
[343] v v - - v - v
[457] - - - - v - -
[672] v - - - v - -
[269] -* - - v - - v

Table 5.21: A taxonomy of approaches evaluating scope or related parameters in IoT.
The symbol * denotes that the corresponding feature is not directly present, but may

be re-constructed indirectly

In the context of social networks, many investigations focusing on the centrality
of a node have been performed. The interested reader can see [217] for a survey on
this topic. In [453], the authors investigate the evolution of the centrality of nodes
in complex dynamic networks, where nodes and links may appear and disappear
over time and may move over the network. In [715], the authors propose an analysis
of customer engagement in complex social networks. It evidences that many impor-
tant dimensions used to study customer engagement are similar to the ones that we
consider for scope computation. In [628], the authors exploit the posts of users to an-
alyze the information flow in a network. In [727], the authors propose an approach
that generates a bipartite graph between users and contents; then, they employ it to
measure the influence of users in the corresponding social network. In particular,
this influence is computed by leveraging random walks on this graph, along with a

related Markov chain model.
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In [553], the authors define a new model where the influence of a user is based
on her attractiveness, that is the number of other new users with whom she estab-
lished relations over time. Another interesting concept introduced in the analysis of
content sharing is the one of “information cascade”. This term is used to denote the
investigation of how diffusion protocols can affect the way information is diffused
within a network. Understanding how information is disseminated among users can
support the detection of the most influential ones in a network. This issue has been
recently addressed in [190] in the context of complex networks. Information cascade
shares some aspects with our concept of scope. However, there is an important dif-
ference between these two concepts in that the former aims at modeling the whole
information flow in a network, whereas the latter focuses on the evaluation of the
impact degree on the subnetwork of the MIoT coinciding with the ego network cen-
tered on the node whose scope we want to analyze.

Information diffusion and propagation have been also analyzed in IoT contexts
at different levels [510, 580, 63, 726, 126, 686]. For instance, in [510], the authors
investigate information diffusion in narrowband IoT with the goal of optimizing
information flow at network level. In [63], the authors investigate the adoption of
context-aware information diffusion to alert messages in 5G mobile social networks.
Both [510] and [63] exploit IoT physical information, which is a feature not con-
sidered by our approach. However, several aspects covered by our proposal are not
considered in these two approaches. For example, they do not consider the context
of multiple IoT and handle a trade-off between quality of results and running time
only partially. Finally, [510] does not exploit structural properties of networks.

An interesting approach to content dissemination in the Internet of Vehicles (IoV)
is described in [726]. Here, the authors investigate how to combine the information
coming from the physical layer with the one regarding the social layer to perform a
rapid content dissemination in IoV networks. The approach of [726] exploits physi-
cal information, which is not considered by our approach. On the other side, differ-
ently from our approach, it does not address the multiple IoT context. Furthermore,
it does not provide the possibility to tune a trade-off between quality of results and
running time, which is a feature provided by our approach.

Significant research efforts have been devoted to studying the interaction be-
tween objects in complex IoT [499]. As an example, in [406], the authors present
an IoT application in the context of smart cities, a scenario in which an IoT system
can reach large scale dimensions. [406] also introduces the concept of IoT hub. The
features of these two approaches are only marginally overlapping with our own. In

fact, analogously to our approach, they are data driven. However, they do not con-
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sider the structural properties of networks, do not handle a multiple IoT scenario,
and do not manage a trade-off between quality of results and running time.

Another line of research on IoT regards the design of approaches to recommender
systems and services in IoT contexts; an overview of these approaches is presented
in [260]. As for this research line, in [269], the authors propose a multi-agent recom-
mender system for IoT aiming at producing a set of significant suggestions for a user
with specific characteristics. Here, smart objects are represented through bit vectors,
called thing descriptors, managed by cyber-agents. Smart objects can be linked to-
gether and, then, can be managed by neighbor cyber-agents. The approach of [269] is
more oriented to analyze recommendation processes than to investigate information
diffusion, which our approach is centered on. Differently from our approach, the ap-
proach of [269] does not exploit structural properties, and does not handle multiple
IoT. Finally, it manages a sort of trade-off, but this last regards the traffic load gener-
ated and the number of hops performed and, therefore, is completely different from
the trade-off considered by our approach.

In [699], the authors propose an approach that integrates the concept of social
network of users and IoT. It merges information coming from social networks of
users and correlation networks of things by learning shared latent factors. To per-
form this task, it exploits a technique for probabilistic matrix factorization. The ap-
proach [699] addresses smart object recommendation in IoT, a feature not directly
provided by our approach. On the other side, the concept of scope could be adopted
in [699] as a further factor to determine relationships across heterogeneous smart
objects in IoT. As a consequence, the two approaches can be considered orthogonal,
even if they share several common features. In fact, both of them are able to deal
with several IoT and labeled networks, and both of them exploit contents and re-
lationships to address their tasks. Differently from our approach, the approach of
[699] does not allow the management of the trade-off between quality of results and
running time.

Beside the approaches regarding social networks or IoT, several related studies
can be found when other forms of complex heterogeneous networks are considered.
For instance, Heterogeneous Information Network (hereafter, HIN) is a graph model
whose nodes and edges are annotated with types. A challenging issue in HINs is
the computation of the closeness between two nodes, interpreted as the relevance
of one of them for the other. In [343], the authors address this issue by introducing
the concept of meta-structure. This is a directed acyclic graph of object types with
edge types connecting in between. The approach of [343] shares several similarities
with our own. Indeed, both of them use labeled networks and structural properties,

and both of them are able to tune the quality of results and running time based
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on some parameters. Differently from the approach of [343], our own considers a
multiple IoT scenario and exploits data exchanged among objects. On the other side,
the approach of [343] differs from ours because it studies the properties of meta-
structures in the recommendation context, which is a feature we plan to address in
the future.

In [457], the authors propose an analysis for detecting influential nodes in com-
plex networks. To address this issue, they identify relevant graph substructures,
called maximal k-trusses, conceived to characterize the ability of influential nodes
better than the previously adopted measures, such as node degree, k-core index, etc.
In [672], the authors present a new measure, called efficiency centrality, for identify-
ing influential nodes. Like scope, this measure considers nodes and their neighbors.
However, it ranks spreaders in the whole network by removing nodes and consider-
ing the changes in the degrees of the other nodes of the network after removal. Both
[457] and [672] share with our approach the idea to study the influence of smart
objects in a network using its structural properties. However, differently from [457]
and [672], our approach also considers the data exchanged between smart objects
and handles labeled networks. Moreover, it is specifically designed for a multiple
IoT scenario. Finally, analogously to our approach, the one described in [672] can
handle a trade-off between quality of results and running time.

In [439], the authors propose an extensive review of the identification of vital
nodes in complex networks. The concept of vital node reflects a general property of

a node that plays a critical role in some specific dynamical processes.

5.3.3 Methods
5.3.3.1 Extending the MIoT paradigm

In this section, we extend the MIoT paradigm introduced in Chapter 4 in order to
make it capable of handling the concept of scope.

Consider a MIoT M ={Z7;,7,,---,Z,,}, where Zj is an IoT.

Let 0; be an object of M. We assume that, if 0; belongs to 7, it has an instance
1j,, representing it in Z. 1;, has associated a Security Level A; whose possible values
are: 1 = low, 2 = medium-low, 3 = medium, 4 = medium-high, 5 = high. It indicates
how much the security requirements are tight for o; in 7. Clearly, it depends on the
nature of both o; and 7, as well as on the role that o; plays in Zj.

The concept of neighborhood nbhj, of an instance 1;, in 7 is defined as:
nbhjk = out_nbh]-k U in_nbh]-k

where:
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out_nbhj, ={ng|(nj,ng, )€ A |tranSet;, | > 0}

9k
and

in_nbhj, = {ng, |(ny,n;)€Ap|tranSet,; | > 0}

9jk

In other words, nbhjk comprises those instances directly connected to Ly through
an incoming or an outgoing arc, which shared at least one transaction with it per-
formed in the past.

Given a pair of instances L of 0j and Lk of 0q in I, the MIoT stores the set

tranSet]-qk of the transactions from 1, toig, . It is defined as:

tranSetjq ={Tiq, T,

Jk, ijz""’jj

j‘ikv}

A transaction Tj, € tranSetjq is represented as follows:

qukt = <req]-qkt,startjqkt, fznzshjqkt,successjqkt, contentjqkt>

Here:

reqjq, denotes if 1 started Tj, ~as an answer to a specific request of 5, or if it

started Tj, proactively.

* startj, denotes the starting timestamp of Tj,, .

¢ [finishjy indicates the ending timestamp of Tj,, .

* successjg denotes whether T;,, was successful or not; it is set to true in the

19k
affirmative case, to false in the negative one, and to NULL if it is still in progress.

¢ contentj, indicates the set of the content topics considered by Tj,, . Specifically,

k ks

it consists of a set of w keywords:

i)

1] 2
contentj = {kw; kqukt""’kqukt

19k’

Now, we can define the set tranSetjk of the transactions activated by L in 7.

Specifically, let Herboer s by be all the instances belonging to Zj. Then:

tranSetjk: U tmnSetjqk

g=1.w,q#j
In other words, the set tranSet;, of the transactions of an instance 1, is given by
the union of the sets of the transactions from ¢, to all the other instances of Zj.
From the above characterization, it clearly emerges that the MloT paradigm
deeply differs from the so called cross-domain IoT. They both deal with an inter-
connection of, often heterogeneous, IoT; however, the MIoT adopts an abstract per-
spective, while the cross-domain IoT a technical one. Indeed, the cross-domain IoT

mainly addresses low-level concerns deriving from the technological heterogeneity
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M a MiloT

I an IoT

0]‘ an object of a MIoT

L an instance of an object 0j in Zp

Gy a graph associated with an IoT Z}

Ny the set of the nodes of G

Ay the set of the arcs of G

nbh]'k the neighborhood of an instance lj in Iy

ou Lnbhjk the instances connected to ljk through an outgoing arc
infnbh]-k the instances connected to l]'k through an incoming arc
trmlset]‘qk the set of the transactions from ljk tolgy

qukt a transaction of the set tranSetjqk

repostedjk the set of the transactions received by 1]‘k and reposted by it
ylaboratedjk the set of the transactions received by o and whose contents it elaborated for its purposes
requestEd]‘k the set of the transactions explicitly requested by qu

PDjk the proactivity degree of an instance Ijk

njqk the minimum path from an instance l]'k to an instance lqk
InD]'k the Inactivity Degree of an instance ljk

Tquk the Trust Degree oftqk in [qk

NID]‘k the Naive Impact Degree of an instance l]'k

RIDjk the Refined Impact Degree of an instance Ijk

NS Naive Scope

RS Refined Scope

Table 5.22: Main abbreviations used throughout this chapter

— typical of IoT belonging to different domains — and places the interoperability is-
sue on the spotlight [276]. The MIoT, instead, is more abstract, yet more flexible, by
providing a high-level, technology agnostic (i.e., metadata- and metamodel-based)
representation of interconnected and heterogeneous IoT which, in addition, can also

be implemented.

5.3.3.2 Scope definition

In this section, we present the definition of the scope of an instance 1, in an [oT Z
and the scope of an object 0; in a MIoT M. For this purpose, we must introduce some
preliminary concepts. They are also reported in Table 5.22.

The first of them regards the Proactivity Degree PD, of an instance 1, in an IoT
Zx. PDj, ranges in the real interval [0,1] and is set equal to the fraction of the trans-
actions received by 1; that it reposts to another instance of 7 or whose contents it
elaborates for its purposes.

To formalize this concept, we must introduce:

* the set reposted; of the transactions received by 1, and reposted by it;
¢ theset elaborated;, of the transactions received by 1, and whose contents it elab-

orated for its purposes.

PDj can be formalized as follows:

PD. - |[tranSet;, N (reposted;, U elaborated;, )|
Ik |tranSet;,|
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ik in its IoT

Ty It is an extension of the concept of out_nbh;_ presented in Section 5.3.3.1. It is

Now, we need to introduce the neighborhood of level t of an instance ¢

defined as follows:

out nbht = out_nbh]-k ift=0
- Jk

t—1 w .
{lrk|lrk €out_nbh € out_nbh].k Sy, € out_nbhjk,O <w<t} ift>0

ax” Lax

The concept of out_nbh;( will be extremely important later. In the meantime, we
introduce a new concept, namely the minimum path 7;,, from an instance ¢, to an
instance 1,5, € out_nbhj»k. Ttjg, is defined as the sequence of instances {ig,,i1,,..., 11, }
such that 1o, =1, 1y, = 14, Ly, € out_nbh, 1) for 1 <w <t.

Afterwards, we introduce the definition of the Trust Degree TDgj, of an instance
lg, in the instance 1, in Z;. It can be defined as the fraction of the transactions sent
by 1, to 14, that have been requested by i, or that i, has considered so interesting
to repost or elaborate them’. In order to formalize TDyj,, we must preliminarily
introduce the set requested, of the transactions explicitly requested by 1, . Now,

TD,j, can be expressed as:

B |[tranSet;q, N (requested, Ureposted, Uelaborated,, )|

TDQJ'k -

|tranSet;

]qkl

Starting from this definition and the concepts of out_nbh;k and 7tj,, , we can pro-
ceed with the transitive closure of TD,; . In particular, the general definition of

Tquk is as follows:

TDyj, =
|tranSet;, N(requested, Ureposted,, Uelaborated, )| .
jaxN(req ax - ¢P ak " i1, € out_nbhi
|tmnSetjqk| qk ]
t . t
w=1 T D((w-1)w), if 1g, € out_nbhjk, t> 0,70, = {top 11y 1ty )

Intuitively, the Trust Degree TDyj of 1, is given by the base formula if 1, is
directly connected to 1, ; otherwise, it is obtained by the product of the trust degrees
associated with the pairs of instances belonging to the minimum path from 1;, to 14, .

The next step regards the definition of the concept of Impact Degree of an in-
stance 1j, in Zj. Actually, we can define two forms of Impact Degree. The first one is
simple and immediate to compute; we call it Naive Impact Degree (hereafter, NID).
The second one is more accurate and precise, even if computationally more expen-
sive; we call it Refined Impact Degree (hereafter, RID).

We start by introducing the Naive Impact Degree NIDj, of 1, in Z. It is defined
as the average of the Trust Degrees that all the instances belonging to out_nbhjk have

in 1j,- It can be formalized as follows:

9 Clearly, it might happen that an unrequested transaction of tranSetjg, is not considered

interesting by 1, . In this case, 1;, neither posts nor elaborates it.
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Zlqk eout_nbhjk TDq]'k

NID; =
Jk lout_nbh;,|

After having defined the Naive Impact Degree, we can introduce the Refined

Impact Degree. Its definition is based on the following considerations:

(C1) Given an instance 1, the higher the number of transaction requests received
by the other instances of Zj, the higher its RID.

(C,) Given an instance ¢; with a

ji» the higher its capability of leading an instance :

qk
low proactivity degree to send one of its transactions to a further instance of Z,
the higher its RID.

(C3) Given an instance i;

jo» the higher its capability of receiving a transaction sent by

an instance 1, with a low proactivity degree, the higher its RID.
(C4) Given an instance 1, the higher its capability of leading an instance 1, with a

high RID to repost its transactions, the higher its RID.

Observe that Consideration Cy is very complex to handle because it implies that
the RID of an instance L depends on the RID of an instance Lgy- This means that, for
the computation of the instance RIDs, it would be necessary to solve (at least in the
most complex case) huge systems, characterized by hundreds, or even thousands, of
equations and variables. As a consequence, the computation of RID appears difficult
to handle without a heuristic. Taking this consideration into account, we have de-
fined a heuristic for the computation of RID. In particular, we consider the NID of
Lgpr instead of the RID of this instance, in the computation of the RID of Ljp -
Taking Considerations (Cy) - (C4) into account, RID;, can be defined as:

RID. — a-RID1; +B-RID2; +y-RID3j +0-RID4;
Tk a+p+y+o
In other words, RIDj, is obtained as a weighted mean of four components, each

formalizing one of the considerations presented above.

RID1;, is associated with Consideration C;. It is defined as follows:

[reqTranSet; |

maxCardReqTranSety,

RIDljk =
Here:

* reqTranSet; is the set of the transactions from 1, to any instance of 7 originated

after a specific request:

reqTranSet;, = U reqTranSetj,,

L eoutfnbhqk

In the previous formula, reqTranSet;,, is the set of the transactions from 1, to 1,

originated after a specific request of 1,
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reqTranSetjq ={Tj, |Tj,, € tranSetj, req;, = true}

k¢
o maxCardReqTranSet = max,jkezklrequnSet]-kL

RID2;, is related to C;. It is defined as follows:

Z InDg, ) ItmnSetjqurepostequl
lqy €out_nbh;, InDJ"™ [tranSetjq |
RID2j, =

lout_nbh; |

Here:

. Iank is the Inactivity Degree of lgy and is defined as Iank =1- PDqk;

s InD"™ is the maximum Inactivity Degree of an instance of Z;.
RID3;, is associated with Cs. It can be defined as follows:

InDy, |tmnSet,jk\

Ztrkein_nbhjk InD]™ ’ |tmnSetrk|

RID3; = -
Tk lin_nbhj|

Finally, RID4;, is related to C4. Taking into account the aforementioned reason-
ing about the need to simplify its computation by substituting RID;, with NID;,, it

can be defined as follows:

Z NIDg, |tmnSetjqurepostequ|
RID4, = —aEou=bhi, NTDI™ lrranSetjq,|
Tk lowt_nbhj,|

Here, NI D}:‘”‘ is the maximum Naive Impact Degree of an instance of Zj.

Having defined the Naive and the Refined Impact Degree, we have almost all
parameters necessary to define the Naive and the Refined Scope. Indeed, we need to
define only a last one. It is the Security Requirement Degree SRD,j, and takes the level

of the security tightness of 1;, and 1, into account. In particular, it is defined as:

SRD.. = minf1, 2
aj = min|{L 3 -
k

The rationale underlying this formula is as follows: as we will see later, SRD,,

contributes, along with TDgj , to weight the Impact Degree that 1; has on 1, . If

ajk’
Aj, < Ay, then the Security Level of 1, is tighter than the one of 1 ; this condition
represents an obstacle to the propagation of the contents of 1, towards 14, . Vice versa,
if A; > A, then the Security Level of 1; is higher than or equal to the one of 1,,. This
implies that, from the security viewpoint, there is no obstacle for the propagation of
the contents of 1;, towards i, .

Observe that, if an instance Ly has a high Security Level /\jk (for instance, /\jk =5),

then SRD,;, is high; as a consequence, 1, can propagate all its contents towards

k

the other instances. This because having a high Security Level means being highly

secure or, in other words, having highly verified contents. This represents a pass for
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the other instances that trust to receive content sent by 1;,. Therefore, in this sense,
having a high Security Level makes it easy having a high scope.

We are now able to define the Naive Scope NS;k (resp., the Refined Scope RS]?k) of
level t of an instance 1, in Z;. It is obtained as the weighted sum of the Naive Impact
Degrees (resp., Refined Impact Degrees) of the instances belonging to out_nbh;fk,
where the weights are the trust and the security values that these instances have in

tj,- This sum is, then, averaged by the number of instances belonging to out_nbh?k.

Formally speaking:
NSt = ZlquOut_nbh;k TDgj, - NIDy, - SRDy;,
Bk lout_nbh! |
Jk
RSt — qukeout_nbh;.k Tquk ’ RIDC]k ’ SRquk
Je

t
lout_nbh jkl

Now, we can define the Naive Scope NS; (resp., the Refined Scope RS;) of level ¢
of an object o; in the MIoT. It is obtained by averaging the Naive Scopes (resp., the

Refined Scopes) of level t of its instances in the corresponding IoT. Specifically, let

Inst]- = {L]-I, Liys**"s le} be the instances of 0 in the IoT of the MIoT. Then:
¢ Z’Jk eInstj NS;,{ ¢ Z‘fk eInst]- RS;k
NS =—— — RS!= ————
] |Inst;| ] [[nst;]
Considerations

After having provided a formalization of Naive and Refined Scope, we now present
some considerations that highlight the connection between the formalized concepts
and the general definition of scope. In this discussion, we mainly focus on Refined
Scope, because this is the most advanced definition. We observe that our formaliza-
tion of Refined Scope makes it holistic, allowing it to take a large variety of aspects
into consideration. As a matter of fact, the Refined Scope of an instance L, considers
the trust that the other instances of Z; have on it, the impact exerted by it on the
other nodes and the tightness and the severity of its security requirements. In turn,
the impact of 1 considers its capability of receiving transaction requests from the
other instances of 7 and its ability to stimulate them to deliver its contents. The
overall set of these features is well suited to model, in the multiple IoT scenario, the
concept of scope intended as “the extent of the area or subject matter that something
deals with or to which it is relevant”, as reported in the Concise Oxford Dictionary.
Even if scope may seem similar to context-awareness at a first sight, it actually
presents important differences. Indeed, context-awareness in IoT is defined as any
implicit or explicit information — current location, identity, activity, and physical

condition — about the involved service stakeholders [540, 156]. By contrast, Refined
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Scope is a data-driven and transaction-oriented concept, dealing with the contents
exchanged among nodes and not with physical aspects.

Finally, observe that Refined Scope also handles privacy aspects, even if indi-
rectly, thanks to the usage of the concepts of trust and security. As a matter of fact,
in several scenarios, it is possible to find a certain correlation between trust and pri-
vacy in that the higher the trust, the higher the availability to exchange information.
Analogously, the higher the Security Level of an instance, the higher its reliability
and the higher the interactions and information exchange stimulated by it.

At a first glance, some of the concepts, and especially some of the activities, de-
scribed above could appear far away from the IoT context. Think, for instance, of
the concept of proactivity of a smart object and of the posting and elaborating ac-
tivities. Actually, especially in the SIoT context, several models proposing concepts
and activities similar to ours have been presented in recent literature. Indeed, one of
these models is described in [316], where the authors discuss the Adaptive Interest
Forward strategy. Some of the ideas underlying this strategy are close to the Con-
siderations C; — C4 representing the bases for the definition of the RID parameter in
Section 5.3.3.2. In fact, in [316], the authors take two kinds of device into account,
namely high- and low-capability devices'®. The Adaptive Interest Forwarding strat-
egy proceeds by prioritizing forwarding tasks from the node with the highest capa-
bilities, while constrained nodes can transmit only if they do not overhear packet
transmission from their neighbors.

Even if the two policies leading smart objects to transmit are different, it is pos-
sible to observe a parallelism between them. In fact, being proactive and able to
stimulate the interest in the information sent through a transaction plays, in our
approach, the same role as having capabilities in the approach of [316].

Actually, the parallelism is even closer. Indeed, we recognize a high similarity

between:

¢ the situation in our approach where a smart object must decide whether or not
reposting (intended as forwarding to other linked smart objects) a transaction
received from another smart object, and

* the situation in the approach of [316] where an Information Centric Networking
(hereafter, ICN) node receiving an Interest must decide whether or not forward-

ing it towards the producer.

In the same way, we can recognize a high similarity between:

10 Eor the sake of clarity, we outline that the capability considered in [316] regards mainly

energy and storage.
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* the situation in our approach where a smart object decides to elaborate the con-
tent of a transaction (which could mean, for instance, selecting a part of a text or
reducing the quality or the length of a video before reposting it), and

* the situation in the approach of [316] where an ICN receiving an Interest can
decide to cache the content and send it according to an Adaptive Interest For-

warding strategy considering the status of node resources.

5.3.4 Results

In this section, we present the experiments we carried out to evaluate the perfor-

mance of our approach from several viewpoints.

5.3.4.1 Testbed

In order to perform our experiments, as real MIoT with the dimension and the va-
riety handled by our model do not exist yet, we constructed a MIoT simulator. This
tool starts from real data and returns simulated MIoT with certain characteristics
specified by the user.

The MIoT created by our simulator follow the paradigm described in Section
5.3.3.1. Our simulator is also provided with a suitable interface allowing a user to
“personalize” the MIoT to build by specifying the desired values for several param-
eters, such as the number of nodes, the maximum number of instances of an object,
and so forth.

To make “concrete” and “plausible” the simulated MIoT, we had the necessity
that our simulator was capable of returning MIoT having the characteristics speci-
fied by the user and being as close as possible to real-world scenarios. In the simula-
tor design, and in the next construction of the MIoT to use for the experiments, we
followed the ideas expressed in [73, 74], in which the authors highlight that one of
the main factors used to build links in an IoT is node proximity. In order to repro-
duce the creation of links among objects, we decided to leverage information about
real-life paths in a city. In fact, having this information at disposal, we may asso-
ciate each path with an object and link two objects if their paths have been near
enough for a sufficient time period. As for a dataset containing real-life paths in
a city, we selected the one reported in http://www.geolink.pt/ecmlpkdd201
5-challenge/dataset.ht