UNIVERSITA POLITECNICA DELLE MARCHE
Repository ISTITUZIONALE

Learning from Synthetic Point Cloud Data for Historical Buildings Semantic Segmentation

This is the peer reviewd version of the followng article:

Original

Learning from Synthetic Point Cloud Data for Historical Buildings Semantic Segmentation / Morbidoni,
Christian; Pierdicca, Roberto; Paolanti, Marina; Quattrini, Ramona; Mammoli, Raissa. - In: ACM JOURNAL
ON COMPUTING AND CULTURAL HERITAGE. - ISSN 1556-4673. - 13:4(2020). [10.1145/3409262]

Availability:
This version is available at: 11566/286127 since: 2024-03-18T18:06:227

Publisher:

Published
DOI:10.1145/3409262

Terms of use:

The terms and conditions for the reuse of this version of the manuscript are specified in the publishing policy. The use of
copyrighted works requires the consent of the rights’ holder (author or publisher). Works made available under a Creative Commons
license or a Publisher's custom-made license can be used according to the terms and conditions contained therein. See editor’s
website for further information and terms and conditions.

This item was downloaded from IRIS Universita Politecnica delle Marche (https://iris.univpm.it). When citing, please refer to the
published version.

(Article begins on next page)

10 November 2024



N/A

Learning from synthetic point cloud data for historical
buildings semantic segmentation

CHRISTIAN MORBIDONI, Universita Politecnica delle Marche (DII), ITALY
ROBERTO PIERDICCA, Universita Politecnica delle Marche (DICEA), ITALY
MARINA PAOLANTI, Universita Politecnica delle Marche (DII), ITALY
RAMONA QUATTRINI, Universita Politecnica delle Marche (DICEA), ITALY
RAISSA MAMMOLI, Universita Politecnica delle Marche (DICEA), ITALY

Historical heritage is demanding robust pipelines for obtaining HBIM (Heritage Building Information Modeling)
models that are fully interoperable and rich in their informative content. The definition of efficient Scan-to-BIM
workflows represent a very important step towards a more efficient management of the historical real estate,
as creating structured 3D models from point clouds is complex and time-consuming. In this scenario, semantic
segmentation of 3D Point Clouds is gaining more and more attention, since it might help to automatically
recognize historical architectural elements. The way paved by recent Deep Learning approaches proved
to provide reliable and affordable degrees of automation in other contexts, as road scenes understanding.
However, semantic segmentation is particularly challenging in historical and classical architecture, due to
the shapes complexity and the limited repeatability of elements across different buildings, which makes it
difficult to define common patterns within the same class of elements. Furthermore, as Deep Learning models
requires a considerably large amount of annotated data to be trained and tuned in order to properly handle
unseen scenes, the lack of (big) publicly available annotated point clouds in the historical building domain
is a huge problem, which in fact blocks the research in this direction. On the other hand, creating a critical
mass of annotated point clouds by manual annotation is very time-consuming and impractical. To tackle
this issue, in this work we explore the idea of leveraging synthetic point cloud data to train Deep Learning
models to perform semantic segmentation of point clouds obtained via Terrestrial Laser Scanning (TLS).
The aim is to provide a first assessment of the use of synthetic data to drive Deep Learning based semantic
segmentation in the context of historical buildings. To achieve this purpose, we present an improved version
of the Dynamic Graph Convolutional Neural Network (DGCNN) named RadDGCNN. The main improvement
consists on exploiting the radius distance. In our experiments, we evaluate the trained models on synthetic
dataset (publicly available) about two different historical buildings: the Ducal Palace in Urbino, Italy, and
Palazzo Ferretti in Ancona, Italy. RadDGCNN yields good results, demonstrating improved segmentation
performances on the TLS real datasets.
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1 INTRODUCTION

In the context of Cultural Heritage (CH) management and preservation, creating accurate and
rich digital representations of historical buildings is of primary importance. Several research
works investigate how to obtain accurate and reliable information of a heritage building through
reality capture and through 3D modeling for supporting restoration purposes or knowledge-based
applications. Historical heritage is demanding robust pipelines for obtaining HBIM (Heritage
Building Information Modeling) models that are fully interoperable and rich in their informative
content. The availability of efficient workflows could represent a very important step towards a
more efficient management of the historical real estate.

The Heritage documentation process usually starts from the acquisition of 3D point clouds
through Terrestrial Laser Scanning (TLS) or photogrammetric techniques that produce accurate
and precise point clouds, up to millions of points. Photogrammetry methods and TLS tools allow
to generate a great amount of geometrical and 3D coordinates of a scene. However, while point
clouds are useful to visualize a given scene, they are mainly unstructured representations and
lack of information about the single objects, such as surfaces, dimensions and semantics. For this
reason, point clouds are often used, within dedicated BIM software environments, as a starting
point to build parametric 3D representations, which incorporates semantic information and where
architectural elements are identified and properly labeled. Such a process is often referred to as
Scan-to-BIM.

Creating structured 3D models from point clouds is a manual and time-consuming process. It
requires domain experts to visually inspect the point cloud identifying different kind of architectural
elements of interest, to then model the objects, correctly position each element on the scene and
annotating it according to domain thesauri and/or ontologies. Therefore, there is a strong need
for partially automatizing the Scan-to-BIM process, developing methodologies and tools that are
able to assist domain experts, making the whole process easier and faster. An important task in
this direction is that of automatically identifying different kinds of architectural elements in the
point cloud. This task is referred to as semantic segmentation and involves the classification of
each point in the cloud as belonging to a particular kind of object (e.g. wall, roof, column, vault,
etc.). Speeding up the Scan-to-BIM process, which is currently carried out manually, is crucial, but
the automatic segmentation of 3D data is yet a bottleneck. While machine and Deep Learning
techniques proved to be successful in semantically segmenting 2D objects (i.e. pictures), 3D point
clouds are geometric structures of irregular nature, characterized by the lack of a grid, with a high
variability of density, unordered and invariant to transformation and permutation, which makes
the task more difficult. Recently, promising results have been achieved by the application of Deep
Learning techniques specifically designed to handle point clouds [27] [28], [36]. Such approaches
was applied to segmentation of indoor scenes [3], i.e offices, and evaluated on standard benchmarks,
as the Stanford 2D-3D-Semantics Dataset(http://buildingparser.stanford.edu/dataset.html).

However, semantic segmentation is particularly challenging in historical and classical archi-
tecture, due to the shapes complexity and the limited repeatability of elements across different
buildings, which make it difficult to define common patterns within the same class of elements [18],
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[26]. Even if the shape is repeatable, perhaps for a given architectural style, the objects are still
unique as they are handcrafted and not serialized. Another problem is that the objects are ancient
and subject to erosion and decay.

Furthermore, as Deep Learning models requires a considerably large amount of annotated data to
be trained and tuned in order to properly handle unseen scenes, the lack of (big) publicly available
annotated point clouds is a huge problem, which in fact blocks the research in this direction. On
the other hand, creating a critical mass of annotated point clouds by manual annotation is very
time-consuming and impractical.

To tackle this issue, in this work we explore the idea of leveraging synthetic point cloud data to
train state of the art Deep Learning models to perform semantic segmentation of real TLS point
clouds. To the best of our knowledge this is the first attempt in this direction. We derive synthetic
annotated point clouds from existing 3D models with the aim of obtaining a critical mass of data to
learn from, without the need of time-consuming manual annotation of huge amounts of TLS data.
While synthetic point clouds are relatively easy to obtain, they are inherently different from real
TLS data, as they have a more regular structure and typically capture a lower level of details. Thus,
the aim of the present research is to provide a first assessment of the use of synthetic data to drive
Deep Learning based semantic segmentation in the context of historical buildings.

The main contributions of this paper are as follows:

e We provide the first study in assessing the use of synthetic point cloud data in the context of
built heritage semantic segmentation, evaluating trained DGCNN models on real TLS data.

e We release a dataset composed of synthetic annotated point clouds derived from curated 3D
models of 10 different historical buildings and from 159 3D models of single architectural
elements collected from open web archives. The dataset ! is available upon request to the
authors and can be used to further advance research in this field.

e We propose a variation of the DGCNN architecture presented in [36] (see Section 2), based on
the use of radius distance, which was proven to increase performances on our test datasets.

The paper is organized as follows: Section 2 provides an overview of the previous work concerning
the recent efforts in point clouds semantic segmentation based on Deep Learning and the generation
and utilisation of synthetic data. In Section 3 we describe the data and the methods used in this
work. In Section 4 and 5 we present our experiments and their results respectively. Finally, in
Section 6 we draw conclusions.

2 RELATED WORKS

In literature, the use of synthetic dataset involves different fields of application. The first work dates
back to 1975 when Miller [20] generated appropriate test-case data to have the software quality
enhancement in the near term using a methodology that relates functional software test-cases with
its formal specifications to achieve a correspondence between the software and its specifications.
Myers et al. [22] show that the introduction of simulated dataset brings several advantages. They
developed a software for studying the human genome and a simulator (Celsim) that allows to
describe and stochastically generate a target DNA sequence with different repeated structures.
Multidimensional synthetic data generation was also applied to clustering and outlier analysis in
[24].

Synthetic thermal images are used to augment an existing dataset of visible images in the work of
Kniaz [16]. For the augmentation of the existing large dataset with synthetic thermal images, they
developed a deep convolutional neural network, named Thermalnet, inspired by the colorisation
deep neural networks. Departing from a single 2D-dimensional image, Fan et al. [9] reconstruct

http://vrai.dii.univpm.it/content/synthetic-dataset-point-cloud-semantic-segmentation
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the 3D geometry of the complete object. They use a Deep Learning algorithm to generate the 3D
point cloud representation, predicting the real 3D shape of the object.

Li et al. [17] propose an approach based on supervised learning to classify 3D real urban scenes
acquired from TLS, VLS and ALS. The training phase of the random forest network uses an
automatically generating dataset of 3D point clouds. In [32] a synthetic images dataset of urban
scene, automatically extracted from virtual urban scenes, is presented and shown to improve 2D
semantic segmentation performances when added to manually annotated benchmark dataset during
training phase. The works of [37], realistic synthetic point clouds of road scenes have derived
from a popular videogame (Grand Theft Auto) and used to augment standard a benchmark dataset
(KITTI [11]), improving performances of CNN based semantic segmentation.

In [34] virtual LiDAR (Light Detection and Ranging) sensors are used to acquire synthetic point
cloud data from street scenes, simulating a variety of point cloud acquisition instrumentation.
Experiments in semantic segmentation in the context of autonomous driving shows performances
boost with by synthetic augmentation of manually annotated data. According the authors [15]
a synthetic dataset of text generated using an engine is an optimal solution to replace real data,
providing an enormous amount of data used for training. They use the synthetic dataset to train
a convolutional neural network, then, in order to test the validity of the approach, they consider
publicly available dataset. Similar is the work of [35] that trains a convolutional neural network
using synthetically generated examples of text. The work of [13] uses a Deep Learning approach for
automatic classification of 3D point cloud data. Due to the necessity of a great amount of training
data, the authors generate SynthCity, a synthetic dataset of point clouds in a Urban/Suburban
environment using the Blensor plugin for Blender. Their aim is to demonstrate that a network
trained using synthetic data is able to well generalize.

In the context of cultural heritage synthetic dataset is not often used; however, some meaningful
works are here presented [25]. [19] shows an overview of training approaches for the recognition of
optical character recognition in the historical documents. Since the main problem is the lack of the
annotated data, they summarize different ways to prepare synthetic data. They train a convolutional
recurrent neural network classifier using synthetic dataset, and validate their approach with a
real annotated dataset. The work of [38] uses a big, synthetically rendered dataset that consists
of scenes with generated shapes and real-world to train Relight-Net, a deep convolutional neural
network. An approach that uses a synthetic dataset is that proposed by [33], where is presented a
comparison between a building information model and a point cloud of an indoor environment.
They use synthetic dataset and ISPRS reference dataset to evaluate the performance in the detection
of the differences between the two representation.

Thought it is not the purpose of this manuscript to provide a literature review of DL approaches
for semantic classification of dense point clouds, it is worth to mention some architectures proposed
recently. Interested readers can find a broader discussion of the topic in [12]. State-of-the-art deep
neural networks are specifically designed to deal with the irregularity of point clouds, directly
managing raw point cloud data, rather than passing to an intermediate regular representation.
Among the others, PointNet [27] was the pioneer of this approach. This network obtains permutation
invariance of points by independently operating on each point, and subsequently by the application
of a symmetric function to accumulate features. Extensions of PointNet [28] analyse neighbourhoods
of points, rather than acting on each separately. These permit the exploitation of local features, thus
improving upon the performance of the basic model. These methods consider points at local-scale
to preserve permutation invariance. PCNN (Point Convolutional Neural Network) [4] is a DL
framework for applying CNN to point clouds. The point cloud convolution is defined by a pull-back
of the Euclidean volumetric convolution via an extension-restriction mechanism. This consists of
two operators, extension and restriction, that map point cloud functions to volumetric functions.
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PCNN generalises image CNNs and allows adaptation of their architectures to point cloud settings.
DGCNN [36], Dynamic Graph Convolutional Neural Networks, introduce the EdgeConv operation.
EdgeConv is a module that creates edge features that describe the relationships between a point
and its neighbours, rather than generating point features directly from their embeddings. This
module is designed to be invariant to the ordering of neighbours, and it is permutation invariant.
DGCNN has been shown to provide state of the art results in indoor scene segmentation. In our
experiments we base on DGCNN and we evaluate the trained models on two TLS point clouds
acquired from two different historical buildings: the Ducal Palace in Urbino, Italy, and Palazzo
Ferretti in Ancona, Italy.

3 MATERIALS AND METHODS

The methodology developed to perform our experiments is based on few steps, here following
detailed and summarized in Figure 1: after the dataset collection and organization step, the synthetic
training dataset is created, starting from architectural objects. Afterwards, pre-processing actions
are performed, as to provide the RadDGCNN with data suitable for the subsequent segmentation
and validation phases. In the following subsections, these steps are detailed.

SEMANTIC
TRAINING DATASET PROCESSING SEGMENTATION
7
| sampling 1
PSR PREDICTED SCENE
| 2x2Zu2Blocks
CIVITAS DATASET .::: e A e :
data col ecrion) | Geametric Features |
! wrz !
Pt Cloud Tt
Ontology domain ]
(HEM ) ) - . )
e ! RadDGCNN |
S : - :
2 @ i :
o m‘ m |ﬁi ' i
| i

Fig. 1. The proposed semantic segmentation workflow

3.1 Classes of architectural elements

The first fundamental step for the methodology here illustrated is to identify classes of architectural
elements to be considered for the semantic segmentation task. The classes we selected for our
experiments are as follows: Column, Window/Door, Wall, Pilaster, Floor, Moulding, Vault, Other.
Classes and their Level Of Detail (LOD) were chosen taking into account three aspects: coherence
with existing thesaurus, consistency with the historical period and its language and correspondence
with the data acquired through TLS. Concerning the chosen detail, reference was made to the
ontological subdivisions proposed by robust thesauri, available online, related to art and architecture
field. For this work the main reference is the vocabulary of classical architectural elements and their
hierarchies developed by the Getty Museum - Research *. The hierarchical level of the division into
classes is set up between structural elements and decorative components. The grade of the building
breakdown allows to have a full match with this first test conducted. In fact, the expected accuracy

http://www.getty.edu/research/tools/vocabularies/aat/
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of the point cloud, in accordance with the reference literature despite used in other domains, is in
compliance with the general level of detail of architectural elements. The classes chosen, moreover,
are coherent with the main elements of the classical architectural language, massively used in
Renaissance buildings (taken as reference case studies). For some semantic classes it was necessary
to implement the available dataset with some 3D models online. The architectural classes are also
compliant with the data acquired through TLS. In relation to this survey methodology and in order
to maintain the highest uniformity to acquired data, some classes (as roof) were not taken into
account even though they are in the vocabularies and historical architectural language. As in the
case of any historical architecture of great value and complexity, despite the extensiveness of the
classes, some elements were not included in any one of these. All the architectural elements not
matching any of the selected classes were grouped into the Other class.

3.2 Synthetic Training Dataset

In this section we describe the dataset used to in our experiments to train the deep neural model.
The dataset is made of point clouds derived from existing 3D models and is composed by two parts.
The first includes points clouds extracted from 3D models of real historical buildings. In section
3.2.1 we provide details about about the Scan-to-BIM modeling process carried out by experts as
part of their research activity. The second part includes point clouds derived from a collection of
3D objects of single architectural elements, harvested from open online repositories, detailed in
section 3.2.2.

In both cases, we used the open source software CloudCompare 3 to convert the 3D models, in
OBJ format, to point clouds, by randomly sampling points from surfaces with a density of 1000
points per m?. The same sub-sampling was applied to TLS point clouds used to test the neural
networks.

3.2.1 3D models from traditional Scan-to-BIM workflows. The main challenge in the HBIM field
is to incorporate the huge knowledge about historical architecture available from various domains
in reliable and accurate models, exploiting existing platforms and their potentials in semantic
intelligence, parametric information and glossary feeding. The approach proposed in this article
builds on previous semantic structuring and standardization of a significant set of buildings, thanks
to the robust know-how of the research group in digitization of historical architecture and its
representation [30].

An effective BIM-based approach for the documentation of architectural heritage [2] was applied
in last years for the development of different case studies [29], clearly demonstrating a substantial
coherence between the classical way of building [5] and the possibility of representing it in
semantic models [7] [31]. An interesting methodological approach shows a semantic description of
architectural elements based on theoretical reflections and research experiences . A common and
validated concept is to extract knowledge of classical architecture from treatises as well as from
accurate survey and, then, to develop parametric modeling at different object level [6]. Variants
grow out from the parametric models by editing or regrouping parameters based on grammars or
the awareness of operators.

The first approach to the HBIM in the Ducal Palace was a basic and already assessed modelling
phase, based on Revit editing tools such as loadable or local families. However, the parameterization
and adoption of robust taxonomies were intended as fundamental features for informed models.
In order to develop an in-deep analysis and to develop all parts in a rigorous way, a first nucleus
of the Courtyard of Honor has been modeled. The rhythmic scanning and the modularity of the
space designed by Luciano Laurana includes all elements able to synthesize the whole Palace. The

Shttps://www.danielgm.net/cc/

ACM J. Comput. Cult. Herit., Vol. N/A, No. N/A, Article N/A. Publication date: October N/A.



Learning from Synthetic Point Cloud N/A:7

outlines of the architectural elements were created starting from the integration of the survey data
with the classical literature and with more recent references, obtaining also a reference in order to
approach the issue of different levels of detail (LOD). Regarding the vertical structures, the main
element is a Corinthian order with sudvision that currently was not considered in the following
clustering. While all openings were semantically distributed in "window" and "frames". Regarding
the loadable families "column”, "window" and "pilasters", the objects have been modelled setting
geometric constraints able to develop a parameterization. The corners of the Courtyard needed
"ad hoc" local families, according to the innovative design of a “corner solution” well know in
historiography and literature. Another important step in modelling, inoculating rich feature in the
present framework, is the definition of LOD, allowing different levels of representation of reality
as well as to extract point clouds shaped according to correct details. The 3D model obtained is
informed, annotated and detailed.

In the case of Palazzo Ferretti, the procedure had foreseen to build a parametric model of the
building in a Revit environment integrating several sources: Terrestrial Laser Scanner (TLS) survey
served, two-dimensional surveys and photogrammetric survey for detailed information, as well as
a continuous comparison with treatises rules. The main work regards the moldings of main facades
with the realization of loadable families (*.rfa) incorporating semantics and geometric constraints
in coherence with the practice of classical architecture [21]. The most significant results since now
for Palazzo Ferretti concern the realization of parametric libraries for the external and internal
building moldings, now those molding can feed our synthetic data set.

Considering the need to enlarge the semantically structured dataset, a new use of models coming
from the Palladio Library* was performed. The idea was mainly derived from the concept of the
Palladio Library, a geo-database [1], [10] constituting a sort of ante litteram HBIM. The group
of models developed for the Palladio Library included 13 models, in particular two bridges and
various villas and/or barchessa. For the present work, only the villas were considered because they
presented classes consistent with those of the point clouds that were to be segmented. A main
feature of those models, in the light of the present work, was the ‘shape-grammar’ adopted in
the 3D models construction using a pre-established set of tree-shaped formal rules that indicate a
clear purpose and evident structure. This organization was extended, in our cases, over several
hierarchical levels, allowing now to find out matching with previous clustering. In fact, the models
from Palladio Library were stored in 3DM file format incorporating a taxonomy thanks to layer
naming, allowing an export in OB]J format and the following creation of synthetic semantically
structured point cloud. From all above mentioned models, engineered by domain experts, it has
been possible to obtain the core of the synthetic dataset that is robust enough to instantiate the
subsequent workflow. In Figure 2 four samples of 3D models of existing historical buildings included
in the dataset are illustrated. For each one of them we show the original form and the generated
annotated point cloud.

3.2.2 3D Objects from online archives. While some classes, e.g. wall and floor, are extensively
present in the 3D models described above, the some does not hold for other classes of architectural
elements. For example not all the buildings have columns or vaults, and, when these elements
are present, they are usually very similar within the same building. On the contrary, to learn
generalizable features, we need to improve shape variability within the same class. In an attempt

4Digital documentation campaign and models construction of Andrea Palladio’s villas and bridges were part of the CISA
Andrea Palladio project "Palladio Library" funded by Arcus. Principal Investigator Marco Gaiani, scientific responsible of
the UNIVPM Unit Paolo Clini.
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Fig. 2. Examples of 3D models of historical buildings and the derived annotated point clouds.

class #3D models  #points
column 53 448297
Window/Door frame 41 1041552
moulding 31 442809
pilaster 24 558380
vault 10 3743896

Table 1. Overview of the 3D objects collected from online repositories

to address such issues, we extended our synthetic dataset with 3D models of single architectural
elements, by selecting publicly available 3D objects from a number of online repositories. °

In Table 1 we report, for each class, the number of 3D models collected, which might include
one or more architectural elements, and the total number of points obtained by transforming such
models into point clouds.

As shown in Figure 3, the types of objects were chosen as a refinement of the classes that are
lacking, prioritizing models of complexity and quality comparable to those modelled by the authors.

3.3 Survey Point Clouds

As detailed in [8, 23] the 3dimensional digitization of the Ducal Palace at Urbino is a first outcome
allowed by the Strategic Project CIVITAS. In this framework a complete survey campaign, mainly
based on TLS and photographic data capturing, was carried out. At the current stage, the whole
numerical model of the Palace consists in 1.790 mlIn of points, while the experiment deals with a
part of the point cloud related to the Courtyard of Honour ( Table 2).

Shttp://www.cgtrader.com
https://www.3dcadbrowser.com
https://www.turbosquid.com

https://free3d.com

https://archive3d.net https://3dwarehouse.sketchup.com
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Fig. 3. Examples of 3D models of single architectural elements of different classes and the corresponding
synthetic point clouds.

The first point cloud conceived as a frame is a comprehensive model for this large-complex
building: a main reference data set was provided by the Leica Backpack acquisition. For the current
work, instead, we prefer to use point cloud carried out thanks to the TLS (Leica ScanStation
C10 and a Leica ScanStation P40) mounted on a tripod. This acquisition was performed by setting
different levels of resolution according to the complexity of the rooms and their decorative elements,
optimizing scanning times. Other acquisition are currently on going with Karta and UAVs in order
to complete the numerical model.

The TLS survey operations of Palazzo Ferretti complex date back to 2014 and was carried out
with 69 stand points: 49 stations (58 scans) for the external survey of the building and 20 stations
and scans for the inner survey, involving the ground and the first floor. These scans were acquired
with a resolution of 1 cm at 100 m, some parts in which greater details were needed are took with
more dense point cloud (0,5 cm at 100 m). The final point cloud obtained by the alignment of the
clouds of all the 78 scans is made up of 1.2 billion points (see table 2). For this research a part of the
point cloud, referring to the Renaissance age part of the building was exploited in order to cover
the classes already available in the Ducal Palace of Urbino. Only a part of the whole point cloud
was then annotated ( Table 2).

Finally, in Figure 4 we show the distribution of points among the selected classes in our synthetic
training dataset and in the two annotated survey point clouds used in our experiments.

3.4 Deep neural network model

Dynamic Graph Convolutional Neural Networks (DGCNN), recently proposed in [36], was shown
to provide state of the art semantic segmentation performances on standard banchmarks, as the
S3DIS dataset [3]. In this paper we experimented with both DGCNN and a novel modified version
(RadDGCNN) introduced in this work. We then combine the two approaches to further increase
performances.

3.4.1 Architecture. The DGCNN model is based on the EdgeConv operation, introduced in
[36], which learns hidden features of a point based on its neighbour points. Despite its name, the
EdgeConv is implemented with a Multilayer Perceptron (MLP) fed with so called edge features
and by a subsequent max-pooling operation on the learned features. In our case, the edge features

ACM J. Comput. Cult. Herit., Vol. N/A, No. N/A, Article N/A. Publication date: October N/A.
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Fig. 4. Number of points per classes in the training set (synthetic set) and in the test set (from TLS survey).

Ducal Palace at Urbino
Annotated point cloud

Whole point cloud (Courtyard of Honor)
Number of points 1.224 min 17,3 mln
max alignment error 0,006 m 0,008 m
min alignment error 0,001 m 0,003 m
RMS 0,005 m 0,004 m

Palazzo Ferretti
Whole point cloud  Annotated point cloud

Number of points 1.273 mln 8,4 mln
max alignment error 0,008 m 0,005 m
min alignment error 0,003 m 0,001 m
RMS 0,007 m 0,007 m

Table 2. Number of points, max/min alignment error and RMS of the two TLS point clouds used in our
experiments.

of a point are composed by the 3-dimensional vector representing the point coordinates and the
distance vectors between the point and its neighbour points.

The EdgeConv operation is initially performed on the input point cloud and then, repeatedly,
on the output of the previous EdgeConv layer, thus learning hierarchical local hidden features
for each point. The output hidden features of all the points learned by the EndgeConv layers are
concatenated and fed to an MLP network to learn global point cloud features. Finally, the global
features and the local features are concatenated and fed to an other MLP that outputs the predicted
category for each point.

The network architecture used in our experiments is depicted in Figure 5. In this figure, N
represents the number of points for each input point cloud and P is the number of classes considered
for point-based classification, and K is the number of neighbors point considered for each point.
Three EdgeConv layers are used to learn local point features. The learned features by each EdgeConv
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Fig. 5. The architecture of the deep neural network adopted in our experiments.

Fig. 6. KNN vs. Radius

layer for each point are then concatenated and global features are learned with a three layer MLP.
We adopted the same settings, size of MLPs and number of layers, used in [36].

3.4.2  Points neighborhood. One important decision to be made in implementing a DGCNN
is how to define the neighbourhood of a point. In [36], the K-Nearest Neighbours (KNN) of a
point are considered to calculate edge features at each subsequent EdgeConv operation. However,
as suggested by recent studies [14], KNN might not be the best method when dealing with non
uniformly dense point clouds. This is indeed our case, as laser scan acquisition generally produce
non uniform point clouds. In Figure 6 we show a fragment of the TLS point cloud of the Ducal
Palace of Urbino, where two similar windows were captured with very different levels on density.
As illustrated, in the case of KNN, the spatial extension of the neighborhood considered for the two
points (marked in red) can be very different, depending on the local density of the point cloud. This
in turn, might lead to different edge features for two points that belong to the same class (window).
On the other hand, using radius distance, the neighbour points cover the same area.

Driven by this consideration, we experimented with a variation of the DGCNN architecture
(called RadDGCNN in this paper), where the radius distance is used in the first EdgeConv operation
in place of the KNN (see Figure 5). In practice, for each point, we first select all the points within
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the distance radius R from the point itself, then we randomly sample K of such points and provide
them as input to the MLP to extract the edge features. Such a sampling operation allows us to
always provide the same number of neighbours points (and thus the same number of edge features)
as input to the MLP.

4 EXPERIMENTAL SETTING

We trained the DGCNN and the RadDGCNN models on our synthetic dataset by splitting each
point cloud into blocks of equal dimensions (2 meters X 2 meters X 2 meters) each containing 4096
randomly sampled points. We did the same for the test set. The point cloud segmentation, which
is also used in previous works on scene segmentation via neural networks, is a mandatory pre-
processing step as providing the entire point clouds as input would be computationally unfeasible.
Randomly sampling points for each block allows us to obtain inputs of equal dimensions, which is
a requirement of the DGCNN architecture.

In our experiments, each point is represented by a 6-dimensional vector, where the first 3 elements
are the absolute XYZ coordinates of the point in the original point cloud, while the following 3
values represent the normalized coordinates within the block (in the [0-1] range). To allow fair
comparison, we adopted the same network hyper-parameters as in [36], with the only difference in
the size of mini-batches, that we set to 16. More specifically, initial learning rate was set to 0.001 and
learning rate decay of 0.5 was used, the momentum for batch normalization was set to 0.9 and the
we used the Adam optimization algorithm for back-propagation. Finally, a drop-out regularization
with keep probability of 0.5 was applied in the last two fully connected layers.

Ragarding the RadDGCNN approach, radius distance was calculated on the normalized coordi-
nates, R was experimentally set to 0.1. In both models the value of K was set to 20, following the
indications provided in [36]. Differently from other studies, we do not use color features (e.g. RGB
or HSV) as the synthetic dataset is derived from 3D models, where the colors do not usually match
the real color of the architectural elements.

Finally, before feeding a block into the network, we randomly rotate the points around the
up direction. In this way we augment the dataset to take into account the fact that architectural
elements can have different orientation. While additional data augmentation techniques could be
applied to possibly increase the ability of the network in learning complex shapes, a.f. adopting
approaches like the one described in [25], we leave this for future investigation.

Two experiments on two different case studies were performed in this study. In the first one we
used the TLS point cloud of the courtyard of the Ducal Palace at Urbino to evaluate the trained
models, trying to detect 8 different architectural element classes. In order to address a real world
scenario, we removed from our training set the synthetic point cloud derived from the BIM model
of the Ducal Palace of Urbino. In the second experiment, we evaluated the trained models on the
the TLS point cloud of the Palazzo Ferretti. In this case we removed from the training set the BIM
model of Palazzo Ferretti. As two of the selected architectural element classes (column and pilaster)
are not present in the building, in this case we attempt at recognizing the remaining 6 classes.

Finally, in both experiments we combined the two models implementing a simple multi-classifier
system. For each point in the test TLS clouds, we calculate the probability score assigned to each
class by the DGCNN and by the RadDGCNN, selecting the class with the higher score.

5 RESULTS AND DISCUSSION

In Table 3, we report the results of the first experiment, obtained on the test scene (Courtyard of
the Ducal Palace at Urbino) using DGCNN, RadDGCNN and the combined approach. The results of
the second experiment, evaluated on the Palazzo Ferretti, are shown in Table 4. For each class we
report precision, recall, F1-score and Intersection over Union (IoU). In both tables, the best results
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DGCNN [36] RadDGCNN Combined
classes | precision recall f1-score IoU |precision recall fl-score IoU |precision recall fl-score IoU
Column| 0.8493  0.8387 0.8440 0.7301 | 0.9807 0.8414 0.9057 0.8277| 0.8647 0.8958 0.8800 0.7857
Window/Door | 0.2530  0.4067 0.3119  0.1848 0.4950 0.5864 0.5368 0.3669 | 0.5679  0.5540 0.5609 0.3897
Wall| 0.7458  0.7057 0.7252 0.5689 | 0.7650  0.8499 0.8052 0.6739 | 0.7680 0.8590 0.8110 0.6821
Pilaster| 0.2066 0.0120 0.0226 0.0114| 0.0626  0.0006 0.0012 0.0006 | 0.0762  0.0004 0.0007  0.0004
Floor| 0.9957 0.7221 0.8371 0.7198 0.9107  0.9266 0.9186 0.8494 | 0.9305 0.9414 0.9359 0.8795
Moulding | 0.5057  0.5870 0.5433  0.3730 0.7046  0.6266 0.6633 0.4962 | 0.7173 0.6409 0.6770 0.5117
Vault| 0.7094 0.9378 0.8077 0.6775| 0.7820 0.8684 0.8229 0.6991 0.7780  0.8948 0.8323 0.7128
Other| 0.0092  0.0074 0.0082  0.0041 0.0273  0.0264 0.0268 0.0136 | 0.0377 0.0220 0.0278 0.0141

micro avg 0.6714 0.7619 0.7747
macro avg | 0.5343 05272 0.5125 0.4087 | 0.5910  0.5908 0.5851 0.4909 | 0.5925 0.6010 0.5907 0.4970
weighted avg| 0.6812  0.6714  0.6650 0.7322  0.7619  0.7436 0.7363 0.7747 0.7518

Table 3. Results of the semantic segmentation of 8 classes obtained on the TLS data from Ducal Palace at
Urbino.

DGCNN [36] RadDGCNN Combined
classes | precision recall fl-score IoU |precision recall fl-score IoU |precision recall fl-score IoU
Window/Door | 0.3443  0.4992 0.4075 0.2559 | 0.4160 0.4306 0.4232 0.2684 0.4135 0.4772 0.4431 0.2846
Wall| 0.8032 0.7591  0.7805  0.6400 0.8276  0.7826 0.8045 0.6729| 0.8408 0.8304 0.8356 0.7175
Floor| 0.9833 0.7344 0.8408 0.7254 0.9913  0.7315 0.8418 0.7268 | 0.9944 0.7326 0.8437 0.7296
Moulding | 0.6016  0.6829 0.6397 0.4702| 0.4770 0.7063 0.5694 0.3980 0.5558  0.7146 0.6253  0.4548
Vault| 0.9282 0.6348 0.7539  0.6050 0.9145  0.6215 0.7401 0.5874 0.9171  0.6587 0.7667 0.6217
Other| 0.1845 0.2807 0.2226 0.1253| 0.1273 0.1120 0.1192 0.0634 | 0.2127 0.1878 0.1995 0.1108

micro avg 0.6830 0.6834 0.7202
macro avg| 0.6408  0.5985 0.6075 0.4703 | 0.6256  0.5641 0.5830 0.4528 | 0.6557 0.6002 0.6190 0.4865
weighted avg| 0.7284  0.6830  0.6981 0.7197  0.6834 0.6919 0.7444 0.7202 0.7259

Table 4. Results of the semantic segmentation of 6 classes obtained on the TLS data from Palazzo Ferretti.

are in bold, while underline values indicate the best results between DGCNN and RadDGCNN.
Qualitative results are illustrated in Figure 7, where we focused on two fragments of the point
clouds of the two historical buildings, showing the original TLS data, the manually annotated
point cloud (used as ground truth in the evaluation) and the output of the trained RadDGCNN
model (prediction). Finally, the other class, including a huge variety of different things (e.g. stairs,
rustication and different decorative elements), are clearly difficult to automatically categorize and
are often confused with walls, mouldings or windows.

While in the first experiment, RadDGCNN sensibly outperforms the KNN based approach, in
the second experiment they provide comparable overall results. In both the experiments, the
combination of KNN and radius based networks provide the best overall results, reaching 0.77 and
0.72 of overall accuracy in the segmentation of the Ducal Palace and Palazzo Ferretti, respectively.
This suggests that the two neighbouring functions are in fact complementary and can be effectively
used together to increase performances. In both cases, floors, walls and vaults are relatively well
segmented, with F1-scores ranging from 0.77 to 0.93, and IoU ranging from 0.62 and 0.87. Columns,
which are only present in the Ducal Palace, are also precisely detected (0.88 F1-score and 0.78 IoU).
Slightly worse results are obtained for windows/doors and mouldings. This was somehow expected
as both classes present a high shape variability and thus are more difficult to segment. In fact, as
mouldings also includes those framing windows and doors, they are often confused with windows
and doors as the two element generally have a similar shape. This is visible also by inspecting the
confusion matrices, shown in Figure 8. Results also point out how pilasters are very difficult to
detect, as they are almost indistinguishable from walls (see Figure 8 a) ), if not for the presence
of the capital, which is almost always classified as moulding. Overall, we think that the obtained
results demonstrates that the use of synthetic data can effectively drive automatic segmentation of
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a) Ducal Palace at Urbino b) Palazzo Ferretti

Ground Truth Ground Truth

Predicted Predicted

Fig. 7. Visualization of the result of the automatic segmentation of Ducal Palace at Urbino (a) and Palazzo
Ferretti (b).

TLS point clouds and should be further investigated to support the Scan-to-BIM process of historical
buildings.
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a) Ducal Palace at Urbino b) Palazzo Ferretti
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Fig. 8. Confusion matrix of the semantic segmentation of TLS data from Ducal Palace at Urbino (a) and
Palazzo Ferretti (b), obtained with the combined method.

6 CONCLUSIONS AND FUTURE WORKS

The semantic segmentation of point clouds is a relevant task in CH, as it facilitates the automatic
identification of historical architectural elements, possibly speeding up the Scan-to-BIM process.
Recent improvements in Deep Learning approaches provided encouraging results in semantic
segmentation of indoor and outdoor scenes. However, in the context of historical buildings, this
task is made particularly challenging by the complexity and high variability of the objects to be
detected, and by the lack of available annotated datasets. To tackle this research challenge, in this
paper we provided the first study in assessing the use of synthetic data to train Deep Learning
models to semantically segment TLS point clouds from historical buildings, with the final aim
of helping to automate the Scan-to-BIM process, which, in the CH domain, is mainly performed
manually. Results obtained on two different case studies, using both a state of the art method
(DGCNN) and a novel modified version (RadDGCNN), provide encouraging results, reaching good
levels of accuracy. In this study we based on a relatively small synthetic training dataset, and we
believe that results could be significantly improved by increasing the amount of synthetic data.
This, in turn, potentially provides an incentive to share curated BIM models within the Digital
Cultural Heritage community. In future works we plan to put in place additional data augmentation
strategies beyond simple random rotation, e.g. using the tool presented in [25]. An other valuable
line of research will be the combination of both synthetic and real dataset, in order to enlarge the
training set. Finally, further interesting research directions include designing and evaluating more
complex edge features, e.g. by considering higher-order relationships between set of points instead
of pairwise distance.
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