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Abstract

The last years have seen a growing need of security and privacy in many aspects of
communications, together with the technological progress. Most of the implemented
security solutions are based on the notion of computational security, and must be kept
continuously updated to face new attacks and technology advancements. To meet
the more and more strict requirements, solutions based on the information-theoretic
paradigm are gaining interest to support pure cryptographic techniques, thanks to
their capacity to achieve security independently on the attacker’s computing resources,
also known as unconditional security. In this work we investigate how information-
theoretic security can be applied to practical systems in order to ensure data security
and privacy.

Information-theoretic metrics to assess the secrecy performance of realistic wire-
less communication settings under practical conditions are defined, together with a
protocol that mixes coding techniques for physical layer security and cryptographic
solutions. This scheme is able to achieve some level of semantic security at the pres-
ence of a passive attacker. At the same time, multiple scenarios are considered: secu-
rity analysis for parallel relay channels is provided, thus finding an optimal resource
allocation that maximizes the secrecy rate. Then, by exploiting a probabilistic model
checker, we define the parameters for heterogeneous distributed storage systems that
permit us to achieve perfect secrecy in practical conditions. For privacy purposes, we
propose a scheme which guarantees private information retrieval of files for caching
at the wireless edge against multiple spy nodes. We find the optimal content place-
ment that minimizes the backhaul usage, thus reducing the communication cost of the
system.
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Chapter 1

Introduction

Classical practical solutions for data security are based on the concept of computa-
tional security. The level of secrecy guaranteed by a cryptosystem is strictly dependent
on the power of the resources available to the attacker. In other words, the security
is measured with the average number of attempts required by an opponent to break
the system. This number obviously changes in time: due to the exponential growth
of computing resources, it is necessary to continuously update the algorithms and the
key sizes recommended by the security standards. Anyway, computational security
provides a strong notion of secrecy in practical systems, since the absence of any in-
formation leakage is guaranteed for a reasonably long time under the hypothesis of a
resource-constrained attacker.

Modern algorithms with suitable key lengths (e.g. AES-128 [1], RSA-2048, etc.)
are not susceptible to brute force attack, even with massive amounts of computing
power, and they would take centuries or, in some cases, even longer than the lifetime
of the universe to break. However, many other attacks exist, which are continuously
updated and improved. Moreover, with the advent of quantum computing, the time of
attack is dramatically reduced, and many of the current encryption algorithms will be
rendered essentially useless once quantum computers reach a certain scale.

On the one hand, many efforts are focused on developing new post-quantum cryp-
tographic algorithms. On the other hand, information-theoretic security is gaining a
growing interest, thanks to its ability to reach the so-called unconditional security.
This notion of security is independent on the attacker’s computing power.

This, jointly with the low algorithmic complexity of information-theoretic secu-
rity techniques, has made this area of research of great relevance for some scenarios
like that of resource-constrained wireless devices. In fact, the diffusion of the In-
ternet of Things (IoT) and a growing number of devices deployed over networks have
forced security schemes to meet new requirements, such as low latency and delay, lim-
ited storage and energy constraints. Traditional cryptographic methods, however, are
characterized by a complexity that barely fits these requirements, while information-
theoretic techniques help in reducing the burden of heavy computational calculations
and guarantee a level of security which does not depend on the attacker’s capacity.

Nevertheless, the idea of information-theoretic security is often related to ideal con-
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ditions almost impossible to achieve in practice. Users are differentiated only on the
basis of the intrinsic randomness and uniqueness of the transmission channel, with-
out the need of any shared secret, and for this reason such a paradigm is also often
referred as physical layer security [2]. Unfortunately, some of its characteristics make
it difficult to be accepted as the sole security mechanism in a practical setting. One of
such limitations is the inability to achieve perfect secrecy in practical systems, which
forces to rely on some weaker notion of secrecy implying to cope with some informa-
tion leakage in non-asymptotic regimes.

In this work we study whether unconditional security is achievable also in practical
systems, and under which bounds and conditions. We start considering a wireless
channel under realistic assumptions: the channel is affected by fading, messages are
encoded using short codes and transmitted with finite constellation signaling (we also
measured the secrecy performances of coding schemes that are already included in
standards, and implemented in commercial transceivers, such that no new code design
is required to implement the proposed protocol and existing hardware and software
can easily be reused.). As channel model we consider the wiretap channel [3], where
the attacker experiences a noisier version of the main channel. We define and compute
suitable information theoretic metrics to assess the secrecy performance while taking
into account the constraints due to the realistic wireless channel models, referring to
the notion of mutual information security and semantic security.

A promising research direction is that of using physical layer security and computa-
tional security jointly, in such a way as to overcome their limitations and exploit their
benefits to the utmost. Motivated by these observations, we propose a joint physical
layer / computational security protocol aimed at achieving a given level of computa-
tional security without the need of any secret key, either pre-shared or distilled from
the channel. The main elements on which our protocol is built are coding and all-or-
nothing transforms. In order to provide a significant estimate of the security level, we
consider the notion of semantic security, which is a well-known concept used in cryp-
tography. Moreover, such a notion of security is gaining a prominent role also within
the context of information theoretic security for the finite block length regime [4].

We then consider a model which includes a set of cooperating relays and where
each link comprises a set of parallel channels, modeling for example an orthogonal
frequency division multiplexing transmission, still taking into account the impact of
discrete constellations and finite-length coding. We propose a power and channel
allocation algorithm that maximizes the achievable secrecy rate by resorting to two
coupled Gale-Shapley algorithms for stable matching problem. We consider the sce-
narios of both full and partial channel state information at Alice. In the latter case, we
only guarantee an outage secrecy rate, i.e., the rate of a message that remains secret
with a given probability. In the case of fading channels, we provide results in terms
of average outage secrecy rate, showing that practical schemes achieve a performance
quite close to that of ideal ones.
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1.1 Outline of the thesis

Successively, we extend our analysis to distributed storage systems and caching
systems. We exploit a version of our protocol adapted to these scenarios to reach a
twofold goal: estimating the levels of information-theoretic security and defining a
practical scheme able to achieve them. Proper dimensioning of the scheme’s param-
eters, in order to optimize the security metrics, is achieved through the application
of an effective probabilistic model checking, thus removing most of the limitations
related to more conventional methods, which are not able to deal with heterogeneous
networks, where nodes are grouped in classes with different properties.

Moreover, we are also interested in evaluating privacy in the mentioned systems. In
particular, we consider private information retrieval (PIR) of content from a library of
files, i.e., the user wishes to download a file and does not want the network to learn
any information about which file she is interested in. While there are existing solu-
tions that guarantee PIR in a distributed storage system, we consider the problem of
downloading content from a cellular network where content is cached at the wireless
edge while achieving privacy. To reduce the backhaul usage, content is cached at the
wireless edge in a number of small-cell base stations (SBSs) using maximum distance
separable codes. We propose a PIR scheme for this scenario that achieves privacy
against a number of spy SBSs that (possibly) collaborate.

1.1 Outline of the thesis

The document is organized as follows.

Chapter 2

In Ch. 2 the main notions about information-theoretic security are given. These no-
tions are useful for the following chapters.

Chapter 3

In Ch. 3 we show how the level of security at the physical layer can be assessed
from the information theoretic standpoint while taking into account the constraints of
practical transmissions over realistic wireless wiretap channels. For this purpose, we
consider the notion of mutual information security. Moreover, the chapter contains
the proposal of an on–off protocol for communication over wireless wiretap channels
with security at the physical layer. The proposed method does not require either pre-
shared secret keys or public keys. It also leverages the noisy and fading nature of the
channel and exploits coding and all-or-nothing transforms to achieve the desired level
of semantic security. We show that the use of fake packets in place of skipped trans-
missions during low channel quality periods yields significant advantages in terms of
time needed to complete transmission of a secret message.

Chapter 4

Chapter 4 studies the problem of resource allocation for confidential communications
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over the Gaussian parallel relay channels. The achievable secrecy rate is derived in
an ideal case and under practical constraints, and it is used to find the optimal power
allocation for point-to-point secure transmission. Then we exploit power and rate
adaptation algorithms coupling two Gale and Shapley algorithms to allocate resources
over the parallel relay channels.

Chapter 5

Ch. 5 contains the proposal of a mixed cryptographic/information-theoretic approach
to assess security of complex scenarios with heterogeneous network topologies and
a passive attacker eavesdropping the channel between user and storage nodes. The
presented methodology helps to determine the optimal values of the design parameters
needed to achieve a given level of security and also to evaluate which level of security
can be guaranteed by a dispersed cloud storage, given a certain configuration.

Chapter 6

Chapter 6 contains the proposal of a private information retrieval scheme for caching
at the edge. The private retrieval of content from a library of files that have different
popularities is considered, and the backhaul rate for the PIR case as a function of the
content placement is derived. We prove that uniform content placement, i.e., all files
that are cached are encoded with the same code rate, is optimal.

Chapter 7

Finally, Ch. 7 concludes the thesis.

1.2 Main contributions of the thesis

In the following list the main contributions of this thesis are reported.

Chapter 3

• Suitable information-theoretic metrics to assess the secrecy performance while
taking into account the constraints due to practical coding and modulation schemes
and realistic wireless channel models are defined.

• A protocol based on coding for physical layer security and cryptographic so-
lutions able to achieve some level of semantic security without need of secret
keys is proposed.

Chapter 4

• A formulation of the secrecy rate under practical constraints is provided and
compared with the achievable rate in ideal conditions, considering both perfect
and partial channel state information under outage constraints.
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• An approximated expression for the secrecy rate under practical conditions is
proposed to optimize the link-level parallel channel power allocation generaliz-
ing the solution of the ideal transmission scenario.

• Extending the approach in [5], the secrecy rate is maximized by resorting to an
iterative algorithm based on the Gale and Shapley theory for the stable matching
problem.

Chapter 5

• A framework to design and assess heterogeneous distributed storage systems
with a prefixed level of security is proposed.

• An approach that joins information-theory and formal verification is considered
in order to achieve perfect secrecy.

• The ratio between the message original size and the total size is optimized.

Chapter 6

• A private information retrieval scheme against a number of spy small-cell base
stations possibly colluding in a wireless caching scenario is proposed.

• An expression of the backhaul rate for the PIR case as a function of the content
placement is derived.

• A minimization of a weighted sum of the backhaul rate and the communication
rate from the small-cell base stations is investigated.

5





Chapter 2

Preliminary concepts

In this chapter we outline the main concepts that will help to understand the theo-
retical background of this dissertation. We first introduce the notions which constitute
the base of information theory, with a particular consideration for the secrecy aspects,
and physical layer security. Then we present the secrecy notions of mutual informa-
tion security and semantic security. These concepts help us to give a valid estimate of
which level of secrecy can be achieved in practical communication systems, starting
from the secrecy at the physical layer in Chapter 3 and Chapter 4 to the analysis of
security (Chapter 5) and privacy (Chapter 6) obtainable in more complex networks
and systems.

2.1 Information-theoretic security

Information theory is a branch of mathematics which was originally proposed by
Claude E. Shannon in his milestone paper A mathematical theory of communication

in 1948 [6]. His work found application in many topics, including data compression,
channel coding and cryptography.

2.1.1 Channel model

In [6] Shannon defines a communication system consisting of 5 parts as shown
schematically in Fig. 2.1. These parts are

• An information source which produces a message or sequence of messages to
be communicated to the receiving terminal;

• A transmitter which operates on the message in some way to produce a signal
suitable for transmission over the channel;

• The channel, which is the medium used to transmit the signal from transmitter
to receiver;

• The receiver, that performs the inverse operation of that done by the transmitter,
reconstructing the message from the signal;
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Information 

source Transmitter

Message

Signal Received

signal

Message

Receiver Destination

Noise

source

Figure 2.1: Schematic diagram of a general communication system.

• The destination, i.e. the person (or thing) for whom the message is intended.

This channel scheme is considered as a reference model for the rest of this section.

2.1.2 Information-theoretic metrics

One of the key concepts of Shannon’s work is the definition of entropy as a mea-
sure of information, choice and uncertainty. The entropy H(X) of a discrete random
variable X with possible values {x1, · · · , xn} and probability mass function (PMF)
p(x) is defined as1

H(X) = −
∑

x

p(x) log(p(x)).

H(X) is approximately equal to how much information it is possible to learn on aver-
age from one instance of the random variable X .

It is now useful to introduce two other quantities, the joint entropy and the condi-
tional entropy. Let X and Y be two discrete random variables, with PMFs equal to,
respectively, p(x) and p(y), and joint PMF p(x, y), the joint entropy is defined as the
measure of the uncertainty associated with a set of variables. In formulas

H(X,Y ) = −
∑

x

∑

y

p(x, y) log(p(x, y)).

The conditional entropy (or equivocation) quantifies the amount of information
needed to describe the outcome of a random variable X given that the value of an-
other random variable Y is known, i.e.

H(X|Y ) = −
∑

x

∑

y

p(x, y) log(p(x|y)),

1From now on in this chapter logarithms are intended base 2.
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where p(x|y) represents the conditional probability of X given the knowledge of Y .
The conditional entropy is a measure of how much uncertainty remains about the
random variable X when we know the value of Y .

Closely related to conditional entropy is the concept of mutual information. The
mutual information between two discrete random variables X , Y jointly distributed
according to p(x, y) is given by

I(X,Y ) =
∑

x

∑

y

p(x, y) log
p(x, y)

p(x)p(y)
,

which corresponds to
I(X,Y ) = H(X)−H(X|Y ).

The mutual information represents the reduction on uncertainty ofX due to the knowl-
edge of Y .

The last definition of this section concerns channel capacity. The channel capacity
is defined as the tight upper bound on the rate at which information can be reliably
transmitted over a communication channel, corresponding to the maximum mutual
information on every possible input distribution. In formulas

C = max I(X,Y ).

2.1.3 Perfect secrecy

The strongest existing notion of information-theoretic security is known as perfect

secrecy [7]. Considering messages and codewords as random variables M and C,
respectively, a cryptosystem achieves perfect secrecy when C yields no information
about M , or, equivalently, if Shannon uncertainty of the message after observing the
codeword is equal to the a priori uncertainty of the message. In formulas

H(M |C) = H(M),

This notion of secrecy is often called unconditional security, since it does not de-
pend on the computing resources available to the attacker. Unfortunately, there exist
few practical methods satisfying the above criterion, illustrated by Shannon in the so-
called one-time pad, which include the generation of a new perfectly random key of
at least the same length of the message M for each exchange session.

This channel model, however, does not take into account the physical reality of
communication channels. Especially, it does not consider the degradation of signals
because of noise. A more realistic communication model is introduced in the next
section.
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2.2 Physical layer security

According to the paradigm of information theoretic security, when two legitimate
communicators exchange some coded data on a noisy channel, a part of such data, de-
pending on the channel conditions, is secret to the attacker, independently of her com-
putational power [8]. For this reason, information theoretic security is often denoted
as unconditional security, in that it does not rely on any limitation on Eve’s computing
resources. Moreover, users differentiation is only based on the intrinsic randomness
and uniqueness of the transmission channel, without the need of any shared secret, and
for this reason such a paradigm is also often referred to as physical layer security [2].
The channel model considered, where noise in the main channel and eavesdropper’s
channel is explicitly introduced, is known as wiretap channel.

2.2.1 The wiretap channel

The wiretap channel model was introduced by Wyner in 1975 [3]. The main actors
are the legitimate sender, called Alice, whose aim is to communicate in a secure way
with the intended receiver, called Bob, in the presence of a passive eavesdropper, Eve.
From now on in this work, we will refer to them with these names. A scheme of the
wiretap channel in depicted in Fig. 2.2.

Encoder Decoder
Bob’s

channel

Eve’s 

channel
Decoder

Bob

Eve

Alice

� �
�

�
�

�
�

��

?

Figure 2.2: The wiretap channel.

Alice wishes to send a secret messageM of k bits to Bob. First she encodesM into
a codeword Xn of length n and transmits it through the channel which, in Wyner’s
original work, is supposed to be a discrete memoryless channel (DMC). Bob receives
a version Y n of the message, while Eve observes the transmission through the eaves-
dropper’s channel, and intercept a noisy estimation Zn of M , which is supposed to
be more degraded than Bob’s one. Eve knows perfectly the statistics of the channel
between Alice and Bob and she is also aware of the techniques used to process the
message (encoding, puncturing, scrambling, etc). Moreover, she has unlimited com-
puting resources. The reliability target is satisfied when Bob is able to obtain the
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2.3 Other security definitions

original message without errors, while the system is considered secure if the message
intercepted by Eve is different enough from the original to render it unintelligible for
the eavesdropper.

In physical layer security, a system is able to achieve weak secrecy when the mutual
information between Eve’ observation Zn and the codeword Xn tends to zero when
the code length n tends to infinity, i.e.

lim
n→∞

1

n
I(Zn;Xn) = 0 .

While we have strong secrecy when

lim
n→∞

I(Zn;Xn) = 0 .

The secrecy capacity is the maximum rate achievable over the main channel under
the secrecy condition for the wiretapper’s channel. Interestingly, both strong and weak
secrecy requirements result in the same secrecy capacity [9], [10].

These notions of security however are suitable to describe secrecy in ideal systems,
which are very far from reality. When we consider practical assumptions, we need to
resort to more strong definitions for security, which are described in the next section.

2.3 Other security definitions

As already pointed out, Shannon’s perfect secrecy is a strong notion of security, but
very difficult to achieve in practice. In the following chapter we refer to other security
definitions more suitable for the channel model and the settings we consider: mutual

information security (MIS) and semantic security (SS).

The first definition of semantic security was given in [11], and it is usually consid-
ered as the computational analogue to Shannon’s perfect secrecy. information about
the plaintext of a given ciphertext. A cryptosystem is defined semantically secure
if only negligible information about the secret message can be feasibly extracted
from the ciphertext. Goldwasser et al. also demonstrated that semantic security is
equivalent to another definition of security called ciphertext indistinguishability under
chosen-plaintext attack. This latter definition is more common than the original def-
inition of semantic security, that does not suggest any method for security evaluation
of practical cryptosystems.

Using the same definitions of [12], a system is mis-r (mutual-information secure
for random messages) if the maximum “advantage” of an adversary in breaking the
scheme is equal to the mutual information between the secret message M and the
information that the attacker can extract from her channel. However, due to the hy-
pothesis of random messages uniformly distributed over {0, 1}m, this metric becomes
very weak in a cryptographic perspective, since real messages are not random. The
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authors then introduced the definition of mutual information security as the maximum
mutual information between M and the attacker’s observation, where the maximum
is over all random variables M over {0, 1}m, regardless of their distribution.

Moreover, in [12] equivalence between MIS and SS under asymptotic regime is
proven, meaning that an encryption scheme is MIS-secure if and only if it is SS-
secure.

Unlike classical approaches to physical layer security (PLS), where asymptotic con-
ditions like infinite block length and continuous modulations are assumed, we need se-
curity metrics working in the finite block length and discrete modulation regime. As in
our analysis we do not make any assumption on the message distribution and consider
the maximum of Eve’s channel mutual information over all possible distributions, the
security notion we will use in the next chapter for PLS is MIS.

First, we propose some tools to study the levels of MIS achievable by practical
transmission schemes over Nakagami-m fading channels. Then, starting from these
tools, we propose a protocol able to reach some level of SS, where the estimated
level of MIS is used as a substrate to achieve some level of SS through cryptographic
tools like AONT. In fact, if we only resort to PLS stemming from the communication
channel and measured through MIS, it is still possible for Eve to discover some part
of the message with less attempts than those estimated through her total equivocation.
To avoid this, we propose to pre-process the secret data through an AONT prior to
transmission.
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Chapter 3

Semantic security with practical

transmission schemes over fading

wiretap channels

The wiretap coding problem is a well known information theoretic problem intro-
duced in Wyner’s seminal work [3]. Such a problem consists of finding coded trans-
mission schemes able to achieve reliability towards a legitimate receiver (Bob) while
ensuring secrecy against a wiretapper (Eve) without leveraging any pre-shared secret
(like secret keys used in computational security techniques), but only exploiting the
differences between Bob’s and Eve’s channels. The wiretap channel model considered
in this chapter is shown in Fig. 3.1.

According to the classical formulation of the problem, information theoretic met-
rics are used for both reliability and security, codes with length n→∞ are considered
and: i) the reliability target is to achieve error free transmission towards Bob, while
ii) the secrecy target is to achieve vanishing mutual information between the secret
message and its noisy encoded version received by Eve. Coding schemes which are
able to meet these targets in the asymptotic regime have been devised, like LDPC [13],
polar [14] and lattice codes [15]. These analyses, however, rely on assumptions which
are rather far from practical wireless communications, like infinite code lengths, dis-
crete channels or continuous channels with Gaussian signaling. Instead, it would be
interesting to know which reliability and secrecy performance is achievable by using
practical codes and modulations, like those imposed by some standard for wireless
communications, over realistic channel models. A previous solution to this problem
comes from the use of the bit error rate (BER) as a performance metric for both Bob
and Eve. In fact, the BER can be estimated (through analytical approaches or numeri-
cal simulations) by taking into account all the constraints imposed by practical coding
and modulation schemes. This has been done, for example, in [16–18].

However, while Bob’s BER is a well accepted reliability metric, measuring secrecy
through Eve’s BER is less robust than using information theoretic metrics, like Eve’s
equivocation about the secret message. More precisely, we can say that a high BER
at Eve’s is a necessary but not a sufficient condition to achieve physical layer security,
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as it is easily seen in the case of correlated errors.

The aim of this chapter is to define and compute suitable information-theoretic met-
rics to assess the secrecy performance while taking into account the constraints due
to the use of practical coding and modulation schemes and realistic wireless chan-
nel models. For this purpose, we resort to the notions of mutual information security

(MIS) and semantic security (SS), which are proved to be equivalent in [12]. More-
over, we propose a protocol based on coding for physical layer security and crypto-
graphic solutions, such as the AONT, able to achieve some level of semantic security.

3.1 Related works

Many previous works have been devoted to the study of PLS over fading wiretap
channels (see, for example, [19–22] and references therein). However, they are mostly
focused on asymptotic secrecy targets and consider ideal conditions (like capacity
achieving codes and continuous modulations). Moreover, suitably designed coding
schemes for the wiretap channel are commonly considered [4], while our aim is to
exploit classical coding schemes to achieve some level of PLS in practical conditions.
Recent works are focused on finite block-length physical-layer security such as [23],
where metrics for security analysis of short blocklength codes are proposed. Those
metrics are then further detailed and analyzed in a more recent publication [24].

Some literature also exists on protocols in which the transmission of each packet
depends on the occurrence of a certain channel condition, known as on–off schemes.
Examples can be found in some recent papers [25–27]. The use of fake packets has al-
ready been introduced in [28], where the author considers the deliberate transmission
of random message blocks when Bob’s channel quality is poor. The use of dummy
messages has also been considered in previous works concerning hybrid automatic
repeat request (HARQ) protocols for secure transmissions [29, 30]. All these ap-
proaches, however, consider asymptotic notions of secrecy (like the secrecy capacity,
the secrecy throughput or the ergodic secrecy rate) with an underlying notion of weak
secrecy, and do not take into account either practical constraints or SS as a metric.
Moreover, they focus on optimal codes specifically designed for the wiretap channel
and do not consider practical modulation formats, thus being still far from practical
applications. On the contrary, our goal is to propose and assess an on–off scheme able
to provide some level of SS at the physical layer by exploiting practical and simple
coding and modulation schemes.

3.2 Security metrics

We focus on practical, already implemented coding and modulation schemes, hence
we consider classical deterministic coding instead of random coding or coset coding,
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Figure 3.1: Wiretap channel model with legitimate (Bob) and malicious (Eve) re-
ceivers.

which are often invoked in the literature for this kind of systems. Therefore, each
k-bit block of data x (subscript is omitted for the sake of simplicity) is univocally
mapped into a codeword c, differently from coding schemes specifically designed for
the wiretap channel, which usually exploit random binning based on coset coding.
For this reason we refer to Fig. 3.1, where we denote by cE the noise corrupted
vector received by Eve upon transmission of the codeword c. Then, noting by H(·)
the entropy function, s = H(c|cE) = H(x|cE) is Eve’s total equivocation about the
transmitted codeword, that is, the conditional entropy of c given cE . As in general
the input messages are not independent and identically distributed (i.i.d.), we have
H(c) = H(x) = k′ ≤ k. When s = k′, we have perfect secrecy in Wyner’s sense [3].
Instead, if 0 < s < k′, perfect secrecy is not achieved; however, Eve still has to
perform 2s attempts on average in order to correctly decode c from cE . The source
entropy rate is Rh = k′

n ≤ k
n = Rc, being Rc the code rate. Eve’s equivocation can

be expressed as
s = H(c|cE) = H(c)− I(c, cE),

where I(c, cE) denotes the mutual information between c and cE . The dependence
of I(c, cE) on the distribution of x and c can be removed by resorting to the upper
bound I(c, cE) ≤ n

qCE , where CE is Eve’s channel capacity and q is the number of
bits per transmitted symbol. As we consider generally distributed messages and take
the maximum of Eve’s channel mutual information over all message distributions, we
are under a MIS notion according to [12].

Let us denote by Re = s
n Eve’s equivocation rate. By using the above upper bound

on I(c; cE) and taking into account that Eve’s equivocation cannot be negative, we
have

Re ≥ max

{
0,

1

n

[
k′ − n

q
CE

]}
=

[
Rh −

CE
q

]+

.
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Then, normalizing to the code rate, we obtain

R̄e ≥

[
Rh − CE

q

]+

Rc
= R̃e, (3.1)

and, finally,

s = nRe = kR̄e ≥ n
[
Rh −

CE
q

]+

= s̃. (3.2)

In order to apply this notion of secrecy to coded transmissions over the wiretap
channel, we use the wiretapper’s equivocation rate as a metric. In fact, measuring
Eve’s equivocation allows to obtain a lower bound on the size of a list that she can
reliably limit the message to [31]. By using this metric, we show that some prefixed
secrecy level can be reached in practical conditions, which however is bounded away
from the ultimate limits found in ideal conditions.

3.2.1 Approximate Input-Constrained Capacity

Based on (3.2), we have a simple tool to assess the minimum of Eve’s total equiv-
ocation on each transmitted block. However, in order to compute it, we need to
know the value of Eve’s channel capacity CE , which depends on the modulation order
M = 2q and on Eve’s channel SNR. Actually, CE can be computed through classical
formulations of the input-constrained channel capacity. However, though providing
exact estimates, such formulations are not in closed form, and therefore not amenable
to manipulate. For this reason, we exploit the following approximation based on sim-
ple logarithmic functions

C(γ) ≈




α1 log2

(
1+α2γ
1+α3γ

)
, for γ ≤ γmax,

q, for γ > γmax,
(3.3)

where C is the input-constrained capacity and γ is the channel SNR. The values of the
parameters α1, α2, α3 and γmax for the cases of BPSK, 4-QAM and 16-QAM have
been found through a least-squares fitting procedure and are reported in Table 3.1.
The corresponding curves are shown in Figure 3.2, as functions of γ, and compared
with their exact counterparts. From the figure, we observe that, for these cases, the
approximation provided by (3.3) is very tight.

3.2.2 Channel model

In order to model the fading nature of the channels, we consider the Nakagami-m
distribution [32], which is a consolidated mathematical model for small-scale fading in
high-frequency radio wave propagation. We consider this type of distribution for our
channel model since it is a versatile statistical distribution that can be used to model
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Table 3.1: Parameters used in (3.3) to compute the approximate input-constrained ca-
pacity for BPSK, 4-QAM and 16-QAM.

Modulation α1 α2 α3 γmax [dB]

BPSK 10.4798 1.4095 1.3007 5.36
4-QAM 15.1700 0.7823 0.7034 9.17
16-QAM 11.7634 0.3150 0.2441 16.43
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Figure 3.2: Exact and approximate input-constrained capacity for BPSK, 4-QAM and
16-QAM, as a function of the SNR γ.

a variety of fading environments, including one sided Gaussian fading (for m = 1/2)
and Rayleigh fading (for m = 1). It also gives an approximation of the Rician fading
that is amenable for mathematical manipulations.

According to the Nakagami-m distribution, the probability density function (p.d.f.)
of the signal-to-noise ratio γ can be written as

pΓ(γ) =





1
Γ(m)

(
m
γ̄

)m
γm−1e− m

γ̄
γ , for γ ≥ 0,

0, for γ < 0,
(3.4)

where γ̄ is the average SNR and Γ(·) is the Gamma function.

The parameter m represents the “shape factor” of the distribution, and it controls
the severity, or intensity, of fading. Values of m lower than 1 correspond to a fading
more severe than Rayleigh fading, while values higher than 1 lead to a less severe
fading.

For m = 1 the p.d.f. of γ corresponds to the Rayleigh’s model„ in which the
channel gain α is the modulus of a Rayleigh complex random variable h, having two

17



Chapter 3 Semantic security with practical transmission schemes over fading wiretap channels

Gaussian random variables with mean 0 and variance 1/2 as real and imaginary parts.
In this case the p.d.f. is given by

pγ(γ) =

{
1
γ̄ e

− γ
γ̄ , γ ≥ 0,

0, γ < 0.

It is useful to calculate a primitive of the p.d.f. in (3.4), i.e., a solution of the integral

I =

∫
1

Γ(m)

(
m

γ̄

)m
γm−1e− m

γ̄
γdγ.

Indeed, this integral can be solved by exploiting the properties of the Gamma func-
tion, thus obtaining

I = −
Γ
(
m, mγ̄ γ

)

Γ(m)
+ a, (3.5)

where a is a constant and Γ(·, ·) is the incomplete Gamma function.

The availability of (3.3) allows us to characterize the p.d.f. of the approximate
input-constrained capacity through a classical random variable analysis. More pre-
cisely, starting from (3.4) and (3.3), the following closed form expression can be easily
obtained

pC(C) =

{
βγf (C)

m−1
e− m

γ̄
γf (C) + θδ(C − q), 0 ≤ C ≤ q,

0, otherwise,
(3.6)

where

γf (C) =
2C/α1 − 1

α2 − α32C/α1

is the inverse of the right-hand-side (r.h.s.) of (3.3) for γ ≤ γmax, θ = 1
Γ(m) Γ

(
m, mγ̄ γmax

)
,

β = 1
Γ(m)

(
m
γ̄

)m
ln(2)(1+α2γf (C))(1+α3γf (C))

α1(α2−α3) and δ(x) denotes the Dirac delta func-
tion in x = 0.

For m = 1, the Nakagami-m model reduces to a Rayleigh fading model, and (3.6)
becomes

pC(C) =




ξe− γf (C)

γ̄ + e− γmax
γ̄ δ(C − q), 0 ≤ C ≤ q,

0, otherwise,
(3.7)

where ξ =
ln(2)(1+α2γf (C))(1+α3γf (C))

γ̄α1(α2−α3) .

From now on we consider the assumption of a SFC. This means that the channel
gain α may vary between codewords, but it does not vary during transmission of a
codeword. This hypothesis is realistic because, in practical wireless communication
systems like those we consider, the transmission rates are usually high with respect to
the channel variations and the codeword lengths are typically short.
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3.3 Performance with discrete modulations and optimal codes

In order to consider more realistic channel models, we can extend (3.1) to the case
of the SFC, for which the statistics of Eve’s channel capacity CE can be described
through the p.d.f. pC(C) in (3.7). By taking this into account in the expression (3.1)
of R̃e, we obtain

p
R̃e

(R̃e) =

{
qRspCE

(ξ) + θδ(R̃e), 0 ≤ R̃e ≤ k′

k ,

0, otherwise,
(3.8)

where ξ = q(Rs − R̃eRc) and

θ = Pr {CE > qRs} =

∫ q

qRs

pCE
(CE)dCE . (3.9)

Analogously we obtain the p.d.f. of the wiretapper’s equivocation s̃e as

p
s̃e

(s̃e) =

{
q
npCE

(τ) + φδ(s̃e), 0 ≤ s̃e ≤ k′,

0, otherwise,

where τ = q
(
Rh − s̃e

n

)
and φ = Pr {CE > qRh} =

∫ q
qRh

pCE
(CE)dCE .

Since for any ρ ≤ q, from (3.7) we have:

∫ q

ρ

pC(C)dC = −e− γf (C)

γ̄

∣∣∣
q

ρ
+ e− γmax

γ̄ ,

the value of θ in (3.9) can be computed in closed form, i.e.,

θ = −e− γf (q)

γ̄E + e
− γf (qRs)

γ̄E + e
− γmax

γ̄E ,

where γ̄E is Eve’s average SNR.

Concerning Bob’s channel, we suppose that Alice has full channel state information
(CSI) about it. Therefore, Bob’s instantaneous SNR γB is known by Alice and she can
decide to transmit only when it overcomes some threshold to ensure that Bob reliably
receives the transmitted data.

3.3 Performance with discrete modulations and

optimal codes

In this section, we estimate the performance achievable under the constraint of dis-
crete modulation formats, but with optimal codes, that is, under the hypothesis that
the coding scheme used by Alice permits to achieve the input-constrained capacity of
Bob’s channel. We start from static AWGN wiretap channels and then consider SFCs.
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Chapter 3 Semantic security with practical transmission schemes over fading wiretap channels

3.3.1 Optimal codes over AWGN channels

Let us denote by Sg the SNR gap between Bob and Eve, i.e., the ratio between
Bob’s and Eve’s channel SNRs, that is

Sg =
γB
γE

. (3.10)

This quantity was used with the name of security gap in [33] and has been often used
as a performance indicator for wiretap coding schemes [17, 34, 35].

In optimal conditions, Alice uses a code achieving Bob’s channel capacity CB and
hence having rate R̄c = CB/q. Under the hypothesis that γB ≥ γE , we have CB ≥
CE and, from (3.1),

R̃e =
CB − CE

CB
. (3.11)

Therefore, for some given values of γB and γE (or, equivalently, Sg), based on (3.11)
it is straightforward to compute the level of mutual information security R̃e achievable
over AWGN channels with optimal coding.

3.3.2 Optimal codes over Rayleigh fading channels under

outage constraints

Let us consider an SFC model with full CSI about Bob’s channel. In this case,
we are interested to know the average value of Eve’s channel SNR γ̄E for which the
probability that one realization of Eve’s channel has γ ≥ γE = γB/Sg falls below
some threshold ω. For this purpose, we can estimate the outage probability as

Po =

∫ +∞

γE

pΓ(γ)dγ = exp

(
−γE
γ̄E

)
. (3.12)

Hence, by setting Po = ω we have γ̄E = γE

ln( 1
ω )

. For the case with fading, let us define

the SNR gap as S̄g = γB

γ̄E
. From (3.10) and (3.12) we have

S̄g = Sg ln

(
1

ω

)
.

3.3.3 Optimal codes with finite length and decoding errors

In the previous subsections, we have supposed that the code used by Alice permits
to achieve Bob’s channel capacity. Under this hypothesis, error free transmission is
reached on Bob’s channel through ideally infinite length codewords. In order to con-
sider more realistic scenarios, we can take into account the effect of a finite codeword
length and in the occurrence of decoding errors by Bob.
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3.4 Performance of practical codes

For this purpose, we can follow the approach in [36, 37]. According to [37, eq.
(37)], if we fix the code length (n) and the decoding error probability (Pe), the highest
transmission rate that Bob can achieve is equal to

R̄ ≈ C −

√
(log2 e)

2

2n
Q−1 (Pe) .

By setting ǫ =

√
(log2 e)2

2n Q−1 (Pe) and R̄ = qR̄c, we obtain

R̄c ≈
C − ǫ
q

. (3.13)

3.4 Performance of practical codes

In this section, we take into account the constraints imposed by the use of practical
and widespread codes. For this purpose, as a significant case study we consider the
state-of-the-art LDPC codes included in the WiMax standard [38]. Therefore, the
values of the code length n and the code rateRc are chosen among those recommended
by the standard. Concerning Bob, we fix an error rate target and find the corresponding
SNR γB . Eve’s SNR must instead be estimated through the metrics introduced in the
previous sections, starting from the desired mutual information security level. We
model Eve’s channel as an SFC with average SNR γ̄E , while we assume that full CSI
is available about Bob’s channel.

Although perfect secrecy (Re/Rs = 1) is not achievable in practice, we can define
a lower threshold R̃emin and impose that R̃e ≥ R̃emin unless some outage probability
ω. This obviously means that R̃e ≥ R̃emin with probability 1 − ω or higher. Using
(3.8), we have

∫ k′

k

R̃emin

p
R̃e

(R̃e)dR̃e =

∫ q
(
Rs−R̃eminRc

)

0

pCE
(CE)dCE = 1− ω. (3.14)

By solving (3.14) we can find the maximum value γ̄E of Eve’s channel average SNR
that is required to achieve some desired level R̃emin of mutual information security,
that is

γ̄E =
2

q

(
Rs−R̃eminRc

)
α1 − 1

α2 − α32
q

(
Rs−R̃eminRc

)
α1

· 1

ln
(

1
ω

) . (3.15)

We now focus on LDPC codes with length n = 2304, which is the maximum length
defined in the WiMax standard, considering four different code rates (1/2, 2/3, 3/4, 5/6)

among those supported by the system. The performance of these codes with several
modulation formats has been assessed in [39], from which we can obtain the minimum
value of Bob’s SNR γB that is required to achieve a certain decoding error probability
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Chapter 3 Semantic security with practical transmission schemes over fading wiretap channels

Pe; in particular, we consider the case of Pe ≤ 10−4 for our model. Starting from
these values, and fixing ω and R̃emin, we can compute γ̄E according to (3.15), as well
as the corresponding S̄g .

For the sake of comparison, we can consider the theoretical case of an optimal code
with the same length and decoding error probability, having the code rate resulting
from (3.13). Such a value of R̄c can be used in (3.15), solving for R̃emin. This way,

we obtain that the minimum level of mutual information security R̃e
(opt)

min achievable
in optimal coding conditions is

R̃e
(opt)

min = 1− α1

qR̄c
log2

1− γ̄Eα2 ln(ω)

1− γ̄Eα3 ln(ω)
.

As an example, let us consider transmission over an SFC with several coding and
modulation schemes compliant with the WiMax standard, under an outage constraint
ω = 10−3. Let us focus on four target levels of mutual information security, namely,
R̃emin = 0.2, 0.4, 0.6, 0.8 and compute Bob’s and Eve’s channels threshold SNRs
according to the previous analysis. The results obtained are reported in Table 3.2.
As a comparison, in the table we also report the values of the code rate R̄c resulting
from the use of optimal codes, for the same values of Bob’s channel SNR, and the

corresponding MIS levels R̃e
(opt)

min .
From the table we observe that using standard coding schemes forces to work with

smaller code rates with respect to the optimal values. This reflects into a degraded
secrecy performance with respect to optimal conditions and to perfect secrecy, since

we always have R̃emin < R̃e
(opt)

min < 1. However, we also observe that the gap in
terms of mutual information security level between standard and optimal coding is
not very large. In particular, using high rate codes and low order modulation schemes

allows to achieve a value of R̃emin which is very close to R̃e
(opt)

min .
In Fig. 3.3 we report the values of the SNR gap S̄g needed to achieve a level of

mutual information security equal to R̃emin with the considered codes and modulation
formats taken from the WiMax standard. From the figures we observe that these curves
generally exhibit an increasing trend, meaning that working with low code rates is
usually beneficial from the SNR gap standpoint. In addition, for a fixed R̃emin, the
curves corresponding to lower order modulations are below those corresponding to
higher order modulations, thus yielding to the conclusion that the former outperform
the latter in terms of SNR gap.
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1/2
BPSK −1.26 0.580

−12.80 11.54 0.310 −14.55 13.29 0.483 −20.18 18.92 0.828

(−13.64) (12.38) (0.396) (−15.57) (14.31) (0.569) (−23.38) (22.12) (0.914)

4-QAM 1.75 0.601
−9.90 11.65 0.334 −11.69 13.44 0.501 −17.37 19.12 0.834

(−10.76) (12.51) (0.418) (−12.72) (14.47) (0.584) (−20.57) (22.32) (0.917)

16-QAM 7.16 0.609
−5.14 12.30 0.344 −6.99 14.15 0.508 −12.75 19.91 0.836

(−6.03) (13.19) (0.426) (−8.05) (15.21) (0.590) (−15.98) (23.14) (0.918)

2/3
BPSK 0.58 0.723

−10.77 11.35 0.262 −12.80 13.38 0.446 −18.80 19.38 0.815

(−11.76) (12.34) (0.354) (−13.93) (14.51) (0.539) (−22.07) (22.65) (0.908)

4-QAM 3.59 0.744
−7.82 11.41 0.283 −9.90 13.49 0.462 −15.98 19.57 0.821

(−8.84) (12.43) (0.373) (−11.06) (14.65) (0.552) (−19.26) (22.85) (0.910)

16-QAM 9.55 0.754
−2.95 12.50 0.293 −5.142 14.69 0.470 −11.35 20.90 0.823

(−4.02) (13.57) (0.381) (−6.34) (15.89) (0.558) (−14.66) (24.21) (0.912)

3/4
BPSK 1.63 0.795

−9.81 11.44 0.245 −12.01 13.64 0.434 −18.21 19.85 0.811

(−10.89) (12.52) (0.339) (−13.21) (14.84) (0.528) (−21.53) (23.16) (0.906)

4-QAM 4.64 0.816
−6.82 11.46 0.264 −9.10 13.74 0.448 −15.40 20.04 0.816

(−7.95) (12.59) (0.356) (−10.32) (14.96) (0.540) (−18.72) (23.36) (0.908)

16-QAM 10.74 0.822
−1.87 12.61 0.270 −4.30 15.04 0.452 −10.76 21.50 0.817

(−3.08) (13.82) (0.361) (−5.58) (16.32) (0.544) (−14.11) (24.85) (0.909)

5/6
BPSK 2.76 0.858

−8.86 11.62 0.223 −11.26 14.02 0.418 −17.69 20.46 0.806

(−10.05) (12.81) (0.320) (−12.53) (15.29) (0.515) (−21.04) (23.80) (0.903)

4-QAM 5.77 0.880
−5.82 11.59 0.242 −8.32 14.09 0.432 −14.87 20.64 0.811

(−7.07) (12.84) (0.337) (−9.63) (15.40) (0.526) (−18.22) (23.99) (0.905)

16-QAM 12.12 0.889
−0.76 12.88 0.250 −3.48 15.60 0.438 −10.23 22.35 0.813

(−2.14) (14.26) (0.344) (−4.86) (16.98) (0.531) (−13.62) (23.74) (0.906)23
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Figure 3.3: SNR gap (dB) between Bob’s and Eve’s channels needed to achieve a level

of mutual information security equal to R̃emin using WiMax-compliant
codes with length n = 2304 and rates 1/2, 2/3, 3/4 and 5/6, in conjunc-
tion with BPSK, 4-QAM and 16-QAM, considering (a) k′ = k and (b)
k′ = 0.9k.
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3.5 OOT protocol

3.5 OOT protocol

As mentioned above, in the model we consider, a legitimate sender (Alice) wishes to
transmit some secret data to a legitimate receiver (Bob) over a fading wireless channel
in the presence of a passive eavesdropper (Eve). We now propose a protocol designed
to achieve this target of under reliability (towards Bob) and security (against Eve)
constraints exploiting a special processing of the message prior to transmissions that
relies on three main functions: encryption (with padding), slicing and encoding. Then,
transmission is performed according to an OOT scheme based on channel quality es-
timates. All of these elements of the protocol are described next.

3.5.1 Encryption

Let us denote as M the private data that Alice wishes to securely transmit to Bob.
First of all, she transforms M into X through an AONT. The concept of AONT was
introduced by Rivest in [40] and can be seen as a random-like transformation that is
infeasible to invert, even partially, unless the transformed data is completely available.
Therefore, an AONT-processed message cannot be recovered, even in part, if some
part of it is missing. In the original proposal [40], the message is divided in blocks
of fixed length and a random encryption key is generated and used to encrypt each
block through some symmetric block cipher. The random key is necessary to feed the
symmetric cipher, but it does not represent a secret to be shared between legitimate
users. Then, a cryptographic hash function is used to compute the digests of all blocks,
that are XORed together and with the random key. This way, a last block is obtained
that is appended to the transformed message. Therefore, the AONT can be easily
inverted (by inverting the above procedure) by anyone retrieving the entire amount of
transformed data, without the need of any prior knowledge of the random key (since
it is embedded with the transformed data). The procedures of AONT encryption and
decryption are schematically described in Figure 3.4. This first implementation of an
AONT relies on cryptographic primitives, and hence follows a computational security
paradigm. However, it has been shown in [41] that it is also possible to define AONTs
with unconditional security.
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Figure 3.4: Block diagram of: (a) AONT encryption and (b) AONT decryption of a
secret message M .

Coherent with the figure, let us denote the length ofM in bits as S and the length of
X in bits as L. Before application of the AONT, the message M is concatenated with
a random padding string P having length Z ≥ 0, i.e., X = AONT ([M |P ]), where |
denotes concatenation. We have L ≥ S + Z and the value of Z is chosen such that L
is a multiple of an integer k coincident with the dimension of the binary linear block
code C1(n, k) used in the encoding step (see Section 3.5.3).

3.5.2 Slicing

As shown in Figure 3.5a, X is split into N blocks which are then separately en-
coded. Each block is called slice and is k bits long. The length k coincides with the
dimension of the linear block code C1(n, k) used in the subsequent encoding phase,
and the number of slices is N = L/k. As also shown in Figure 3.5a, we denote the
i-th block as xi, i = 1, 2, 3, . . . , N .

3.5.3 Encoding

Each block is encoded through C1(n, k), where n denotes the code length and k
is the code dimension. This way, Alice obtains a set of n-bit codewords ci, i =
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3.5 OOT protocol

1, 2, 3, . . . , N , which are then modulated and serially transmitted to Bob over the
wireless channel.

When these codewords are received, they are decoded into xi, i = 1, 2, 3, . . . , N ,
through the decoder of C1(n, k). This way, X can be recovered and the AONT can be
inverted. Then, the random padding P is discarded and the secret message M is re-
obtained. The whole procedure for transforming a secret messageM into a set of n-bit
codewords ci, i = 1, 2, 3, . . . , N , to be transmitted through an ideal error-free channel
using the proposed protocol and its inverse is schematically depicted in Figure 3.5.
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Figure 3.5: Block diagram of: (a) the procedure for transforming a secret message M
into a set of n-bit codewords ci, i = 1, 2, 3, . . . , N , to be transmitted and
(b) its inverse.

3.5.4 Transmission

The OOT transmission scheme we consider works as follows. Transmission is syn-
chronous, i.e., organized in time slots, each slot having the duration of n bits. This
coincides with the length of a codeword ci, i = 1, 2, 3, . . . , N . Each transmission
starts at the beginning of a time slot and lasts for n bits or less. Before transmitting
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any data packet, the following preliminary steps are performed:

1. Alice sends a request to send (RTS) message to Bob containing some known
string.

2. Based on the received string, Bob estimates the channel SNR, noted as γAB .

3. Bob sends γAB to Alice after syndrome encoding through a second binary linear
block codeC2(f, b), as explained next. The length of the syndrome is z = f−b.
Bob’s reply is protected through a third, ultra-reliable binary linear block code
C3(n, z) such that all channel errors can be corrected with very high probability.
This can be achieved by designing the system parameters in such a way that the
rate of C3(n, z) is much smaller than the rate of C1(n, k), that is, z ≪ k.

4. Alice decodes Bob’s message through the decoder of C3(n, z) and recovers its
original content, that is, the syndrome of γAB .

5. By comparing the decoded data with the received signal, Alice estimates the
channel SNR, noted as γBA.

6. Alice reconciliates her estimate (γBA) with that of Bob (γAB) by exploiting the
procedure explained next.

The aim of the reconciliation phase is to allow γBA to converge to γAB , i.e., allow
Alice to obtain the same information of Bob as regards the channel SNR. Noting by
γB this common value, if γB ≥ γ∗

B , where γ∗
B is a prefixed threshold, Alice will then

transmit a codeword ci containing valid data. Otherwise, Alice will transmit a fake
packet, which is recognized as such by Bob and hence discarded. The aim of the fake
packet transmission is to confuse Eve. The entire procedure is summarized in Figure
3.6. In the following, this protocol will be named OOT-FP.

3.5.5 Reconciliation

As mentioned above, the main purpose of the reconciliation phase is to find a com-
mon estimate of the channel SNR, in order to allow both Alice and Bob to verify if
this value overcomes the threshold γ∗

B or not. For this purpose, let us suppose that
Alice represents γBA with a [1 × f ] binary string sA. Similarly, Bob represents γAB
with a [1 × f ] binary string sB . Since, in general, γAB 6= γBA the same will be for
the two binary strings, i.e., sB 6= sA. The binary representation used by Alice and
Bob, that can be the result of a quantization followed by a suitable mapping, must be
chosen such that the following requirements are fulfilled:

• sA and sB must be two dense binary vectors, that is, their Hamming weights
wH(sA) and wH(sB) must be on the order of f/2.
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Figure 3.6: Flow chart of the transmission of a packet according to the OOT-FP pro-
tocol.

• Noted by e the binary sum of sA and sB (that is, e = sA⊕sB , where⊕ denotes
the XOR operation), with a very high probability, it must be wH(e) ≤ t ≪ f ,
being t a parameter chosen in advance. In other terms, the binary representation
used for the SNR values must be chosen in such a way that small differences
between γAB and γBA translate into low-weight difference vectors between sA
and sB . Practical binary representations with this feature can be easily devised.

The reconciliation phase exploits the binary linear block codeC2(f, b) having length
f and rate b/f , able to correct t errors or less. Contrary to C1(n, k), that uses soft-
decision decoding, C2(f, b) exploits hard-decision syndrome decoding. As an exam-
ple, a classical Bose–Chaudhuri–Hocquenghem (BCH) code provided with Berlekamp–Massey
hard-decision decoding [42] can be used asC2. Its z×f parity-check matrix is denoted
by H in the following. A detailed description of the operations performed during the
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reconciliation phase is provided next. After having estimated γAB and converted it
into the binary string sB , Bob computes the syndrome hB , which is a 1 × z vector
obtained as

hTB = H · sTB ,

where · denotes the matrix-vector multiplication and T denotes transposition. Bob
then encodes hB through the ultra-reliable low-rate binary linear block code C3(n, z)

mentioned above and sends it to Alice. This ultra-reliable code should allow Alice to
correct all transmission errors through decoding. The rare cases in which this does not
occur are commented next. When Alice receives hB without errors, she computes

hT = hTB ⊕H · sTA = H · sTB ⊕H · sTA = H · (sA ⊕ sB)T = H · eT .

Since wH(e) ≤ t, Alice is able to recover e from h through syndrome decoding of
C2(f, b). Finally, by knowing e, Alice can easily compute

sB = sA ⊕ e.

At this point, both Alice and Bob know the same SNR value γB = γAB and, by
comparing it with γ∗

B , they can consistently decide whether the packet must be an
information packet (if γB ≥ γ∗

B) or a fake packet (if γB < γ∗
B). In the rare cases in

which Alice is unable to correct all errors on hB , she obtains h̃B 6= hB and computes

h̃T = h̃TB ⊕H · sTA = H · s̃TB ⊕H · sTA = H · (sA ⊕ s̃B)T = H · ẽT .

For the properties of syndromes, s̃B is generally significantly different from sB .
Therefore, ẽ has a large weight, yielding a failure in syndrome decoding that is de-
tected by Alice. Hence, Alice becomes aware of the failure and can restart the proce-
dure. Being a rare event, for the sake of simplicity, this fact will be not considered in
the following.

Concerning Eve, after receiving Alice’s RTS through her channel, she estimates a
value γAE of the SNR of her channel, and represents it through a 1 × f vector sE ,
which, however, is different from sB . Thus, even if we assume that Eve (who can
use the same decoders of the legitimate users) can correctly recover the syndrome hB
transmitted by Bob:

• She cannot recover sB since wH(sB) largely exceeds the correction capability
ofC2(f, b) under hard-decision syndrome decoding. On the other hand, the val-
ues of the parameters are such to prevent that Eve successfully decodes sB even
with more powerful soft-decision decoders. Moreover, soft-decision decoding
is practically infeasible for several families of classical codes (like BCH codes)
unless their length is very short.
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• She could try to exploit (3.5.5) with sE in place of sA, but we suppose that her
channel is independent of Bob’s one and different enough, so that wH(sE ⊕
sB) = wH(e′) > t, such that syndrome decoding does not permit Eve to re-
cover e′ from hTB ⊕H · sTE . The meaning and applicability of this assumption
will be further discussed in Section 3.5.6.

Therefore, Eve is not able to discover γB and, consequently, she has no information
to decide whether the packet flowing from Alice to Bob after reconciliation is an
information packet or a fake packet.

In order to measure the advantage coming from the use of fake packets, in the
following we will compare the performance of the OOT-FP protocol with that of a
basic version of it without fake packets, simply denoted as OOT. As in the OOT-FP
protocol, in OOT Alice and Bob perform the initial estimate and reconciliation phases.
After reconciliation, Alice compares γB with γ∗

B and, when γB < γ∗
B , instead of

sending a fake packet, she simply skips transmission and restarts the procedure at the
next time slot. In the OOT protocol, Bob still estimates γB = γAB and compares it
with the threshold γ∗

B but, differently from the setting we consider in OOT-FP, Bob
sends to Alice a clear to send (CTS) message if γB ≥ γ∗

B , or a not available (NA)
message otherwise. Therefore, Alice decides whether to transmit a codeword or to
skip transmission based on Bob’s reply. This has the advantage of reducing complexity
by avoiding computations needed for reconciliation of Alice’s and Bob’s estimates of
the SNR. On the other hand, the broadcast transmission of CTS packets provides Eve
with a clear indication of which time slots Alice is going to use to transmit valid
codewords.

As a performance metric, in the following we use the number of time slots needed
to transmit a messageM with a given security level. In this respect, we ignore the pro-
cessing times required at Bob’s and Alice’s premises (this is a reasonable assumption,
since the processors’ speed is usually orders of magnitude greater than the transmit-
ters’ speed).

3.5.6 Applicability of the Protocol

From the description given in Section 3.5.4, it immediately follows that the feasi-
bility of the proposed protocol is conditioned on the following hypotheses:

1. Eve’s channel SNR is significantly different from that of the main channel be-
tween Alice and Bob, so that its binary representation is also significantly dif-
ferent.

2. The main channel between Alice and Bob remains stationary during the exe-
cution of the steps required by the protocol for transmitting each packet (this
means we are considering slow fading).
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Concerning Hypothesis 1, we can rely on it because we assume that the main and
eavesdropper’s channels fade independently. Moreover, in the following analysis we
often consider that Eve’s channel is significantly degraded (with an SNR penalty in the
order of 3 dB or more) with respect to the main channel. In those cases in which this
does not occur, that are also of interest in practice, we have that the secret message is
spread on a long sequence of (50 ore more) packets. The latter condition means that,
even if in this case Eve could successfully attack the reconciliation phase of some
packet transmissions, this is very unlikely to occur for all the packets of a sequence,
and the use of AONTs prevents Eve from gathering any partial information about the
secret message.

Hypothesis 2 instead depends on the channel and transmission characteristics. Since
we focus on short packets, it is likely that the channel can be considered stationary
during each execution of the protocol. For the sake of simplicity, we will denote
each three-way protocol execution as a single packet session in the following. In
general terms, the assumption of stationary channels during each single packet session
requires the use of codes with short length (i.e., small values of n) and high order
modulations. Therefore, when missing, such a condition can be restored by changing
the data rates, the coding rates and/or the modulation order.

We can observe that Eve cannot mount active attacks, like transmitting fictitious
RTS packets or impersonating Bob, since these would be detected by Alice and Bob,
due to the broadcast nature of the wireless channel.

On Bob’s side, the whole set of codewords must be received and decoded into the
vectors xi, i = 1, 2, 3, . . . , N . Then, such vectors are used to reconstruct X and to
invert the AONT to recover M . Due to the presence of the AONT, the message M
can be recovered only on condition that all its corresponding codewords are correctly
received and decoded, such that the AONT can be inverted. This means that, in the
proposed protocol, reliability is not less important than security.

In the next sections, we show that it is possible to achieve some desired level of
SS through this protocol even when the average SNR of Bob’s channel is lower than
the average SNR of Eve’s channel. This is somehow in contrast with previous results
concerning the wiretap channel, where it has been shown that in such conditions there
cannot be secrecy unless some retransmission scheme is exploited [29]. Indeed, there
is no contradiction with our results, since we adopt a different notion of secrecy with
a different target, that is, SS against passive attackers with computational constraints.
The following analyses also show that the OOT-FP protocol achieves transmission of
an S-bit message by requiring a significantly smaller number of time slots with respect
to the OOT protocol, though maintaining the same security level.
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3.6 Security level

In the OOT-FP protocol, the total equivocation on a packet can be obtained as the
sum of two contributions as follows: s̃tot = s̃e + s̃fk. The term s̃e represents Eve’s
equivocation due to her channel, and it is the only contribution present in the OOT
protocol. The term s̃fk represents Eve’s equivocation due to the presence of the fake
packets, that, in turn, depends on Bob’s channel.

Let us denote by pfk the probability to have a fake packet, i.e., the probability that
the channel SNR between Alice and Bob is below some prefixed threshold γ∗

B . Since
Eve’s and Bob’s channels are independent, Eve’s equivocation about the valid or fake
nature of each packet can be written as the binary entropy following from pfk, that is,

s̃fk = −pfk log2 pfk − (1− pfk) log2(1− pfk). (3.16)

The value of pfk can be easily computed as

pfk = Pr {γB < γ∗
B} = 1− Pr {γB ≥ γ∗

B}

= 1− 1

Γ(m)

(
m

γ̄B

)m ∫ ∞

γ∗

B

γm−1
B e

− m
γ̄B

γBdγB . (3.17)

Let us express the average SNR experienced by Bob in terms of the threshold γ∗
B

as follows:
γ̄B = γ∗

B · Ω, (3.18)

that is, Ω is the ratio of Bob’s channel average SNR to its threshold value. The last
integral in (3.17) can be solved exploiting (3.5), thus obtaining

pfk = 1−


−

Γ
(
m, mγ̄B

γB

)

Γ(m)




∞

γ∗

B

= 1− Γ
(
m, mΩ

)

Γ(m)
. (3.19)

Eve’s maximum equivocation about the valid or fake nature of each packet occurs
when pfk is equal to 0.5. In fact, in this case, we have s̃fk = 1, since the occurrence of
a valid or a fake packet is equally probable. The value of Ω that yields pfk = 0.5 can
be obtained from (3.19). As an example, form = 1, it results in Ω = 1

ln 2 = 1.44, i.e.,
about 1.58 dB. However, the choice of γ̄B is influenced also by Bob’s error probability,
i.e., reliability requirements. For this reason, in the following, we do not assume to
be in the optimal situation with s̃fk = 1, but we compute the value of s̃fk following
from the required γ∗

B through (3.19) and (3.16). Then, we consider the same ratio Ω

for all modulation formats and code rate.

We now estimate the wiretapper’s equivocation s̃e which is due to the quality of the
Alice–Eve channel, expressed by the SNR value γE . Indeed, s̃e is the only contribu-
tion present in the OOT protocol, while, in the case of OOT-FP, it sums up with the
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contribution s̃fk, due to the inclusion of the fake packets, in order to obtain the total
equivocation s̃tot.

Let Po denote the equivocation outage probability, i.e., the probability that s̃e falls
below some lower threshold s̃min > 0. Once having fixed the total equivocation s̃tot,
according to the desired security level, the value of s̃min results as s̃min = s̃tot − s̃fk.
Obviously, for the OOT protocol, s̃fk = 0 and s̃min = s̃tot. By definition, we have

Po =

∫ s̃min

0

p
s̃e

(s̃e)ds̃e = 1−
∫ k′

s̃min

p
s̃e

(s̃e)ds̃e.

Equivalently, 1/Po is the number of channel realizations within which s̃e ≤ s̃min

occurs once, on average. Thus, taking into account possible outage events, we must
impose 1/Po ≥ 2s̃min or, explicitly,

log2

(
1

Po

)
≥ s̃min, (3.20)

which fixes the MIS level.

Since s̃min > 0, we have

∫ k′

s̃min

p
s̃e

(s̃e)ds̃e =

∫ k′

s̃min

q

n
pCE

(τ)ds̃e

=

∫ q

(
Rh− s̃min

n

)

0

pCE
(τ)dτ.

By replacing (3.6), with C = CE and using (3.5), we obtain

Po =
1

Γ(m)
Γ

(
m,

m

γ̄E
η

)
, (3.21)

where γ̄E is the average SNR of the channel between Alice and Eve, and
η = γf

(
q
(
Rh − s̃min

n

))
.

Through (3.20) and (3.21), we can compute the value of γ̄E required to reach a
given value of s̃min. Because of the presence of the incomplete Gamma function,
this value is not easily obtainable in closed form. In essence, the problem consists of
calculating γ̄E such that

Γ(m)2−s̃min ≥ Γ

(
m,

m

γ̄E
η

)
.

We must note that s̃min appears on both sides of this inequality: explicitly at the
left-hand-side (l.h.s.) and implicitly in the computation of η at the r.h.s.. According
to our target, however, the unknown variable is the upper bound on γ̄E . Thus, we
set y = m

γ̄E
η and we evaluate the inverse incomplete Gamma function. Once having
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found the value of y, γ̄E is easily computed as

γ̄E ≤
m

y
η = γ̄∗

E . (3.22)

If we consider the special case of Rayleigh fading, it is easy to verify that y =

s̃min ln(2), so that (3.22) becomes

γ̄E ≤
η

s̃min ln(2)
= γ̄∗

E . (3.23)

Based on (3.22) and (3.23) (for the special case), we can define the conditions under
which some given level of MIS is achieved.

3.6.1 Design Criteria

Equation (3.22) defines the upper threshold γ̄∗
E that must be imposed on Eve’s chan-

nel quality in order to meet the security requirements. More precisely, imposing such
an upper threshold ensures that Eve must perform 2s̃min attempts, on average, to fully
recover a transmitted codeword. This must be considered in addition to the lower
threshold γ∗

B on Bob’s channel quality, which instead is required to achieve some
reliability target for transmission from Alice to Bob. These two thresholds can be
collected into the parameter

Sg =
γ∗
B

γ̄∗
E

, (3.24)

which represents the minimum SNR gap between Bob’s and Eve’s channels that is
required to achieve both the reliability and the security targets.

However, we still need to avoid that Eve is able to gather some (even small) part
of a transmitted codeword with less attempts than 2s̃min . This is achieved by pre-
processing the messages through the AONT. The use of the AONT also allows for
concatenating together N data blocks before transmission, which are processed to-
gether through the AONT itself. This way, Eve needs to correctly recover all the
N codewords corresponding to those blocks before being able to invert the AONT.
Therefore, 2Ns̃tot attempts are required on average by Eve to correctly recover the
whole set of packets and invert the AONT to recover the secret bits. In other words,
the use of the AONT allows us to achieve SS from MIS, while this form of concate-
nation allows us to tune the security level according to the desired target. Numerical
examples are given in the next section.

3.7 Numerical results

In order to assess the performance of the protocols we consider, let us compute the
number of time slots required to achieve a given security level, i.e., a prefixed value of
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s̃min, as a function of the SNR gap. This way, we can also compare the performance
of the OOT protocol with that of the OOT-FP protocol. For the sake of fairness, the
comparison assumes the same value of S, that is, the length of the secret message
M . Instead, based on Eve’s equivocation achieved by each protocol, the resulting
length of the random padding Z may be different. Considering that the handshaking
phase between Alice and Bob, i.e., the exchange of initial messages and the subse-
quent reconciliation, involves the same number of time slots in the two protocols, the
following analysis will be focused on the number of single packet sessions required to
successfully transmit a message under given reliability and security constraints.

In order to refer to a significant, practical example concerning wireless transmis-
sions, we suppose that the code C1(n, k) is one of the LDPC codes included in the
WiMax standard [38], and we consider modulation schemes compliant with the same
standard. In WiMax, four code rates (1/2, 2/3, 3/4, 5/6) and several code lengths
for each code rate are supported. As an example, we focus on codes with length
n = 2304, but the analysis can be obviously extended to the other code lengths. Since
our protocol relies on the hypothesis that the channel does not vary during each single
packet session between Alice and Bob, for a given transmission bandwidth we sup-
pose that the modulation order and the channel symbol rate are chosen in such a way
that the channel coherence time is longer than a single packet session. The chance to
actually meet this constraint depends on any specific setting. In the following numeri-
cal examples, we suppose that such a condition is met with n = 2304 and q = 1, 2, 4,
but the analysis could be obviously repeated by assuming shorter codes and higher
order modulations.

Denoting the desired security level as SL (expressed in bits), the number of code-
words that is necessary to transmit for achieving SL-bit security is easily obtained
as

N =
SL

s̃tot
,

where s̃tot = s̃min + s̃fk for the OOT-FP protocol and s̃tot = s̃min for the OOT
protocol.

Although a direct comparison with a complete WiMax system is not possible (since
we focus on one instance of the physical layer and neglect higher layer features like
channel adaptivity of coding and modulation techniques), we observe that N repre-
sents an upper bound on the overhead introduced by our method with respect to plain
transmission. Such an upper bound is reached when data to be transmitted are so few
that they are contained in a single codeword, while all the other N − 1 codewords
must be filled with encoded padding bits. In this case, the overhead introduced by
our protocol might be large. However, we must consider that this is an upper bound,
while the average overhead depends on the statistical features of the source, whose
consideration is out of the scope of this work.

Once having fixed the average quality required for the main channel and the result-
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ing threshold γ∗
B , the value of pfk can be determined from (3.19), and then that of

s̃fk follows from (3.16). For a range of s̃min values, the values of γ̄∗
E can then be

computed according to (3.22). The number of single packet sessions finally results as

Nsps =
N

1− pfk
,

and can be plotted as a function of Sg .

The numerical values obtained depend on the particular choices made for the de-
grees of freedom of the system. Indeed, the performance of the codes we consider
with several modulation formats over different channels has been assessed in [39].
In order to provide some significant examples, let us fix the reliability requirement
in terms of a decoding error probability ≤ 10−4 experienced by Bob. We note that
the decoding error probability, that is the complement of the probability of successful
transmission, is an input of our model since the target reliability of the system is fixed
beforehand. The corresponding values of γ∗

B obtained from [39] are reported in Table
3.3. Let us also consider a ratio Ω = 3 dB of the average quality of the main channel
to its threshold value. According to (3.18), this fixes the value of Bob’s average SNR.

Rc 1/2 1/2 1/2 2/3 2/3 2/3

Mod. BPSK 4-QAM 16-QAM BPSK 4-QAM 16-QAM

γ∗

B
−1.26 1.75 7.16 0.58 3.59 9.55

Rc 3/4 3/4 3/4 5/6 5/6 5/6

Mod. BPSK 4-QAM 16-QAM BPSK 4-QAM 16-QAM

γ∗

B
1.63 4.64 10.47 2.76 5.77 12.12

Table 3.3: Values of γ∗
B (in dB) required to achieve decoding error probability≤ 10−4

for LDPC codes with n = 2304 and several rates and modulation schemes
compliant with WiMax.

In Figures 3.7 and 3.8, we compare the results obtained using the OOT-FP protocol
(continuous line) with those achieved by the OOT protocol (dashed line), for two
different modulation formats, namely BPSK and 16-QAM, and a couple of WiMax
code rates. The figures report the values of Nsps, that is the number of single packet
sessions, required to achieve a decoding error probability ≤ 10−4 (towards Bob) and
a semantic security of 128 bits (against Eve). The independent variable is the ratio
Sg , defined by (3.24). Moreover, as an example, we fix k′ equal to 0.9k. In order to
match binary coding with non-binary modulations, we follow a pragmatic approach,
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according to which coding is applied first and modulation acts downstream on groups
of encoded symbols.

As it is reasonable and expected, independently of the protocol used, the values
of Nsps become smaller and smaller for increasing Sg . In the figures we consider
channels with different fading intensity: from m = 0.5, which is the minimum value
allowed for the Nakagami-m distribution, to m = 5, which represents a more station-
ary channel. The case with m = 1, coinciding with the Rayleigh fading model, is
considered as well.

From these figures, we observe that, interestingly, the proposed protocol is able to
achieve 128-bit SS even when the average SNR of Eve’s channel is comparable to or
even slightly better than that of Bob’s channel, although this is obviously paid in terms
of an increased number of single packets sessions needed to achieve such a security
level. Finally, and very important, we observe that the use of fake packets provides
a significant improvement in performance, since Alice needs to transmit for a shorter
time, measured in time slots, in order to reach 128-bit SS.

Also the value of m has a relevant impact, both in absolute terms and as regards
the comparison between the two protocols. In particular, we must consider that strong
fading, as described by low values of m, yields to a greater number of fake packet
transmissions that hence dominate Eve’s equivocation. On the contrary, more station-
ary channels yield less fake packet transmissions. This reflects on higher values of
Nsps when Eve’s channel is better (or, at least, not significantly worse) than Bob’s
channel, since fake packets are those responsible for Eve’s equivocation in these con-
ditions.

Figures 3.9 and 3.10, in turn, highlight the differences in terms of performance
between various code rates and modulation formats, respectively. In this case, the
analysis has been repeated for different values of k′. The value of the shape factor has
been fixed to m = 3. Although the variations are almost negligible, we can observe
from Figure 3.9 that using high rate codes permits us to achieve the target security
level with a smaller number of time slots with respect to low rate codes. Instead,
from Figure 3.10, we see that using high order modulation schemes is not beneficial
from the number of time slots standpoint. 16-QAM, in particular, always requires the
largest amounts of single packet sessions to achieve the target security level. It must
be said that high order modulation schemes may be needed in order to ensure that
the channel can be considered stationary during each single packet session. In these
cases, using high order modulations still allows for achieving the desired SS level with
a moderate increase in the number of required single packet sessions.
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Figure 3.7: Number of single packet sessions needed to achieve 128-bit SS versus
SNR gap with WiMax LDPC codes having length n = 2304, rate Rc =
1/2 and BPSK, for the case of k′ = 0.9k.
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Figure 3.8: Number of single packet sessions needed to achieve 128-bit SS versus
SNR gap with WiMax LDPC codes having length n = 2304, rate Rc =
5/6 and 16-QAM, for the case of k′ = 0.9k.
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Figure 3.9: Number of single packet sessions needed to achieve 128-bit SS in terms
of SNR gap with WiMax LDPC codes having length n = 2304, BPSK
and different rates, for the cases of k′ = 0.8k, k′ = 0.9k and k′ = k,
and shape factor m = 3, using: (a) the OOT-FP protocol and (b) the OOT
protocol.
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Figure 3.10: Number of single packet sessions needed to achieve 128-bit SS in terms
of SNR gap with WiMax LDPC codes having length n = 2304, rate
Rc = 1/2 and three different modulations, for the cases of k′ = 0.8k,
k′ = 0.9k and k′ = k, and shape factor m = 3, using: (a) the OOT-FP
protocol and (b) the OOT protocol.
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3.8 Summary

We have defined a set of tools to assess the secrecy performance of practical coding
and modulation schemes used for transmissions over fading wiretap channels. Fading
has been modeled by means of the Nakagami-m distribution, this way representing a
number of different scenarios. Such tools allow to find the requirements in terms of
Bob’s and Eve’s channels SNR to achieve a fixed level of mutual information security
with practical codes, as well as to compare their performance with that achievable
with optimal codes.

Then we have proposed an OOT protocol based on coding and AONTs to achieve
some desired level of SS over fading wiretap channels by using classical and practical
transmission techniques. We have introduced the use of fake packets in the proposed
protocol and assessed the resulting benefits in terms of performance.

We have provided some examples considering coding and modulation schemes
compliant with the IEEE 802.16e (WiMax) standard, which also demonstrated the fea-
sibility of the proposed approach. Our results show that such practical and widespread
coding and modulation schemes can indeed achieve a secrecy performance close to
that corresponding to optimal codes when high code rates and low order modulations
are used. Instead, if one aims at reducing the SNR gap required between Bob’s and
Eve’s channels in order to achieve some given level of mutual information security,
our results show that it is beneficial to use low code rates and low order modula-
tions. Moreover, it has been shown that applying our protocol with practical coding
and modulation schemes it is possible to achieve satisfactory SS levels, even when the
average quality of the eavesdropper channel is not worse than that of the main channel.
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Chapter 4

Optimal resource allocation for

secure Gaussian parallel relay

channels with practical conditions

In this chapter we provide some results on resource allocation for confidential com-
munications over the Gaussian parallel relay channels, expanding the work done in [5].
That work was limited to an ideal scenario, while we address a more realistic model
by including the more practical constraints of finite-length coding and discrete con-
stellations.

We focus on securing the transmission over a wireless channel between two users
that are communicating through trusted relays, i.e., other users that are allowed to
receive and transmit the secret message. We assume that relay nodes decode and for-
ward (DF) the messages they receive, and all users and relays communicate over a
set of parallel channel, e.g. obtained by orthogonal frequency division multiplexing
(OFDM) modulation. While it is reasonable to assume that the channel state informa-
tion (CSI) among Alice, Bob and the relays is known to all nodes, the CSI of channels
to Eve may only be partially known. In some cases, it can be advantageous for Eve to
perform some transmission, and we can assume to have full CSI (including channels
to Eve). Otherwise, Eve is a passive attacker and legitimate nodes can only exploit
some side information, e.g., on the minimum distance of Eve from transmitting nodes
to get a partial CSI.

We first derive the achievable secrecy rate of this scheme under the assumption
of full CSI by Alice and the relay nodes. Then in order to consider the impact of
discrete constellations and finite-length coding we define an achievable secrecy rate
under a constraint on the equivocation rate at Eve. Using an approximated formula of
the achievable secrecy rate we derive the optimal power allocation for point-to-point
confidential transmission. By exploiting the power and rate adaptation algorithm for
the parallel relay channels of [5], we obtain a resource allocation algorithm coupling
two Gale and Shapley algorithms to allocate resources over the parallel relay channels.
We also consider the partial CSI scenario, in which Alice does not know the gains of
her channels to Eve, while their statistics are known. In this case we only guarantee
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Figure 4.1: Power flow of the relay parallel channels with N relays, r1, . . . rN . Mix-
ers ⊗ and adders ⊎ represent element-wise multiplication and addition of
vectors, respectively.

an outage secrecy rate, i.e., the rate of a message that remains secret with a given
probability. We show that the algorithm derived for full CSI can be easily adapted
to the partial CSI scenario. Numerical results are provided, showing the merit of the
proposed solution.

Notation: Vectors and matrices are written in bold letters. We denote the base-
2 and natural-basis logarithm by log and ln, respectively. We indicate the positive
part of a real quantity x as [x]

+
= max{x; 0}. E[X] denotes the expectation of the

random variableX , P[·] is the probability operator, and T denotes the matrix transpose
operator. The entropy is denoted as H(·), while the mutual information is denoted as
I(·, ·).

4.1 Related works

The physical layer security of messages transmitted over parallel channels with the
assistance of trusted relays has already been addressed in the literature. Most works
consider that relays can either forward the message or generate a noise signal to jam
Eve. For links comprising a single channel, early works have addressed the relay
selection problem [43–46], while various combinations of message forwarding and
jamming are considered in [47–50] with multiple antennas nodes. In [51] multiple re-
lays either jam or forward noise, i.e., they transmit random codewords from a globally
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known codebook, that hurts more Eve than Bob.

We focus on links comprising parallel channels. For this scenario, in [52] rate-
equivocation regions are derived by considering one relay only and assuming full CSI.
In [53] OFDM is considered with a single relay, and Eve is equipped with multiple an-
tennas under partial CSI: subcarriers, powers and rates are optimized to maximize the
average secrecy outage capacity. In [54] the downlink of a cellular system is consid-
ered - where the multi-antenna base station performs both beamforming and jamming
against a single multi-antenna eavesdropper, and an outage problem is formulated un-
der partial CSI. The scenario is extended in [55], where multiple relays operate in DF
mode and still an outage approach is considered. In [56] a single relay with parallel
channels is considered, which performs cooperative jamming against Eve, under full
CSI. When the single relay performs DF, resource optimization has been considered
in [57]. More comprehensive results, considering also the direct transmission from
Alice to Bob are obtained in [58]. Resource allocation for transmission over parallel
channels assisted by DF relays without secrecy features has also been widely studied.
Bit loading [59] and power and rate allocation [60] have been investigated, while the
availability of multiple relays transmitting on a single sub-carrier is studied in [61],
with efficient greedy algorithms provided in [62]. The resource allocation for parallel
channels with secrecy outage constraint has been considered in [63] and [64], with-
out taking into account the conditions imposed by the presence of relay nodes in the
system.

Recently, optimal resource allocation for security purposes under different condi-
tions has gained the attention of several authors. In [65], an optimization framework is
proposed for two-hop communications that jointly optimizes source and relay powers,
and transmission time in each hop, with the goal of maximizing the secrecy outage
capacity in a massive multiple input multiple output (MIMO) scenario. In [66], opti-
mal power allocation and pricing strategies are determined using a Stackelberg game
model in order to maximize the players’ utilities, under both of perfect and imperfect
CSI assumptions and in the presence of multiple eavesdroppers. An optimal power
strategy to maximize the achievable secrecy rates in wireless multi-hop DF relay net-
works with a power constraint is studied in [67], under the assumption of global CSI,
and an iterative cooperative beamformer design is also proposed. The work is ex-
tended in [68] to the case of full-duplex relays, with cooperative beamforming to null
out the signal at multiple eavesdroppers. In [69] a heuristic resource allocation it-
erative algorithm is presented, based on the proximal theory that maximizes the se-
cure capacity of device-to-device communications in heterogeneous networks. Joint
source-relay power optimization in a dual-hop communication using duality theory
is performed in [70], with the aim of maximizing the overall secrecy rate, under in-
dividual power constraints and using an high SNR approximation. In [71], a robust
resource allocation framework is proposed in the presence of an active eavesdrop-
per, assuming that both the legitimate receiver and the eavesdropper are full-duplex:
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the receiver sends jamming signals against the eavesdroppers, without the need for
external helpers, and uncertain CSI on the links between the eavesdropper and the
legitimate receivers is considered. Other works considers optimal power allocation
for security purposes with the help of imperfect hardware analysis [72] and an exter-
nal jammer [73]. Optimization algorithms for null space beamforming with full CSI
have been proposed in [74], while in [75] authors propose a joint relay selection and
optimal power allocation to maximize security in a cooperative network, considering
the presence of untrusted relays and passive eavesdroppers, possibly colluding. These
works however do not take into consideration the impact of practical limitations in the
system.

The impact of finite constellation inputs on the achievable secrecy rate for Gaussian
broadcast channel with confidential message (BCCM) is considered in [76]. However,
the role of finite-length coding is not investigated, and the scenario is not extended
to parallel relay channels nor to optimal power allocation. Also in [77] the authors
take into account practical conditions, such as finite alphabets, in order to evaluate
the power allocation that maximize the ergodic secrecy rate with a low computational
complexity, but secrecy is helped with the use of artificial noise in order to degrade the
eavesdropper’s performances, and the power allocation scheme is based on a gradient
search algorithm.

4.2 System Model

We consider a communication system to transmit a confidential message M from
Alice to Bob throughN trusted cooperating relays. Any link between a pair of devices
is constituted by a set of K parallel AWGN channels. Eve is an eavesdropping device
that overhears communications originated from both Alice and the relays. No direct
link between Alice and Bob is available, and all devices operate in half-duplex mode.
Therefore the message transmission comprises two phases:

1) Alice transmits to the relays, and

2) the relays transmit to Bob.

We also assume that in phase 2 at most one relay transmits on channel k and that the
two phases have the same duration.

Fig. 4.1 shows the power flow of the considered scenario. We indicate with Pn,k the
transmit power of Alice on channel k to relay n in phase 1, while P̄n,k is the transmit
power of relay n on channel k in phase 2. TheN×K matrix P (P̄) collects all transmit
powers, having Pn,k (P̄n,k) at entry n, k. In Fig. 4.1, P1K denotes theN -size column
vector of transmit powers for each relay, with 1K being the K-size column vector of
all ones. We consider power constraints for both Alice and the relays, i.e.,
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K∑

k=1

Pn,k ≤ Ptot,1, n = 1, . . . , N .

K∑

k=1

P̄n,k ≤ Ptot,2 , n = 1, . . . , N . (4.1)

The power constraint per relay in phase (1) simplifies the power allocation in this
phase and still provides an upper bound on the total transmit power from the source,
that can not exceed NPtot,1.

The link from Alice to relay n is represented by the K-size column vector Hn =

[Hn,1, . . . ,Hn,K ]T containing the gains for each channel. The power of the data
signal received by relay n on channel k is therefore Hn,kPn,k. Similarly, the vector
H̄n denotes the power gains of the link between relay n and Bob and H̄n,kP̄n,k is
the power of the data signal received by Bob from relay n on channel k. For links to
Eve, G is the vector of power gains of the signal coming from Alice, while Ḡn is the
power gain vector of the signal coming from relay n.

The noise is assumed to be i.i.d., with zero mean and unitary (σ2
n = 1 in Fig. 4.1)

variance for all channels. Therefore, the SNR at relay n for a transmission from Alice
on channel k is Hn,kPn,k, and similarly for a transmission from relay n on channel k
the SNR at Bob in phase 2 is H̄n,kP̄n,k.

4.3 Achievable Secrecy Rate

We consider a per-channel encoding, i.e., Alice splits M into K messages Mk,
k = 1, . . . ,K, each of which is separately encoded and transmitted on a channel. In
[64] an in-depth analysis of this coding strategy is provided, showing that it performs
similarly to the scheme with joint coding across channels, while being simpler to
design. Therefore, each relay in general receives only a subset of the entire message
bits. In the second phase again each relay splits the received secret bits into groups,
which are separately encoded and transmitted on a different channel, among those
assigned to the relay.

In both phases, secrecy is achieved through classical wiretap coding [2], based on
adding random bits to the secret message and encoding the resulting block with capac-
ity achieving codes. The weak secrecy rate of a point-to-point transmission is the rate
of a message M that [2]: i) is correctly decoded by Bob and ii) has a rate of mutual
information with the signal received by Eve Z that is vanishing for infinite codewords,
i.e.,

lim
l→∞

1

l
I(Z,M) = 0 , (4.2)

where l is the message length in bits. Due to the per-channel encoding, the achievable
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weak secrecy rate is the sum of the achievable secrecy rates on each used channel. Let
Rn,k be the secrecy rate on channel k, intended for relay n in phase 1, and R̄n,k the
secrecy rate on channel k transmitted by relay n in phase 2. The achievable secrecy
rate between Alice and Bob is the minimum between the secrecy rates in both phases,
i.e.,

Rtot(P, P̄) =
1

2

N∑

n=1

min

{
K∑

k=1

Rn,k(Pn,k),

K∑

k=1

R̄n,k(Pn,k)

}
, (4.3)

where the factor 1/2 is due to the two phases of the same duration, and we have high-
lighted the dependence of the achievable rates on the transmit powers, the minimum
reflects the fact that either of the two phases can be a bottleneck for transmission, and
the sum over the subcarriers k takes into account the fact that we decode and re-encode
the data signal at the relays, thus each relay demodulates all received signals and spit
power and data among the subcarriers in its own way upon transmission in phase 2.

Since we assume that Alice is transmitting to a single relay per channel we also
have

Rn∗,k(Pn∗,k) > 0→ Rn,k(Pn,k) = 0 , n 6= n∗ , (4.4)

and since we assume that at most one relay is transmitting in any channel in phase 2
we also have

R̄n∗,k(P̄n∗,k) > 0→ R̄n,k(P̄n,k) = 0 , n 6= n∗ . (4.5)

In the following we derive the achievable secrecy rates, when full CSI is available
at Alice, taking into consideration infinite and finite-length coding, continuous and
discrete modulation formats. Then with discuss the ǫ-outage achievable secrecy rates
when Alice has only a partial CSI, i.e., she knows only the statistics of her channels
to Eve.

4.3.1 Infinite-length coding with Gaussian Constellations

When infinite-length coding and Gaussian constellations are used, perfect secrecy,
i.e., no information leakage to Eve, can be achieved [2]. In this case, the achievable
secrecy rate can be written as

Rn,k(Pn,k) = C(Pn,kHn,k)− C(Pn,kGn,k) , (4.6)

where C(x) = log(1 + x). Similar expressions are obtained for R̄n,k(P̄n,k) where
Pn,k, Hn,k, and Gn,k are replaced by P̄n,k, H̄n,k and Ḡn,k, respectively.

4.3.2 Finite-length Coding with Gaussian Constellations

A first limitation to the achievable secrecy rates introduced by practical systems
is related to the use of codes working on finite-length blocks of symbols. In such a
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4.3 Achievable Secrecy Rate

setting, weak secrecy cannot be guaranteed and Eve can get some information on the
secret message1. Moreover, the decodability condition at Bob cannot be guaranteed,
and we must consider a non-zero codeword error rate (CER) κ.

Let Rn,k and R̄n,k be the message rates, for which we have a level of secrecy
θ. In particular, in order to measure the information leakage to Eve we resort to
the equivocation rate, i.e., Eve’s uncertainty about the message after observing the
transmitted codeword (through her channel). For relay n transmitting on channel k
and using codewords of m symbols, the equivocation rate per symbol is

ρn,k(Pn,k) =
1

2m
H(Mk|Zn,k) ,

ρ̄n,k(P̄n,k) =
1

2m
H(Mk|Z̄n,k) ,

where the factor 2 comes from the fact that we have two phases of the same duration.
We have that

0 ≤ ρn,k(Pn,k) ≤ Rn,k(Pn,k) ,

0 ≤ ρ̄n,k(P̄n,k) ≤ R̄n,k(P̄n,k),

where the upper bound is achieved with infinitely-long codewords (m → ∞). We
consider that transmission is secure if

ρn,k(Pn,k)

Rn,k(Pn,k)
≥ θ , ρ̄n,k(P̄n,k)

R̄n,k(P̄n,k)
≥ θ , (4.7)

where θ ∈ (0, 1] is a suitably defined parameter that limits the gap with respect to weak
secrecy conditions with infinite-length coding. Let us indicate with M̂n the decoded
version of message Mn. The achievable secrecy rates for finite-length coding are
therefore the maximum rates satisfying condition (4.7), i.e.,

Rn,k(Pn,k) = max
r
r (4.8)

s.t.
ρn,k(Pn,k, r)

r
≥ θ ,

P[Mn 6= M̂n] = κ .

A similar problem can be written for phase 2, for a given allocated power P̄n,k, i.e.,

R̄n,k(P̄n,k) = max
r
r (4.9)

1Indeed, the definition of weak secrecy (4.2) entails a limit to infinity of the message length that can not
be used in finite-codewords schemes.
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s.t.
ρ̄n,k(P̄n,k, r)

r
≥ θ ,

P[Mn 6= M̂n] = κ .

For the computation of the equivocation rate we can resort to a lower bound. By
the definition of entropy and mutual information, we have that Eve’s equivocation rate
can be rewritten as

ρn,k(Pn,k) =
1

m
[H(Xn,k)− I(Xn,k;Zn,k)+

+H(Mn|Zn,k, Xn,k)−H(Xn,k|Mn, Zn,k)] ,
(4.10)

whereXn,k and Zn,k are the signals received by Bob and Eve in phase 1, respectively.

By the definition of spectral efficiency as upper bound to the mutual information,
we have that

I(Xn,k;Zn,k) < mC(Pn,kGn,k), (4.11)

and
H(Mn|Zn,k, Xn,k) ≤ H(Mn|Xn,k) = 0.

On the other hand, the entropy of Xn,k is the code rate, which in turns determines the
(non null) CER at relay n, due to the use of finite-length coding. A bound on the code
rate as a function of the CER for finite length coding is provided by [78], that in this
scenario can be written as

H(Xn,k) = mγ(Pn,kHn,k) = m

[
C(Pn,kHn,k)− log e√

2m
Q−1(κ)

]+

, (4.12)

where κ is the target CER at relay n and [x]+ = x for x ≥ 0 and 0 otherwise, and
Q(·) is the complementary cumulative distribution function of the standard Gaussian
variable.

Let η(Rn,k, Pn,kGn,k) be the CER experienced by a fictitious receiver at the wire-
tapper position trying to decode for Xn,k from observing Zn,k and M . By the Fano
inequality we have

H(Xn,k|Mn, Zn,k) ≤ 1 +m (γ(Pn,kHn,k)−Rn,k) η(Rn,k, Pn,kGn,k) . (4.13)

Hence from (4.10) and (4.13) we have the following lower bound on ρn,k(Pn,k):

ρn,k(Pn,k) ≥ σn,k(Pn,k) =

γ(Pn,kHn,k)− C(Pn,kGn,k)

− (γ(Pn,kHn,k)−Rn,k)η(Rn,k, Pn,kGn,k)− 1

m
.
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The above analysis can be simplified by considering that, for adherence to practical
systems, deterministic coding instead of random coding can be used. In such a case,
each l-bit block of data is univocally mapped into a codeword Cn,k. This is opposed to
either random or coset coding, which are often invoked in the literature for this kind
of systems, but yield further issues (e.g., concerning the generation of randomness).
In the case of deterministic coding, we no longer need to estimate the CER for the
fictitious receiver and we can write a simpler lower bound on the equivocation rate,
that is

ρn,k(Pn,k) =
1

m
[H(Cn,k)− I(Cn,k;Zn,k)] .

Resorting again to (4.11) and (4.12), we obtain the following approximation on Eve’s
equivocation rate

ρn,k(Pn,k) ≃ ξn,k(Pn,k) ,

[
C(Hn,kPn,k)− log e√

2m
Q−1(κ)− C(Gn,kPn,k)

]+

,

(4.14)
which does not depend on Rn,k.

By replacing ρn,k(Pn,k) with its approximated lower bound ξn,k(Pn,k) (and sim-
ilarly for phase-2 equivocation rates) in problems (4.8) and (4.9) and removing the
(already used) constraint on the error probability P[Mn 6= M̂n], we obtain the ap-
proximated achievable rates in the two phases; the solution can be easily obtained in
a closed form as

Rn,k(Pn,k) =
1

θ

[
C(Hn,kPn,k)− log e√

2m
Q−1(κ)− C(Gn,kPn,k)

]+

Note that the obtained secrecy rate with finite-length coding is smaller than that
obtained with infinite-length coding. In particular, log e√

2m
Q−1(κ) represents the secrecy

rate loss due to finite-length coding, which decreases as either the code length m or
the CER κ increase. Note that the choice of m is mostly dictated by implementation
constraints as well as desired latency limitations, while κ is associated to the reliability
of the transmission. In Fig. 4.2 we compare the results obtained for Rn,k(Pn,k) as a
function of Gn,kPn,k for codes of different length, choosing Hn,k/Gn,k of 20 dB and
θ = 1.

We consider a fitting of Rn,k(Pn,k) solution of (4.8) by the linear combination of
logarithms of the powers, in order to ease resource allocation, i.e.,

Rn,k(Pn,k) ≃ α1 + α2 log(1 + α3Hn,kPn,k)−
α4 log(1 + α5Hn,kPn,k)− [α6 log(1 + α7Gn,kPn,k)−
α8 log(1 + α9Gn,kPn,k)] .

(4.15)

Note that (4.15) directly models the achievable secrecy rate rather than the equivo-
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Figure 4.2: Rn,k(Pn,k) as a function of Gn,kPn,k for Hn,k/Gn,k equal to 20 dB, for
infinite length codes and codes of length 4096 and 128, with θ = 1.
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Figure 4.3: Rn,k(Pn,k) as a function of Gn,kPn,k for values of Hn,k/Gn,k between
2 dB and 20 dB with a step of 1 dB, and results obtained with the fitting
function (4.15), for codes of length 4096 and θ = 0.9.
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Figure 4.4: Rn,k(Pn,k) as a function of Gn,kPn,k for values of Hn,k/Gn,k between
2 dB and 20 dB with a step of 1 dB, and results obtained with the fitting
function (4.15), considering a 16-QAM constellation.

cation rate, and the parameters αi are chosen at solution of problem (4.8). By this
formulation the secrecy rates with ideal conditions can be seen as a sub-case of (4.15)
with αi = 1 for i = 2, 3, 6, 7 and αi = 0 otherwise. The motivation behind the choice
of this fitting will be better understood when using it in the resource optimization prob-
lem focus of this paper: indeed it will turn out (see Section 4.4) that with this choice
the optimization problem boils down to finding the roots of suitable polynomials.

Fig. 4.3 shows Rn,k(Pn,k) as a function of Gn,kPn,k for values of Hn,k/Gn,k
between 2 dB and 20 dB with a step of 1 dB, and results obtained by the fitting function
(4.15) with κ = 10−3 and m = 4, 096 and θ = 0.9. We observe a good agreement
of the fitting function with Rn,k(Pn,k), especially at low rates, and high values of
Gn,kPn,k, with a slight overestimation of the rate for intermediate values ofGn,kPn,k
for high Hn,k/Gn,k ratios.

4.3.3 Infinite-length Coding with Discrete Constellations

A second limitation of practical systems is the use of suboptimal constellations with
discrete points taken from a finite alphabet. In this case, perfect secrecy can still be
achieved, but we must consider the constellation-constrained spectral efficiency Ĉ(·)
instead of C(·), i.e., (4.6) becomes

Rn,k(Pn,k) = Ĉ(Pn,kHn,k)− Ĉ(Pn,kGn,k) . (4.16)
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In order to obtain simple resource allocation algorithms we consider again (4.15)
as a fitting of Rn,k(Pn,k). Fig. 4.4 shows the secrecy rate as a function of the SNR
for a 16-QAM constellation, and its comparison with the exact function. We observe
a good agreement between the approximated and the exact curves, with slight higher
discrepancy for high values of Gn,kPn,k. However note that in a power optimization
process these high power values will not be used, since they provide a lower secrecy
rate than lower power values. We still have a slight mismatch between the fitting and
the analysis in correspondence of the maximum rate, which is however not so relevant
(especially for increasing values of Hn,k/Gn,k).

4.3.4 Finite-length Coding with Discrete Constellations

Let us consider the limitations introduced in Sections 4.3.2 and 4.3.3 jointly, i.e.,
both finite-length coding and discrete constellations, which describe a practical sce-
nario. Also in this case we resort to the equivocation rate for the definition of the
achievable secrecy rate (see problems (4.8) and (4.9)), by replacing the spectral ef-
ficiency C(P ) with the constellation-constrained spectral efficiency Ĉ(P ) in (4.14).
On the other hand, since the approximation provided by [78] is valid for any input
distribution, (4.12) still holds true.

As already done in the previous section, we propose to fit Rn,k(Pn,k) by the func-
tion (4.15). Fig. 4.5 shows Rn,k(Pn,k) for values of Hn,k/Gn,k between 2 dB and
20 dB with a step of 1 dB, and results obtained by the fitting function (4.15) with
κ = 10−3, 16-QAM constellation and m = 4, 096. In this case, we observe a good
agreement between the approximated and the exact curves for low values ofGn,kPn,k,
while the curves shows a little difference for high values. As observed for the case of
infinite-length coding, also in this case the high power values will not be used in the
optimization.

4.3.5 ǫ-Outage Achievable Secrecy Rate

In many practical scenarios Alice and the relays have only a partial CSI of their
channels to Eve. This is mainly due to the fact that Eve may not have an advantage in
revealing its channels, e.g., by transmitting, unless this could be useful to increase the
rate of other messages exchanged between her and the legitimate nodes. Indeed, in
the absence of full CSI there is a non-zero probability (outage probability) that for any
power allocation and choice of the secret message rate Eve may get some information
on M .

In particular, we focus on the secrecy outage probability in each transmission phase
and for each channel. Let πn,k and π̄n,k be the secrecy outage probabilities on chan-
nel k with respect to relay n in the first and the second phase, when messages are
transmitted at rates Rn,k(Pn,k) and R̄n,k(P̄n,k), respectively. We consider as design
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Figure 4.5: Rn,k(Pn,k) as a function of Gn,kPn,k for values of Hn,k/Gn,k between
2 dB and 20 dB with a step of 1 dB, and results obtained with the fitting
function (4.15), considering a 16-QAM constellation and m = 4, 096.

criterion the limitation of the secrecy outage probability on each channel, i.e.,

πn,k ≤ ǫ , π̄n,k ≤ ǫ , (4.17)

where ǫ is the target secrecy outage probability.

In the following we assume that the legitimate nodes know the statistics of both
Gn,k and Ḡn,k, thus having a partial CSI. If Rn,k(Pn,k) is the achievable secrecy rate
for Alice-Eve channel realization G∗

n,k, then the secrecy outage probability can be
written as

πn,k = P[Gn,k > G∗
n,k] .

Similar expressions are obtained for the second phase. From (4.17) we define Fǫ as
the outage gain, i.e., the channel gain for which

πn,k = P[Gn,k > Fǫ] = ǫ . (4.18)

Then the ǫ-outage achievable secrecy rate can be obtained from the previous sections
by considering Gn,k = Ḡn,k = Fǫ.

Note that this approach works with any kind of fading (e.g., Rayleigh Rician, Nak-
agami fading). For example, for Rayleigh fading P[Gn,k ≤ Fǫ] = exp[−Fǫ/(d−ζ

E )],
where ζ is the path-loss exponent, therefore

Fǫ = −d−ζ
E ln ǫ .
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For Nakagami fadingGn,k is gamma distributed, i.e., P[Gn,k ≤ Fǫ] = 1
Γ(σ)γ(σ, κFǫ),

where σ is the shape parameter, κ is the rate parameter, Γ(·) and γ(·) are the Gamma
and lower-incomplete Gamma functions, respectively. Therefore we have

Fǫ =
1

κ
γ−1(σ,Γ(σ)ǫ) ,

and γ−1(σ, x) is the inverse lower-incomplete Gamma function.

4.4 Single Link Power Optimization

We first consider the single-link power optimization, where we allocate powers that
maximize the secrecy sum rate between two nodes, using parallel channels. This
problem must be solved in both transmission phases and here we focus on the first
phase, i.e., the optimization of the communication from Alice to a specific relay n,
assuming that all power Ptot,1 can be used on that link. In this situation we have
Pn′,k = 0 for n′ 6= n, n = 1, . . . , N , k = 1, . . . ,K and we must solve

Rmax = max
{Pn,k}

K∑

k=1

Rn,k(Pn,k) , s.t. (4.1). (4.19)

The four cases of previous section are considered, i.e., a) infinite-length coding with
Gaussian constellation, b) finite-length coding with Gaussian constellation, c) infinite-
length coding with discrete constellations, and d) finite-length coding with discrete
constellations. Moreover, we consider here the case of ǫ-outage rates discussed in
Section 4.3.5, thus considering gain Fǫ for all channels to Eve.

4.4.1 Infinite-length Coding with Gaussian Constellations

For infinite-length coding with Gaussian constellation, the optimization problem
(4.19) has been proven to be convex and solved in [79, Theorem 1]. In particular,
we immediately see that all channels for which Hn,k < Fǫ must be switched off
(Pn,k = 0) since they do not provide any secrecy rate. Let the set of used channels be

F = {k : Hn,k > Fǫ} .

56



4.4 Single Link Power Optimization

Then we have

Pn,k =

[
−λ(Hn,k + Fǫ)

2λFǫHn,k
+

√
[λ(Hn,k + Fǫ)]2 − 4λFǫHn,k(λ−Hn,k + Fǫ)

2λFǫHn,k

]+

=

[
−Hn,k + Fǫ

2FǫHk
+

(
.

√
(Hn,k + Fǫ)2 − 4FHn,k(1− (Hk − Fǫ)/λ)

2FǫHk

]+

=

[
−Hn,k + Fǫ

2FǫHk
+

√
(Hn,k − Fǫ)2 + 4FHn,k(Hn,k − Fǫ)/λ)

2FǫHn,k

]+

,

(4.20)

where λ ≥ 0 is the Lagrange multiplier to be optimized in order to satisfy the power
constraint, which can be computed by a dichotomic search to find the unique optimal
solution.

4.4.2 Finite-length Coding with Gaussian Constellations

For finite-length coding with Gaussian constellations we exploit the fitting (4.15)
and the optimization problem (4.19) becomes

Rmax = max
{Pn,k}

K∑

k=1

α1 + α2 log(1 + α3Hn,kPn,k)−

α4 log(1 + α5Hn,kPn,k)− α6 log(1 + α7FǫPn,k)+

α8 log(1 + α9FǫPn,k) ,

(4.21)

subject to (4.1).

We observe that (4.21) is a maximization problem of continuously differentiable ob-
jective functions with inequality constraints of continuously differentiable functions,
thus satisfying the necessary conditions for the application of the Lagrange multipliers
method, which provides the constrained maxima as one or more solutions of

α2α3Hn,k

1 + α3Hn,kPn,k
+

α4α5Hn,k

1 + α5Hn,kPn,k
+

+
α6α7Fǫ

1 + α7FǫPn,k
+

α8α9Fǫ
1 + α9FǫPn,k

− λ = 0 ,

(4.22)

where λ ≥ 0 is the Lagrange multiplier to be chosen in order to satisfy the power
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constraint.

By using the common denominator of the four fractions in (4.22), by simple alge-
braic steps we separate the terms of different order and we define

An,k = λ ln(2)α3α5α7α9H
2
n,kF

2
ǫ ,

Bn,k = α3α5α6α7α9H
2
n,kF

2
ǫ − α3α5α7α8α9H

2
n,kF

2
ǫ −

α2α3α5α7α9H
2
n,kF

2
ǫ + α3α4α5α7α9H

2
n,kF

2
ǫ +

λ ln(2)α5α7α9Hn,kF
2
ǫ + λ ln(2)α3α7α9Hn,kF

2
ǫ +

λ ln(2)α3α5α9H
2
n,kFǫ + λ ln(2)α3α5α7H

2
n,kFǫ,

Cn,k = λ ln(2)α3α5H
2
n,k − α2α3α5α9H

2
n,kFǫ+

λ ln(2)α7α9F
2
ǫ + λ ln(2)α5α7Hn,kFǫ−

α2α3α5α7H
2
n,kFǫ + α4α5α7α9Hn,kF

2
ǫ +

α3α4α5α9H
2
n,kFǫ + λ ln(2)α3α9Hn,kFǫ+

λ ln(2)α3α7Hn,kFǫ + α3α6α7α9Hn,kF
2
ǫ +

α3α5α6α7H
2
n,kFǫ − α5α7α8α9Hn,kF

2
ǫ −

α3α7α8α9Hn,kF
2
ǫ − α3α5α8α9H

2
n,kFǫ+

λ ln(2)α5α9Hn,kFǫ − α2α3α7α9Hn,kF
2
ǫ +

α3α4α5α7H
2
n,kFǫ + α5α6α7α9Hn,kF

2
ǫ ,

Dn,k = α4α5α7Hn,kFǫ − α2α3α9Hn,kFǫ−
α5α8α9Hn,kFǫ − α3α8α9Hn,kFǫ+

α5α6α7Hn,kFǫ − α2α3α7Hn,kFǫ+

α4α5α9Hn,kFǫ − α2α3α5H
2
n,k+

α3α6α7Hn,kFǫ + α6α7α9F
2
ǫ − α7α8α9F

2
ǫ +

λ ln(2)α9Fǫ + λ ln(2)α7Fǫ + λ ln(2)α5Hn,k+

α3α4α5H
2
n,k + λ ln(2)α3Hn,k,

En,k = λ ln(2)− α2α3Hn,k − α8α9Fǫ+

α6α7Fǫ + α4α5Hn,k

the Lagrangian (4.22) becomes

An,kP
4
n,k +Bn,kP

3
n,k + Cn,kP

2
n,k

+Dn,kPn,k + En,k = 0 .
(4.24)

For a given λ ≥ 0, for all real positive roots of the polynomial, we compute (4.16)
and select the root yielding the highest secrecy rate. When no real roots are found, it
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means that the secrecy rate is strictly decreasing for Pn,k > 0, thus Pn,k = 0 and a
null secrecy rate is achieved.

We can now appreciate the value of the fitting (4.15), which provides the simple
polynomial (4.24) whose roots can be obtained using well-established algorithms.
Note that the algorithm must include a dichotomic search over λ ≥ 0 in order to
satisfy the power constraints. Again, note that the solution to problem (4.21) is a
generalization of the solution (4.20) for ideal transmission conditions.

4.4.3 Discrete Constellations

For infinite-length coding with discrete constellations, the optimization problem
(4.19) using the fitting (4.15) becomes (4.21), hence by applying also in this case the
Lagrange multiplier method we obtain again (4.24).

For finite-length coding with discrete constellations, the optimization problem (4.19)
using the fitting (4.15) becomes (4.21) and the Lagrange multiplier methods leads to
(4.24).

4.5 Maximum Rate Power Allocation

We now consider the power allocation problem at Alice and Bob with the aim of
maximizing the secrecy rate, i.e.,

Rmax = max
P,P̄

Rtot(P, P̄) , (4.25)

subject to power constraints (4.1), (4.26)

and rate constraints (4.4) and (4.5).

Since the total rate is obtained by summing the minimum between the phase 1
and phase 2 rates [see (4.3)], the objective function (4.25) can be replaced by the
maximization of the sum rate in phase 2, under the constraint that the sum incoming
and outgoing rates in the two phases are the same, i.e.,

R∗
tot(P

∗, P̄ ∗) = max
P ,P̄

N∑

n=1

K∑

k1

R̄n,k(P̄n,k) ,

K∑

k=1

R̄n,k(Pn,k) ≤
K∑

k=1

Rn,k(Pn,k) n = 1, . . . , N . (4.27)

As observed in [5], this is a mixed-integer programming problem, and for its solu-
tion we resort to the iterative approach of [5] based on the game-theoretic Gale and
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Shapley algorithm for the stable matching problem [80]. Next we summarize the al-
gorithm, while referring the reader to [5] for its detailed description.

The stable matching problem aims at matching dames to cavaliers, without having a
dame and a cavalier belonging to two different couples both preferring to be matched:
cavaliers first propose themselves to dames and dames, instead of directly choosing
the cavalier, discard the worst proposal. Then cavaliers re-do their proposal (without
being allowed to re-present a discarded proposal) and dames again discard the worst.
The process is iterated until each dame has at most one proposal.

In our context, we have to match channels and relays, and we have two of such
matches, for the two phases, i.e., for each k = 1, . . . ,K we must find a relay index
n(k) for phase 1 and relay index n̄(k) for phase 2. The proposals are the rates of-
fered by the relays. The dames are the channels at Bob and Alice. We perform the
two matches in cascade: we choose the matching for phase 2, but proposals will be
computed by solving the rate matching problem for phase 1.

The general solution of the problem in reported in Algorithm 1. The algorithm
works iteratively, where at each iteration all relays provide Bob a proposal for each
channel. Then Bob discards the request providing the lowest rate for all channels
where at least two proposals have been received. At next iteration a relay that has seen
his proposal discarded will update the rates on all other channels and send the new
proposal to Bob. The process stops when Bob receives at most one proposal for each
channel.

The output of the algorithm is the allocated power matrices P and P̄ , having as
(n, k) entry Pn,k and P̄n,k, respectively. Matrices R and R̄ collect the rates in the
two phases and are defined analogously. The set Q̄k, k = 1, . . . , is iteratively updated
and at each iteration collects the indices of relays that are not allowed to transmit on
channel k in phase 2. Set

S̄n = {k : n /∈ Q̄k} ,

instead collects all channels available for transmission to relay n in phase 2.

Initially, all these sets are empty as all relays are potentially free to transmit on any
channel in phase 2. Note that the constraint of having at most one relay transmit-
ting in each channel is not taken into account initially. However, at each iteration a
competing relay for one channel is prevented from transmitting and the process stops
exactly when there is at most one relay transmitting on each channel. At each itera-
tion the routine Rate_Offer_Phase_2 is run, which provides the power allocation that
maximizes the total rate under the power constraints, the channel availability in phase
2 (i.e., sets Q̄k). Then, we remove the relay that provides the minimum rate on one
channel, i.e., we select the relay/channel index

(n′, k′) = argmin(n,k):|Q̄k|<(N−1) and n/∈Q̄k
R̄n,k (4.28)

and insert its index in Q̄k.
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4.5 Maximum Rate Power Allocation

Algorithm 1: General Resource Allocation Algorithm

output: P , P̄

1.1 Set Q̄k = ∅;
1.2 while (∃k : |Q̄k| < N − 1) do

1.3 (P , P̄ , R̄) = Rate_Offer_Phase_2({Q̄k});
1.4 Find relay channel indices (n′, k′) from (4.28);
1.5 Q̄k′ = Q̄k′ ∪ {n′}
1.6 end

1.7 return

4.5.1 The Rate_Offer_Phase_2 Algorithm

We now detail the Rate_Offer_Phase_2 algorithm that provides the rate offers for
phase 2, given channel availability S̄n for each relay n = 1, . . . , N . In formulas, this
is problem (4.25)-(4.26) subject to the additional constraint

K∑

k=1

Rn,k(Pn,k) =
∑

k∈S̄n

R̄n,k(P̄n,k) , n = 1, . . . , N .

Solution of the problem is achieved by computing the rates achieved in phase 2
by calling function MACalPowRate, which takes into account channel availability.
Let R̄(P̄n,k) be obtained solution. Then we compute the maximum rates achievable
in phase 1 that the rate matching constraint (4.27) by function Rate_Offer_Phase_1.
Lastly, we consider the rates obtained in phase 1 as a constraint to re-compute the
optimal power allocation in phase 2, under the channel availability constraint. This is
achieved by calling MACalPowRate for each relay, with the additional constraint that
the rate in phase 2 cannot exceed that in phase 1, i.e.,

∑K
k=1 Rn,k.

The resulting algorithm is reported in Algorithm 2, where R̄n,· (P̄n,·) denotes the
nth row of R̄ (P̄n,·). Matrix H̄n,S̄n

collects the columns of matrix H̄ with indices in
S̄n.

4.5.2 The MACalPowRate Algorithm

We now detail the MACalPowRate algorithm, which aims at maximizing the total
secret rate over channel set Sn, in point to point transmission, under a) a power con-
straint and b) a total rate constraint. Here we focus on the solution of the point-to-point
problem for relay n in phase 1, but it can be applied also in phase n. In formulas, the
problem can be written as

max
Pn,k,k∈Sn

Rn,k(Pn,k) s.t. (4.1) and
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Algorithm 2: Rate_Offer_Phase_2

Input : {Q̄k}
Output: P , P̄ , R̄

Data: ǫ, H̄

2.1 Sn = {k : n /∈ Q̄k}
2.2 for n = 1 to N do

2.3 (P̄n,·, R̄n,·) = MACalPowRate(H̄S̄n,n
, Ptot,∞);

2.4 end

2.5 (P , R) = Rate_Offer_Phase_1(R̄);
2.6 for n = 1 to N do

2.7 (P̄n,·, R̄n,·) = MACalPowRate(H̄S̄n,n
, Ptot,

∑K
k=1 Rn,k);

2.8 end

2.9 return

Algorithm 3: MACalPowRate
Input : h, Ptot, ρmax

Output: π, ρ

Data: ǫ
3.1 wmin = 0, wmax = 1, w = 1.
3.2 (π, ρ) = MACAllocation(h, Ptot);
3.3 if

∑
k ρk > ρmax then

3.4 while |∑k ρk − ρmax| > ǫ do

3.5 if
∑
k ρk > ρmax then

3.6 wmax = w
3.7 else

3.8 wmin = w
3.9 end

3.10 w = (wmax + wmin)/2;
3.11 (π, ρ) = MACAllocation(h, wPtot);
3.12 end

3.13 end

3.14 return
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∑

k∈Sn

Rn,k(Pn,k) ≤ ρmax , (4.29)

where ρmax is the rate constraint. Note that when constraint (4.29) is active, not all
power will be used. Therefore, the solution is obtained by first considering the point
to point optimization problem without the rate constraint, i.e., the problem addressed
in Section 4.4. If this solution does not satisfy the rate constraint, then the power
constraint is modified (i.e., the available power is reduced) until the rate constraint is
satisfied.

The resulting algorithm is reported in Algorithm 3, where h denotes the channel
matrix (possibly being a sub-matrix of H or H̄). Note that the point to point solution
of Section 4.4 is indicated by function MACAllocation, and that the algorithm per-
forms a dichotomic search between zero allocated power and Ptot in order to find the
intermediate power constraint that yields a rate satisfying the rate constraint.

4.5.3 The Rate_Offer_Phase_1 Algorithm

We now detail the Rate_Offer_Phase_1 algorithm, which aims providing the offers
for rates in phase 1, given the maximum rates that can be supported in phase 2, R̄.

Solution is achieved by applying again the Gale Shapley approach, where now at
each iteration relays offer rates for phase 1 and Alice discards the worst proposal. In
this process we must take into account the power constraint on Alice. However, as for
the resource allocation the constraint on the unique use of a channel was progressively
enforced, this occurs also for the power constraint. In particular, the rate proposal to
relay n in phase 1 is obtained by power allocation that maximizes the secrecy rate to
relay n, assuming that all power is available to transmit to relay n. This is achieved by
calling N times MACAllocation, one time for each Alice-relay link, obtaining power
allocations P ∗

n,k. Among all proposals to all relay we select the worst one, correspond-
ing to the channel-relay couple (n′, k′) = argmin(n,k)Rn,k(P ∗

n,k), and we discard it,
by preventing relay n′ from allocating power on channel k′. The process is iterated
by updating the power allocation for user n′. However, to take into account the power
constraint of phase 1 that operates across the relays, the maximum power available to
relay n′ is reduced, since channel k′ is used by another relay. We however do not know
which relay at the end will use the channel, thus we reduce the total power available
for user n′ of the minimum among all power allocations, i.e., Ptot −minn 6=n′ Pn,k∗ .
The process is iterated until for each channel Alice transmits at most one relay. At a
generic iteration, let Qk be the set of relays to which Alice transmits on channel k,
and Sn the set of channels that can be used for relay n. Then, the discarded proposal
is that of relay/channel couple

(n′, k′) = min
k,n∈Qk

Rn,k(P ∗
n,k) , (4.30)
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and the maximum power to be used for transmission to relay n is

P (tot)
n = Ptot −

∑

k 6=Sn

min
n∈Qk

Pn,k . (4.31)

The resulting algorithm is reported in Algorithm 4.

Algorithm 4: Rate_Offer_Phase_1

input : R̄

output: P , R

4.1 Set Qk = ∅, Sn = {1, . . . ,K}, P (tot)
n = Ptot;

4.2 while (∃k : |Qk| < N − 1) do

4.3 for n = 1 to N do

4.4 (P·,n, R·,n) = MACalPowRate(HSn,n, P
(tot)
n ,

∑K
k=1 R̄n,k);

4.5 end

4.6 Compute (n′, k∗) using (4.30);
4.7 Qk∗ = Qk ∪ {n∗};
4.8 Sn = {k : n /∈ Qk};
4.9 for n = 1 to N do

4.10 Compute P (tot)
n from (4.31);

4.11 end

4.12 end

4.13 return

4.6 Numerical Results

Let us consider the scenario reported in Fig. 4.6, where the relay nodes are posi-
tioned along a line that is orthogonal to the segment between Alice to Bob, intersecting
it at a distance dI and dII from Alice and Bob, respectively. Moreover, relays are equi-
spaced with a distance ∆ between any two adjacent relays. We further assume that the
eavesdropper is at least at a distance dE from any transmitting node, i.e., it is outside
of the dashed circles surrounding Alice and the relays.

The K = 16 channels between any couple of nodes are assumed independent
Rayleigh fading. We also consider Ptot,1 = Ptot,2 = 1. The average SNR at uni-
tary distance is of 0 dB, and the path loss coefficient is 3.5, thus the average SNR at
distance d is d−3.5. About the eavesdropper, since it is assumed to be at a minimum
distance dE from any transmitting node, the outage gain is obtained from (4.18). For
finite-length coding we assume a CER at Bob κ = 10−3 and m = 128 and 4, 096.
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Figure 4.6: Node position diagram. A: Alice, B: Bob, rn: relay n.
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Figure 4.7: Average maximum secrecy rate as a function of dE with infinite-length
coding, both Gaussian and discrete (16-QAM) constellations and various
values of N .
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Figure 4.8: Average maximum outage secrecy rate as a function of dE with finite-
length coding (m = 4, 096), both Gaussian and discrete (16-QAM) con-
stellations and various values of N .
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Figure 4.9: Average maximum outage secrecy rate as a function of dE with Gaussian
constellation, both infinite- and finite-length (m = 128 and m = 4, 096)
coding and various values of N .
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4.6.1 Impact of Eve’s distance

We first consider a scenario in which each relay has the same distance from Alice
and Bob, i.e., dI = dII = 0.8, the separation between relays is ∆ = 0.05, the number
of relays is N = 2, 4 or 8.

Figs. 4.7 and 4.8 show the average maximum outage secrecy rate E[Rmax], averaged
over channel realizations, as a function of dE, for a target secrecy outage probability
ǫ = 10−4, and comparing different coding and constellations settings. Fig. 4.7 reports
results for a transmission using infinite-length coding and both Gaussian and discrete
constellations. We observe that the use of 16-QAM does not decreases significantly
the performance in this case, since the maximum rate of 16 channels with 16-QAM
is 256 b/s/Hz, well above the average secrecy rate of 25 b/s/Hz actually achieved in
the considered setting even with the Gaussian constellation. Moreover, by increasing
the number of relays, the average maximum outage secrecy rate increases, as a diver-
sity gain is available on the links among legitimate nodes. Fig. 4.8 shows results for
finite-length coding and both Gaussian and discrete constellations. For the Gaussian
constellation, comparing Figs. 4.7 and 4.8 we note a negligible performance degra-
dation for a codeword length m = 4, 096 with respect to infinite-length coding, since
Q−1(κ) = 3.1 and from (4.14) the loss is of the order ofK ·10−3 ≈ 10−2. About Fig.
4.8 we further observe that finite-length coding further increases the gap with respect
to Gaussian constellation: this is due to the fact that proper matching in the two phases
of relaying must be found to achieve a end-to-end secrecy rate and adding constraints
further limit this performance, in a non-linear fashion. Lastly, as dE → ∞ we note
that the rate curves flattens in correspondence of the insecure rate of the relay parallel
channels, as in this case security conditions are always met and the performance is
limited only by the legitimate channel conditions.

4.6.2 Impact of Codeword Length

In Fig. 4.9 the impact of the codeword length for finite-length coding with Gaussian
constellation is investigated. Note that the performance of codes with long codewords
(m = 4, 096) is comparable to that of infinite-length coding. Considering a 16-QAM,
differences between infinite-length coding and 4,096-length coding are negligible as
the average maximum outage secrecy rates coincide for all numbers of relay nodes.
Similar results are obtained with discrete constellations, not reported here for the sake
of conciseness, where, as seen before, the impact of finite-length coding is stronger
than for the Gaussian constellation.

4.6.3 Impact of Relative Node Distances

We then study the impact of the relative distances among legitimate nodes. In par-
ticular, we fix the Alice-Bob distance to dI + dII = 2, and we let the ratio between the
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Figure 4.10: Average maximum outage secrecy rate as a function of dI/dII, various
values of ∆, and finite-length coding (m = 4, 096) with discrete (16-
QAM) constellations, for dE = 10, ǫ = 10−4 and N = 4 relays.

two distances dI/dII and the distance among the relays vary, i.e., ∆ = {0.05, 0.1, 0.5},
for dE = 10, ǫ = 10−4 and N = 4 relays.

Fig. 4.10 shows the average maximum outage secrecy rate as a function of dI/dII,
and finite-length coding (m = 4, 096) with Gaussian constellation. We observe that
for decreasing values of ∆ the curves tend asymptotically to a maximum average se-
crecy rate of 2 b/s/Hz. On the other hand, as dI/dII tends to infinity, the average
maximum outage secrecy rate tends to zero, as the Alice-relay links will provide van-
ishing data rates. When the distance ∆ tends to zero all the relay nodes are squeezed
in the same point between Alice and Bob, which represents the optimal relaying con-
figuration.

4.6.4 Comparison With Other Solutions

Figs. 4.11 and 4.12 provide a comparison between our resource allocation (denoted
as Gale-Shapley, or GS) strategy and two suboptimal solutions, respectively uniform
power allocation over the K channels and water-filling allocation. Various scenarios
are considered, i.e. infinite-length codes with Gaussian signaling and finite-length
coding with discrete constellations. We also consider that each relay has the same
distance from Alice and Bob, i.e., dI = dII = 0.8, the separation between relays
is ∆ = 0.05, the number of relays is N = 2, 4 or 8. Water-filling provides the
best possible power allocation in Eve’s absence, since it assigns more power to the
channels presenting better gains. However, this solution is not convenient from a
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Figure 4.11: Average maximum outage secrecy rate as a function of dE , with infinite-
length coding (m = 4, 096) and Gaussian constellations, obtained using:
GS power allocation, water-filling and uniform power allocation.

security standpoint, since channels that are good for the legitimate receiver could also
be good for the attacker, thus degrading the secrecy performance. As predictable,
uniform allocation leads to the worst average secrecy rate for all the considered cases.
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Figure 4.12: Average maximum outage secrecy rate as a function of dE , with finite-
length coding (m = 4, 096) and discrete (16-QAM) constellations, ob-
tained using: optimal power allocation, water-filling and uniform power
allocation..

4.7 Summary

In this chapter we have derived the secrecy rate of the Gaussian relay parallel chan-
nel under finite-length coding and discrete constellation constraints, defined as the
maximum rate for which a minimum equivocation rate is achieved at Eve. More-
over, we have applied a coupled version of the Gale and Shapley algorithm to allocate
power within each channel in order to maximize the secrecy rate. Numerical results
show the effectiveness of the resource allocation approach we consider, and show that
moderate sizes of both the constellation alphabet and the codewords are sufficient to
achieve close-to-optimal secrecy rates for typical wireless transmission scenarios.
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Chapter 5

Security in heterogeneous

distributed storage systems

Distributed storage systems and caching systems are becoming widespread, and this
motivates the increasing interest on assessing their achievable performance in terms of
reliability for legitimate users and security against malicious users. While the assess-
ment of reliability takes benefit of the availability of well established metrics and tools,
assessing security is more challenging. The classical cryptographic approach aims at
estimating the computational effort for an attacker to break the system, and ensur-
ing that it is far above any feasible amount. This has the limitation of depending on
attack implementation and advances in computing power. The information-theoretic
approach instead exploits capacity measures to ensure unconditional security against
attackers, but often does not provide practical recipes to achieve such a condition.
We propose a mixed cryptographic/information-theoretic approach to reach a twofold
goal: estimating the levels of information-theoretic security and defining a practical
scheme able to achieve them. Proper dimensioning of the scheme’s parameters, in or-
der to optimize the security metrics, is achieved through the application of an effective
probabilistic model checking, thus removing most of the limitations related to more
conventional methods.

The distributed storage systems (DSSs) analyzed in this work are well-known and
our goal is to characterize them, in order to derive explicit and practical design rules,
through the mixed cryptographic/information theoretic approach, by taking advantage
of the powerful tool provided by probabilistic model checking (PMC). More precisely,
we model the DSSs as Markov decision processs (MDPs). Then we use PRISM [81], a
state of the art probabilistic model checker, to measure the likelihood of an attack. By
exploiting a result of Massey [82], we later estimate the eavesdropper equivocation
about the secret message, and define the conditions under which it may equal the
message entropy, thus achieving perfect secrecy. This results in the definition of some
sets of the system parameters that permit us to achieve perfect secrecy in practical
conditions.
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5.1 Related works

Formal verification of security requirements in communication protocols is a well-
established practice. In particular, model-checking [83–86] enables to verify automat-
ically all the possible interleaved runs of the protocols in the presence of an adversary
that can intercept, remove, modify the original messages as well as inject new mes-
sages. In this respect, the Dolev-Yao intruder model [87] is considered the most gen-
eral model (the worst case) as it assumes a non-deterministic attacker in full control
of the communication channels.

Traditionally, model checking can verify whether a system can be attacked or not
and are not suitable for verifying security protocols in systems characterized by un-
certainty or using randomized algorithms. We assume, instead, that every component
of a cloud system may be attacked with some probability, and we wish to measure the
likelihood of such attacks. This motivated us to define custom probabilistic intruder
models, in place of the Dolev-Yao intruder.

Our scenario requires the use of probabilistic model-checking that provides a quan-
titative measure of security in terms of the probability of reaching a bad state. Ex-
amples of probabilistic model-checking applications in security can be found in the
recent literature [88–91]. Probabilistic (as also the traditional one) model-checking
suffers in general the state-explosion problem, making the verification of real-world
security protocols and systems sometimes unfeasible.

One way to address this problem is to trade memory for computation by statisti-
cally [92] measuring the probability to satisfy or to violate a property over a set of
traces generated by randomly sampling the model. This method in general requires a
large number of samples to measure the probability of a rare event such as a security
breach.

Another direction, that we have also pursued in this paper, is to find a suitable
abstraction technique [93] that reduces the description of the system to a feasible
state-space, still preserving the properties of interest. For example, distributed systems
consisting of several instances of identical communicating components can benefit by
proving a small model theorem that guarantees the existence of a bound in the number
of the identical components for which it is sufficient to solve the verification problem
to prove the correctness also for any larger number of components. Although this
approach, also referred to as parameterized verification, has gained a lot of interest
to verify (non-)deterministic systems [94–97] to the best of our knowledge it is still
scarcely explored in the probabilistic setting [98, 99].

Finally, let us remark that also the structure of the attacker may determine the feasi-
bility of the verification of security properties. In our work we have employed a pas-
sive intruder model, and indeed several authors agree that this is enough when analyz-
ing confidentiality requirements. For example, Li and Pang [100], and Shmatikov [101]
used passive intruders to verify anonymity of protocols, a special case of confidential-
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an AONT can also be obtained under the paradigm of unconditional security.

In the system we consider, the x-bit secret message is appended with y pseudo-
random bits before entering an AONT. Such bits are generated through a pseudo-
random numbers generator (PRNG) of sufficient length (the meaning of “sufficient”
will be clarified afterwards). At the output of the AONT we get z = x + y + α

encrypted bits, where α represents the ciphertext expansion due to the AONT (e.g.,
for adding the last block containing the random key).

5.2.2 Dispersal

After encryption, data are divided into slices that have to be dispersed among nodes
(we consider that one slice is sent to each node, but the analysis can be extended to
other scenarios). The slicer deals with the fragmentation of the bits into k slices, where
k is the dimension of the linear block code subsequently used in the encoding step.

Each slice contains l blocks of q bits, where l =
⌈
z
kq

⌉
. The choice of k depends

on the type of encoder that follows the slicer, as we will see in the next subsection.
If necessary, some stuffing bits are included. However, for the sake of simplicity, we
suppose that z is equal to klq, so that the slicer can exactly divide the z bits of the
message in l blocks.

After encoding, the number of slices increases from k to n > k due to redundancy
added by the code. Slices are then ready to be distributed among nodes in the cloud
system.

5.2.3 Encoding

The code used is an erasure code with length n and dimension k, defined over the
Galois field of order 2q. We consider two families of codes: full-length Reed-Solomon
(RS) codes with q > 1 and n = 2q − 1 and Luby transform (LT) codes with q = 1

and several values of n (that, for LT codes, does not depend on q). In this sense, n
represents the number of encoded symbols in case of RS codes, while it represents the
number of encoded bits for LT codes. The code rate R = k/n represents the fraction
of information symbols/bits over encoded symbols/bits.

In the case of RS codes, the code is able to recover a number of erased symbols
smaller than or equal to n−k, independently of their positions, while it cannot recover
a number of erasures greater than n − k. In the case of LT codes, instead, for any
number of erased bits, there is some probability that the code is able to recover them.
As done in [103], we can define two threshold values, k1 and k2, with k1 < k2, such
that when the number of available bits is below k1, we are reasonably sure that the
code is unable to correct erasures, and when the number of available bits is above k2,
we are reasonably sure that the code is able to correct all erasures. For a number of
available bits between k1 and k2, we estimate the erasure recovery probability through
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the results of the analysis in [103], by extrapolating them to several code lengths and
rates, with a linear approximation.

The encoder generates a block of encoded data having size w equal to the ratio
between the overall information length z and the code rate R, i.e., w = nlq.

5.2.4 Dispatcher

It sends each of the n slices to one of the m independent storage nodes (the service
providers (SPs) of Fig. 5.1) through the network. Each SP receives a number of slices
equal to ni, with

∑m
i=1 ni = n.

5.3 Security Analysis

We assume that an attacker has the following options to recover the secret message:

1. Exhaustive searching within the message space;

2. Breaking the AONT:

3. Gathering a sufficient number of slices to recover the message.

We also assume that nodes are grouped in different classes, each of them having
a different probability to be violated. For this reason, we can refer to the case of
heterogeneous systems.

For the sake of simplicity, we suppose that the secret message M is ideally com-
pressed, and hence it has maximum entropy, that is, H(M) = x. This assumption can
easily be removed in order to take into account some practical, suboptimal compres-
sion function. Under this hypothesis, exhaustive searching within the message space
requires 2x attempts by an attacker, and this obviously represents the ultimate upper
bound on the attack complexity.

The second approach that an attacker could try for recovering the message is to
break the AONT. In this case, part of the secret message could be decrypted even
without having collected a sufficient number of slices. We suppose that the AONT is
built by using strong cryptographic components. Under such hypothesis, a reasonable
assumption is that the number of attempts required by an attacker to break the AONT
is in the order of 2α. We always fix α ≥ x, such that for an attacker to break the
AONT is not more favorable than exhaustive searching within the message space.

The third kind of attacks we consider consists in recovering a sufficient number of
slices in such a way that an attacker could reconstruct the secret message by invert-
ing the AONT. However, we suppose that the attacker has no access to the storage
system; therefore, the only way for him to collect slices is to intercept them during
transmission. Each slice si, i = 1, 2, 3, . . . n, is transmitted over a (wired or wireless)
link from which an eavesdropper, noted by Eve in the following, is able to intercept
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it with probability pi, i = 1, 2, 3, . . . n. The probability that Eve successfully recov-
ers a sufficient number of slices and decodes the message from them is denoted as P .
Since the system we consider is heterogeneous, the pi values can be different one each
other. Unlike homogeneous systems, for heterogeneous systems it is very difficult to
compute P through combinatorial arguments, as also observed in [104, 105]. For this
purpose, we propose an approach based on PMC, that is described in Section 5.5.

Let us suppose that the attacker is observing the transmission of a large number
of slices corresponding to the storage of a large amount of one or more users’ data.
We also assume that the attacker has only one chance to intercept as many slices as
possible within a set of n slices corresponding to each block. This is realistic since in
large storage systems the reading and writing rate of each block of data is very small
compared to the overall data transfer speed. Therefore, it is realistic to assume that
each attack attempt is independent of the outcome of previous attacks.

Under these hypotheses, the probability that an attacker is able to successfully re-
cover a sufficient number of slices and decodes the message after i attempts is

Pi = P · (1− P )
i−1

. (5.1)

Based on (5.1), the average number of attempts required by an eavesdropper to recover
the message through this attack is

A =

∞∑

i=1

i · Pi = 1/P.

Because Pi in (5.1) follows a geometric distribution, from [82] we have

H(M |Z) = E ≥ log2 (A− 1) + log2 (e) = E∗, (5.2)

where e is Euler’s number, M is the secret message, Z is Eve’s observation and E is
Eve’s equivocation about the secret message.

Based on these considerations, through (5.2) we obtain a lower bound E∗ on Eve’s
equivocation. On the other hand, for an x-bit random message M , we have E ≤ x.
Therefore, when E∗ = x, we necessarily have E = x, that means we achieve perfect
secrecy. In the following we show that the perfect secrecy condition can indeed be
achieved with practical choices of the system parameters.

5.4 Attack scenarios

According to Fig. 5.1, the m SPs are distributed over the Internet, therefore users
must exploit network connectivity in order to dispatch the n slices over them. In
this work we assume the user is connected to the Internet from its local area network
(LAN) through a gateway or an edge router. Furthermore, the protocol used by the
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Figure 5.2: Probability of correct reception in a WLAN (L=200 bytes, ST=12 dBm)

Dispatcher may rely on end-to-end security techniques, like Secure Sockets Layer/-
Transport Layer Security (SSL/TLS). Nevertheless, let us investigate the worst case
scenario where (1) the intruder can sniff the LAN, and (2) end-to-end encryption does
not apply or does not work. These assumptions are reasonable because: (i) a LAN,
especially if wireless, seems the most exposed one to eavesdropping; (ii) SSL/TLS re-
quires a public key infrastructure, the related certificate management, and this may not
be affordable in some cases (e.g., when SPs are small and cheap storage nodes); (iii)
SSL/TLS can be affected by implementation bugs or other vulnerabilities [106, 107].

In this work we focus on wireless attacks. The wireless LAN (WLAN) may be
open, or the attacker may be an insider of the network and possess all the credentials.
This occurs any time the user is in an open wireless network or in a network protected
via techniques based on pre-shared keys (e.g., WEP or WPA-PSK), so that all the other
users can successfully acquire all her/his packets.Two scenarios will be analyzed: a
user connected only to a WLAN, or a user connected to both a WLAN and a wired
LAN.

In wireless connections, packets are subjected to channel conditions such as noise
and signal degradation. Of course, a wireless attack depends on how far the eaves-
dropper is from the source, since the channel quality decreases inversely to the dis-
tance. Moreover, the legitimate receiver is authorized to ask for re-transmission of lost
packets (e.g. in presence of bad channel conditions), while the eavesdropper cannot,
otherwise it would be revealed.

Let us consider a setting where errors affecting one slice are independent of errors
affecting another slice. This assumption is realistic in many real-world WLAN de-

77



Chapter 5 Security in heterogeneous distributed storage systems

ployments, e.g., in the presence of relatively fast fading (coherence time not longer
than the duration of a slice). Therefore, the probability that a single slice attack is
successful corresponds to the probability that a slice is received by the attacker with-
out errors. This probability depends on different parameters which act on the wireless
channel, and we are interested in evaluating it as a function of the distance of the
eavesdropper from the user. Let us denote by P the channel packet error rate, and
by Q = (1 − P ) the probability that a slice is received without errors. The value of
Q depends on the transmitted power ST and on the path loss model. Examples are
reported in [108], for the case of indoor communications. Numerical values for P are
given in [109], where data is collected through a network simulator and packets with
L = 200 bytes of application data and ST = 12 dBm are considered. By assuming
these parameters, Fig. 5.2 reports the average values of the probability of correct re-
ception for a distance between 8 m and 30 m, considering different data rates Rb, for
a typical IEEE 802.11g wireless connection.

5.5 Probabilistic model checking

To model the considered systems and attack scenarios, we use MDPs (see e.g. [110,
Ch. 10.5]).

Definition 1 (Markov Decision Processes) Assume a finite set of atomic propositions

AP. A MDP is a tupleM = (S,Act,Pr, ι, L) where:

• S = {s1, s2, . . .} is a finite set of states,

• Act = {α1, α2, . . .} is a finite set of actions,

• Pr : S×Act×S → [0, 1] is a probabilistic transition function such that, for all

states s ∈ S and actions α ∈ Act,
∑
s′∈S Pr(s, α, s′) ∈ {0, 1};

• ι : S → [0, 1] is the initial distribution probability of states, such that
∑
s∈S ι(s) =

1;

• L : S → 2AP is a labeling function.

The probabilistic transition function can be extended to sets of states as follows:
Pr(s, α, T ) =

∑
t∈T Pr(s, α, t), for all s ∈ S, α ∈ Act, and T ⊆ S. Let us call

parametric MDP any MDP M(p1, . . . , pw) whose transitions refer to probabilities
as parameters p1, . . . , pw. We will say that a MDP M′ instantiates M(p1, . . . , pw)

if there exist real values 0 ≤ q1, . . . , qw ≤ 1 such that M′ is obtained from M by
replacing pi with qi, for all i.

Definition 2 (Parallel composition) Given MDPsM1 = (S1,Act1,Pr1, ι1, L1) and

M2 = (S2,Act2,Pr2, ι2, L2), we writeM1 ‖ M2 to denote the MDP (S1×S2,Act1∪
Act2,Pr, ι, L) obtained as follows:
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• Pr((s, t), α, (s′, t′)) =





Pr1(s, α, s′) if α ∈ Act1 \ Act2, t = t′

Pr2(t, α, t′) if α ∈ Act2 \ Act1, s = s′

Pr1(s, α, s′) · Pr2(t, α, t′) if α ∈ Act1 ∩ Act2

• ι((s, s′)) = ι1(s) · ι2(s′), for all s ∈ S1, s
′ ∈ S2

• L((s, s′)) = L1(s) ∪ L2(s′)

We say thatM1 ‖ M2 is the parallel composition ofM1 andM2.

Let us write M[α/α′] to denote the MDP where action α has been replaced by
action α′. Formally: (S,Act,Pr, ι, L)[α/α′] = (S,Act′,Pr′, ι, L) where:

• Act′ = (Act \ {α}) ∪ {α′}, and

• Pr′(s, β, t) =





Pr(s, α′, t) if β = α,

Pr(s, β, t) else

To express properties of probabilistic systems, the probabilistic temporal logic PCTL⋆

[110, Ch. 10] can be used. We report its grammar:

Φ ::= true | p | Φ ∧ Φ | ¬Φ | PJ(ϕ)

ϕ ::= Φ | ϕ ∧ ϕ | ¬ϕ | Xϕ | Gϕ | Fϕ

where p ∈ AP and J ⊆ [0, 1] is a rational interval. Terms of Φ are state formulae,
while terms of ϕ are path formulae. Intuitively, formula Gϕ (resp. Fϕ) holds w.r.t.
some path iff every (resp. some) state visited along the path satisfies sub-formula
ϕ. Given an MDPM, we writeM |= Φ expressing that all the initial states ofM
satisfy Φ. Given a PCTL⋆ path formula ϕ and an MDP M, we write Pmax(ϕ,M)

(resp. Pmin(ϕ,M)) denoting the maximum (resp. minimum) probability with which
the specification ϕ is satisfied. Such a value can be computed in polynomial time w.r.t.
its input [110, Ch. 10.5].

Given two MDPsM1 andM2, one can show that they are indistinguishable if (i)
every transition to equivalent states on one system is mimicked on the other system,
and (ii) equivalent states are reached with the same probability on the two systems.
This is captured by probabilistic bisimulation [110, Ch. 10.5].

Definition 3 (Probabilistic bisimulation) Given MDPs (S1,Act1,Pr1, ι1, L1) and (S2,

Act2,Pr2, ι2, L2), a probabilistic bisimulation is any relation R ⊆ S × S such that
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R(s, s′) iff L(s) = L(s′) and Pr(s, α, T ) = Pr(s′, α, T ), for each action α ∈ Act,

equivalence class T ∈ S/R, and s, s′ ∈ S, where (S,Act,Pr, ι, L) = (S1,Act1,Pr1,

ι1, L1) ‖ (S2,Act2,Pr2, ι2, L2).

The probabilistic bisimulation is an equivalence relation, thus given two states s, t,
let us write s ≈R t if R is a probabilistic bisimulation and R(s, t) holds. When R is
clear from the context, we may omit it. It is known that bisimilar MDPs satisfy the
same PCTL⋆ formulae [110, Ch. 10.5].

Given two MDPs M1 and M2 and a sequence of action pairs Γ = α1/α
′
1, . . . ,

αn/α
′
n, let us writeM1 ≈Γ M2 to denote thatM1[α1/α

′
1] . . . [αm/α

′
m] ≈M2[α1/α

′
1] . . . [αm/α

′
m].

We call the relation ≈Γ probabilistic bisimulation up-to action replacement and intu-
itively denotes the fact thatM1 andM2 are bisimilar modulo a simple operation of
renaming their actions.

Theorem 1 Given two MDPs M1, M2 such that M1 ≈ M2, then M1 |= Φ iff

M2 |= Φ, for any Φ ∈ PCTL⋆.

Corollary 1 Given two MDPs M1, M2 s.t. M1 ≈ M2, then Pmax(ϕ,M1) =

Pmax(ϕ,M2) and Pmin(ϕ,M1) = Pmin(ϕ,M2) for any ϕ ∈ PCTL⋆.

Property 1 (Associativity) Given MDPsM1 = (S1,Act1,Pr1, ι1, L1),M2 = (S2,

Act2,Pr2, ι2, L2), andM3 = (S3,Act3,Pr3, ι3, L3), then:

(M1 ‖ M2) ‖ M3 ≈M1 ‖ (M2 ‖ M3)

Proof. Assume s1, s
′
1 ∈ S1, s2, s

′
2 ∈ S2, and s3, s

′
3 ∈ S3. The property is a conse-

quence of the follogin facts: 1) (S1 × S2) × S3 is isomorphic to S1 × (S2 × S3). 2)
By product associativity (ι1(s1) · ι2(s2)) · ι3(s3) = ι1(s1) · (ι2(s2) · ι3(s3)). 3) By
set union associativity (L1(s1)∪L2(s2))∪L3(s3) = (L1(s1)∪L2(s2))∪L3(s3). 4)
Finally, for any α ∈ Act and p ∈ [0, 1], one shows by cases on the definition of Pr that
Pr(((s1, s2), s3), α, ((s′

1, s
′
2), s′

3)) = p iff Pr((s1, (s2, s3)), α, (s′
1, (s

′
2, s

′
3))) = p.

Property 2 (Commutativity) Given two MDPsM1 = (S1,Act1,Pr1, ι1, L1) and

M2 = (S2,Act2,Pr2, ι2, L2) then:

M1 ‖ M2 ≈M2 ‖ M1

Proof. Assume s1 ∈ S1 and s2 ∈ S2. The property is a consequence of the following
facts: 1) S1 × S2 is isomorphic to S2 × S1. 2) By product commutativity ι1(s1) ·
ι2(s2) = ι2(s2) · ι1(s1). 3) By set union L1(s1) ∪ L2(s2) = L2(s2) ∪ L1(s1). 4)
Finally, for any α ∈ Act and p ∈ [0, 1], one shows by cases on the definition of Pr that
Pr((s1, s2), α, (s′

1, s
′
2)) = p iff Pr((s2, s1), α, (s′

2, s
′
1)) = p.
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5.6 Assessment methodology

Here we describe the MDPs modeling user, links to storage nodes and attacker.
Later we show how the system can be verified for any number of links.

5.6.1 Modeling

At every modification, the AONT-RS schema encrypts the file with a fresh and
random key. Then the data is encoded and dispersed. This means that a write operation
invalidates the slices of previous versions of the same file. On the other side, a read

operation gives a new opportunity to the attacker for collecting new slices up to the
threshold k. We refer this model to as write-once/read-many.

At a first sight, the considered model might resemble the threshold public key en-
cryption systems [111], where a private key is distributed among n decryption servers,
so that at least k servers are needed for decryption. In reality, between the two sys-
tems there are important differences. In particular, in the AONT-based scheme we
have only one user and the algorithm exploits symmetric ciphering. The only analogy
is on the concept of threshold that, however, while in the case of threshold encryption
is applied to the number of users that aim to decipher, in the present case is applied to
the number of recovered slices.

In Figs. 5.3, 5.4 and 5.5 we represent the relevant MDPs using straight variable
names for edge pre-conditions, while primed variable names are considered edge post-
conditions. When the edge does not have a synchronization label (resp. a probability),
we assume that the transition is asynchronous (resp. it has probability 1). When the
boolean formula is omitted, we assume it is a tautology.

The user. Fig. 5.3 shows the MDP USER(d1, . . . , dm) where m is the number of
storage nodes. Its variables are: nw counts the number of written slices, c tracks the
next node to write to, nra counts the number of remaining read attempts of the previ-
ously written message, nr1 . . . nrm count the slices to be read from the node i, in this
attempt of reading the message. Note that the dispatch probabilities make a probabil-
ity distribution, i.e.

∑
1≤i≤m di = 1. USER also reads variables ctr1, . . . , ctrm from

MDPs LINK1, . . . , LINKm to know the number of slices hosted by each node. USER

starts by dispatching the n slices across the available m node links. When done, it
goes to the reading stage, where it loops n_reads times reading back the previously
written message.

The node links. MDP LINKci (ai) depicted in Fig. 5.4 models any link to some
storage node that could host up to c slices. It stores in ctri the amount of hosted slices
not known by the attacker so far, and uses a binary flag leaki to remember whether
the last written or read slice was intercepted by the intruder. Note that only one of
the m copies of LINKi can have leaki = 1 at any time. This forces the attacker to
intercept the leaked slice before the user tries to write or read another one (possibly
leaking it again). Probability ai represents the likelihood of a slice being intercepted
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nra′ = n_reads

di : nw < n ∧
c′ = i

nw = n ∧ c = 0

[Wi]
c = i ∧ c′ = 0 ∧ nw′ = nw + 1 nra > 0 ∧

nra′ = nra− 1 ∧
nr′

1 = ctr1 ∧ . . .
∧ nr′

m = ctrm

nra = 0 ∧ nr1 = 0 ∧ . . . ∧ nrm = 0

nr1 = 0 ∧ . . . ∧ nrm = 0

[Ri]
nri > 0 ∧ nr′

i = nri − 1

Figure 5.3: The USER(d1, . . . , dm)

when traveling between the user and the storage node, while 1− ai is the probability
of not being intercepted. The node link synchronizes with the user through actions Ri
and Wi, and with the attacker using action Li.

The attacker. ATTACKER is the MDP modeling the intruder depicted in Fig. 5.5.
It has a single local variable ctra counting the number of collected slices so far. The
attack proceeds by collecting the slices leaked by them copies of LINKi in the system.
An attack is successful when ctra ≥ k.

leak′
i = 0

[Wi]

1− ai : ctri < c ∧ leak′
i = 0 ∧

ctr′
i = ctri + 1

[Ri]

1− ai : ctri > 0 ∧ leak′
i = 0 ∧

ctr′
i = ctri

[Wi]

ai : ctri < c ∧ leak1 = 0 ∧ . . . ∧ leakm = 0 ∧
leak′

i = 1 ∧ ctr′
i = ctri

[Ri]

ai : ctri > 0 ∧ leak1 = 0 ∧ . . . ∧ leakm = 0 ∧
leak′

i = 1 ∧ ctr′
i = ctri − 1

[Li] leaki = 0

Figure 5.4: The LINKci (ai)

[Li]

ctra < n ∧ ctr′
a = ctra + 1

Figure 5.5: The ATTACKER

5.6.2 Security assessment

It is evident that assessing the security of dispersal cloud storage algorithms is in-
herently a parameterized problem. Indeed, by allowing an arbitrarily large number of
read operations by the user, the attacker has probability 1 of intercepting more than k
slices (every read the attacker has one more chance of intercepting the missing slices,
until it intercepts all of them). Similarly, assuming the secret is split into an arbitrar-
ily large number of slices gives the attacker a negligible probability of succeeding in
his/her attack. Between these ends lie all the parameters values of the actual imple-
mentations of AONT-based algorithms. Very often such values are not bound to a
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clearly stated security metric.

Our approach exploits bounded and probabilistic model checking to compute the
likelihood of a successful attack, specified as a PCTL⋆ formula, for several parameter
configurations. The collected data allow us to draw a multi-dimensional graph relating
the probability of a successful attack with the parameter values.

For any m ∈ N, the dispersal cloud storage algorithms is modeled by:

MAONT
m := USER(d1, . . . , dm) ‖ LINKn1 (a1) ‖ . . . ‖ LINKnm(am) ‖ ATTACKER.

Finally, the probabilistic model checker is repeatedly invoked to solve the following
problem varying parameter values:

Pmax(F (ctra ≥ k),MAONT
m )

5.6.3 Small model theorem for node links

A small model theorem allows to verify a class of infinite state systems by only
checking a finite size system. The key observation is that, in a system where slices are
intercepted when traveling between user and storage nodes, two or more node links
with the same attack probability are indistinguishable from a single node link having
the same attack probability, modulo some technicalities.

Lemma 1 (Reduction) For any natural numbers c, d, i, j, k > 0 such that i 6= j, any

probability a. Given the MDPs LINKci (a), LINKdj (a), and LINKc+dk (a):

LINKci (a) ‖ LINKdj (a) ≈Γ LINKc+dk (a)

where Γ = Ri/Rk, Rj/Rk,Wi/Wk,Wj/Wk, Li/Lk, Lj/Li.

Sketched. Fix LINKci (a) = (Si,Acti,Pri, ιi, Li), LINKdj (a) = (Sj ,Actj ,Prj , ιj ,
Lj), LINKc+dk (a) = (Sk,Actk,Prk, ιk, Lk). One shows that there exists a relation
R ⊆ (Si × Sj)× Sk that is indeed a probabilistic bisimulation up-to action replacing
Γ. Take R := {((s, t), u) : s.ctri + t.ctrj = u.ctrk, s.leaki = 1 ⇐⇒ t.leakj =

1 ∨ u.leakk = 1}.
Call Prbig the probabilistic transition function of the composed MDP LINKci (a) ‖

LINKdj (a). Now one proves that the following commutative diagram holds:

(s, t) (s′, t′)

u u′

Prbig
p

R

Prk
p

R
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We first prove one direction. Fix any s, t, u such that R((s, t), u) and then reason by
cases on Prbig((s, t), α, (s′, t′)) = p.

• Case α = Ri (i.e. read on i): if p = a (i.e. a leaking happened) then s.ctri > 0,
s′.ctri = s.ctri − 1, s.leaki = t.leakj = t′.leakj = 0, s′.leaki = 1. By
R((s, t), u) we know that u.ctrk = s.ctri + t.ctrj and u.leakk = min(s.leaki +

t.leakj , 1) = 0. Let us name u′ the (unique) state satisfying the following:
u′.ctrk = u.ctrk − 1 and u′.leakk = 1. It is evident that R((s′, t′), u′), con-
cluding this branch of the case. If p = 1 − a (i.e. no leaking happened) one
similarly observes that s.ctri > 0, s′.ctri = s.ctri, and s.leaki = t.leakj =

s′.leak = t′.leak = 0. Now, under our assumptions, let us define u′ to be the
(unique) state where u′.ctrk = u.ctrk = s′.ctri + t′.ctrj and u′.leakk = 0 =

min(s′.leak + t′.leak, 1). Observing that R((s′, t′), u′) ends this case.

• Case α = Rj (i.e. read on j): it is symmetric to the previous one.

• Cases α ∈ {Wi,Wj , Li, Lj} are straightforward to check following the reason-
ing for the case α = Ri.

Finally, fix any s, t, u such that R((s, t), u) and reason by cases on Prk(u, α, u′) = p

to show that the opposite direction holds. Given a sorted list of numbers a1, . . . , am
s.t. a1 ≤ . . . ≤ am, let us call its distinction the list of indices i1, . . . , iq+1 satisfying
the following:

• i1 = 1, iq+1 = m, and i1 < . . . < iq+1,

• ∀j ∈ [1, q].∀k ∈ [ij , ij+1 − 1]. aij = ak, and

• ∀j ∈ [1, q]. aij < aij+1
.

Such constraints mean that the list a1, . . . , am can be partitioned into q sub-lists, each
containing identical values, and each pair of lists containing distinct values. For exam-
ple, the distinction of the sorted list of probabilities 0.00, 0.00, 0.05, 0.10, 0.10, 0.10, 0.15,
is the list of indices 1, 3, 4, 7.

The core theoretical contribution of this work shows that one can do parameterized
probabilistic model checking of systems with any number of LINKs, by considering
only a finite number of them. Such number is often called cutoff.

Theorem 2 (Small Model Theorem) For any naturals m, c1, . . . , cm > 0 and prob-

abilities a1, . . . , am. Given the MDPs LINK
c1
1 (a1), . . . , LINKcm

m (am). For any MDP

M and formula Φ ∈ PCTL⋆ the following holds:

M ‖ LINK
c1
1 (a1) ‖ . . . ‖ LINKcm

m (am) |= Φ⇔

M ‖ LINK
ci1
1 (ai1) ‖ . . . ‖ LINK

ciq
q (aiq ) |= Φ
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where, for some 0 < q ≤ m, the list of indices i1, . . . , iq is a distinction of the list

a1, . . . , am (assume w.l.o.g. that the latter is sorted), the dispatch probabilities are

given by dij =
∑ij+1−1
k=ij

dk while the capacities are defined as cij =
∑ij+1−1
k=ij

ck.

Proof. Let us recursively apply Lemma 1. The latter reduces any pair of LINKs
with identical attack probabilities to a single LINK. The procedure ends when all the
LINKs have distinct attack probabilities. By Lemma 1, for every j ∈ [1, q], the LINK

having attack probability aij has capacity cij (resp. dispatch probability dij ) defined
as the sum of the capacities (resp. of the dispatch probabilities) of all the original
LINKs with identical attack probability. By Lemma 1 and Theorem 1 they satisfy the
same PCTL⋆ formulae.

5.7 Numerical results

In this section, we analyze two case studies. In the first case study, we measure
the efficiency of channel usage necessary to achieve perfect secrecy, in terms of the
ratio between the size of the original message x and size of the message after being
processed w . In the second one, we consider two typical scenarios of real-world
implementations of dispersal cloud storage systems: (a) the user is connected to a
wireless LAN, and (b) the user is connected to two LANs, one wired and one wireless
(combined scenario).

5.7.1 First case study

The procedure COMPUTEMETRICS shown in 5.15 summarizes how the security
metrics presented in Section 5.3 are computed by our framework. It takes as input a
template processMT describing the system, a specificationRatt describing the attack
states, the number of slices n, the threshold values k1 and k2, with k1 ≤ k2 and q.

The PMC (in our case PRISM [81]) is repeatedly invoked, for increasing values
of l, to compute the probability that an attack is successful. Then, according to the
analysis in Section 5.3, it assumes that the source message has maximal entropy and
perfect secrecy is reached. The ratio x/w between the message size and the total size
is then plotted, which has the meaning of channel usage. To maximize this parameter
is a premium, as it means that, for a given value of w, the amount of information bits
transferred to the nodes with perfect secrecy is maximum. Incidentally, we observe
that the procedure indirectly fixes the value of y, so clarifying the meaning of the claim
in Section 5.2.1, where it was said that the output of the PRNG must be sufficiently
long.

For the simple case of a homogeneous system, that can be easily modeled through
combinatorial arguments, the framework has been validated replacing the call to PMC
with a different description of the same system expressed via an independent analysis
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Algorithm 5: ComputeMetrics(MT ,Ratt,n,k1,k2,q)

5.1 l← 1
5.2 while true do

5.3 pguess ← 1/2l·q pattack ← PMC(MT (n, k1, k2, pguess), Ratt)
5.4 E⋆ ← log2(e · (1/pattack − 1)) ⊲ cfr. [82]
5.5 ⊲ Assume key and message have maximal entropy
5.6 x← α← ⌊E⋆⌋
5.7 z ← k · l · q ⊲ Message length
5.8 y ← z − x− α ⊲ Random padding
5.9 w ← n · l · q ⊲ Total size

5.10 if y < 0 then

5.11 y ← 0 x← α← ⌊z/2⌋
5.12 end

5.13 GraphRatio(l, x/w)
5.14 l← l + 1

5.15 end

in Matlab. We verified on small instances of the problem (the only treatable through
Matlab) that the obtained probabilities were equivalent.

It is well known that one critical issue of (probabilistic) model checking is the so-
called state-space explosion. Namely, every added variable in the model causes an
exponential increase in the number of states in the model itself, and consequently in
the computation time. For such reason we use this section also to show the feasibility
of the proposed framework on problem instances of realistic size. Each call of the
model checker terminates within a time ranging from few seconds to 10 minutes, after
which it timeouts, interrupting the experiment for that series.

Our first example compares AONT-RS and AONT-LT channels with n = 255 slices
and different slice dispatching policies. Namely, for each channel we test three sce-
narios: in the first one (sec−), it is more likely that slices are sent towards groups of
nodes with higher intercept probabilities; the second (sec) tend to dispatch slices to-
wards groups of nodes having smaller intercept probability; the third one (sec+) sends
even more slices than (sec) to more secure nodes.

In Fig. 5.6 we graph how the channel usage (and then, indirectly the security met-
ric) varies w.r.t. the parameter l. For the AONT-LT case, the greatest channel usage
is obtained by choosing l between 4 and 7, depending on the dispatching policy. For
the AONT-RS case, instead, the best channel usage is reached with l = 1. Surpris-
ingly, for the latter case dispatching slices through more secure links does not improve
significantly the efficiency of the system.

In a second example we compare channels again with n = 255 slices, choosing
different code rates R. It is clear that, the greater the rate, the less the system is
exposed to attacks. On the other side, the lower the rate, the more the system is

86



5.7 Numerical results

0 5 10 15 20

l

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
x
/w

LT sec
-

LT sec

LT sec
+

RS sec
-

RS sec

RS sec
+

Parameters LT RS
n 255
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di for i ∈ [1,m]
sec− : [0.1, 0.1, 0.2, 0.2, 0.4]
sec : [0.4, 0.2, 0.2, 0.1, 0.1]

sec+ : [0.6, 0.2, 0.1, 0.05, 0.05]
ai for i ∈ [1,m] 5 · i/1000

Figure 5.6: The efficiency of channel usage compared under different dispatch poli-
cies.

resilient to node failures. It is not immediate to see, though, which of the two ends
may ensure a higher level of equivocation and consequently a more efficient usage of
the channel itself, when ensuring perfect secrecy. The graph in Fig. 5.7 shows that,
under the considered set of parameters, when the code rates are closer to 1, both AONT
schemes achieve a higher efficiency, as the ratio between message size and total size
x/w shows. In the case of AONT-RS the maximum efficiency is reached with l = 1,
while for AONT-LT with 4 ≤ l ≤ 8, depending on the actual rates. This is somehow
expected, since higher coding rates yield a more efficient use of the channel. However,
we are also taking into account the security performance; therefore, this conclusion is
not trivial.
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Figure 5.7: The efficiency of channel usage compared under different code rates R =
k/n.

5.7.2 Second case study

Let now consider the second case study, where two different kinds of attack are
implemented, one through a wireless LAN and the other in a combined scenario, in
which the user is connected to two LANs, one wired and one wireless.

In our experiments we choose the number of slices n to range between 10 and 100,
and the number of read events n_reads between 1 and 31. As explained in Sec. 5.4,
the probability of an attack in the wireless network depends on the distance of the
attacker from the user. Here we set such a distance to 20 m which, according to Fig.
5.2, corresponds to a probability of intercepting a slice of 0.009 (resp. 0.148) for a
network operating at 54 Mbps (resp. 48 Mbps). The successful attack probability of
the wired LAN is instead assumed to be zero. Consequently, we can apply the small
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Figure 5.8: Probabilities of a successful attack to confidentiality in a wireless scenario.

model theorem discussed in Sec. 5.6.3, and reduce the actual number m of LINKs
in the model checked system to a fixed value, i.e. the number of different intercept
probabilities in the system. Thus, m equals the number of considered LANs. Finally,
in the presented case studies we consider a threshold k = 0.7 ·n and for the combined
scenario that slices are routed more likely to the wired LAN (75%) than to the wireless
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Figure 5.9: Probabilities of a successful attack to confidentiality in a combined sce-
nario.

LAN (25%).

To assess confidentiality in both scenarios we used SecMC1, an open-source mod-
ular tool allowing to define model checking workflows. The tool repeatedly invokes

1https://bitbucket.org/fcloseunivpm/secmc
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the PRISM model checker [81]. Each invocation instantiates a parametric MDP and
returns the probability of a successful attack (as defined by the security metric (5.6.2)).
Figures 5.8 and 5.9 plot the obtained results. In them, each line corresponds to a given
number of slices used to split the message, and every line relates the likelihood of a
successful attack to the number of read attempts by the client.

Our analysis reveals that while the considered cloud dispersal protocols protect
against untrusted storage nodes, they do not ensure a high level of confidentiality
against an eavesdropper in the same wireless LAN of the user, in the case that some
storage nodes do not use end-to-end cryptography, or the implementation of the latter
is broken. Fixing the same parameters n and n_reads, the measure of confidentiality
may be several orders of magnitude bigger in the case of 54 Mbps networks w.r.t. 48

Mbps. But, especially in the wireless scenario, the probability of an attack grows too
fast with the number of file reads. Furthermore, in networks with 48 Mbps rate or
lower, even using 100 or more slices, it is enough to force the user to read the file 6 or
more times to reach a probability of reconstructing the file close to 100%.

The methodology can assess security metrics while designing cloud dispersal algo-
rithms. Assume the designer fixes this reference scenario: 54 Mbps wireless LAN,
an eavesdropper 20 m far from the user. Let assume that the probability of an attack
should be bounded by 10−21. This provided, the methodology suggests to limit the
number of reads before overwriting and redistributing the file between 11 and 15 (resp.
between 26 and 30) in case of 51 slices (resp. 91 slices).

5.8 Summary

We have presented a framework to design and assess DSSs based on data dispersal
algorithms able to achieve a given level of security. The framework is based on a joint
use of computational and information-theoretic security notions. In our model we have
considered a client that can read and write in the storage nodes and a passive intruder
that can steal individual slices from heterogeneous communication channels without
compromising the storage nodes. The presented case studies show how our approach,
based on a solid PMC formulation, can be exploited to find, when implementing the
DSS, the parameter values that optimize the security metrics of interest.

From the developed analysis we argue that the considered architectures of AONT
based DSSs are capable of expressing realistic settings appearing in practice, which
are often characterized by heterogeneous distributions and network topologies.

Our methodology can be applied to (1) formally specify a custom security metric
for the system under consideration, and (2) to certify at design time the parameter
assignments ensuring a given level of security.
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Chapter 6

Private information retrieval for

caching at the edge

Until now we focused on security issues concerning the transmission of a message
in a network, first from a physical layer point of view and then in a dispersal cloud
storage. In other words, our aim was to prevent an illegal user to have access to a
secret message. Strictly related to the concept of security is the one of privacy. In this
case an attacker is not interested in knowing the content of the file, but rather which
file has been downloaded from the legitimate user among a class of files. Designing a
storage system in which a file can be downloaded without revealing any information
of which file is actually downloaded to the servers storing it is usually referred to as
private information retrieval (PIR).

In this chapter, we consider PIR of content from a cellular network. In particular,
we consider the private retrieval of content from a library of files that have different
popularities. We consider a similar scenario as in [112] where, to reduce the backhaul
usage, content is cached in small-cell base stations (SBSs) using maximum distance
separable (MDS) codes. We propose a PIR scheme for this scenario that achieves pri-
vacy against a number of spy SBSs that possibly collude. The proposed PIR scheme
is an extension of Protocol 3 in [113] to the case of multiple code rates, suitable for
the scenario where files have different popularities. We also propose an MDS-coded
content placement slightly different than the one in [112] but that is more adapted to
the PIR case. We show that, for the conventional content retrieval scenario with no
privacy, the proposed content placement is equivalent to the one in [112], in the sense
that it yields the same average backhaul rate. We then derive the backhaul rate for the
PIR case as a function of the content placement. We prove that uniform content place-
ment, i.e., all files that are cached are encoded with the same code rate, is optimal.
This is a somewhat surprising result, in contrast to the case where no PIR is consid-
ered, where optimal content placement is far from uniform [112]. We further consider
the minimization of a weighted sum of the backhaul rate and the communication rate
from the SBSs, relevant for the case where limiting the communication from the SBSs
is also important. We finally report numerical results for both the scenario where SBSs
are placed regularly in a grid and for a Poisson point process (PPP) deployment model
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where SBSs are distributed over the plane according to a PPP. We show numerically
that popular content placement is optimal for some system parameters. To the best of
our knowledge, PIR for the wireless caching scenario has not been considered before.

Notation: We use lower case bold letters to denote vectors, upper case bold letters
to denote matrices, and calligraphic upper case letters to denote sets. For example, x,
X, and X denote a vector, a matrix, and a set, respectively. We denote a submatrix
of X that is restricted in columns by the set I by X|I . C will denote a linear code
over the finite field GF(q). The multiplicative subgroup of GF(q) (not containing
the zero element) is denoted by GF(q)×. We use the customary code parameters
(n, k) to denote a code C of blocklength n and dimension k. A generator matrix for
C will be denoted by G

C and a parity-check matrix by H
C . A set of coordinates of

C, I ⊆ {1, . . . , n}, of size k is said to be an information set if and only if G
C |I is

invertible. The Hadamard product of two linear subspaces C and C′, denoted by C ◦C′,
is the space generated by the Hadamard products c ◦ c

′ , (c1c
′
1, . . . , cnc

′
n) for all

pairs c ∈ C, c
′ ∈ C′. The inner product of two vectors x and x

′ is denoted by 〈x,x′〉,
while wH (x) denotes the Hamming weight of x. (·)⊤ represents the transpose of its
argument, while H(·) represents the entropy function. With some abuse of language,
we sometimes interchangeably refer to binary vectors as erasure patterns under the
implicit assumption that the ones represent erasures. An erasure pattern (or binary
vector) x is said to be correctable by a code C if matrix H

C |χ(x) has rank |χ(x)|.

6.1 Related works

Recently, private information retrieval (PIR) has attracted a significant interest in
the research community [113–123]. In PIR, a user would like to retrieve data from a
distributed storage system (DSS) in the presence of spy nodes, without revealing any
information about the piece of data she is interested in to the spy nodes. PIR was first
studied by Chor et al. [124] for the case where a binary database is replicated among
n servers (nodes) and the aim is to privately retrieve a single bit from the database
in the presence of a single spy node (referred to as the noncolluding case), while
minimizing the total communication cost. In the last few years, spurred by the rise
of DSSs, research on PIR has been focusing on the more general case where data is
stored using a storage code.

The PIR capacity, i.e., the maximum achievable PIR rate, was studied in [113, 119,
120, 122, 123]. In [120, 123], the PIR capacity was derived for the scenario where
data is stored in a DSS using a repetition code. In [122], for the noncolluding case, the
authors derived the PIR capacity for the scenario where data is stored using an (single)
MDS code, referred to as the MDS-PIR capacity. For the case where several spy nodes
collaborate with each other, referred to as the colluding case, the MDS-PIR capacity
is in general still unknown, except for some special cases [119] (and for repetition
codes [123]). PIR protocols for DSSs have been proposed in [113,115,117,118,121].
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In [117], a PIR protocol for MDS-coded DSSs was proposed and shown to achieve the
MDS-PIR capacity for the case of noncolluding nodes when the number of files stored
in the DSS goes to infinity. PIR protocols for the case where data is stored using non-
MDS codes were proposed in [113, 118, 121]. There are also several works on PIR
that have gone beyond the classical distributed storage model. In [125], the authors
considered PIR with side information. The works [126–132] further generalized the
system model in [125] and presented appropriate PIR schemes. A common theme
across these papers is that they consider multiple servers and replication. In [129,130],
the authors presented PIR schemes for DSSs where the servers are constrained in
storage capacity.

6.2 System Model

We consider a cellular network where a macro-cell is served by a macro-cell base
station (MBS). Mobile users wish to download files from a library of F files that is
always available at the MBS through a backhaul link. We assume all files of equal
size.1 In particular, each file consists of βL bits and is represented by a β × L matrix
X(i),

X(i) =




x̃
(i)
1

...

x̃
(i)
β




where upperindex i = 1, . . . , F is the file index. Therefore, each file can be seen
as divided into β stripes x̃

(i)
1 , . . . , x̃

(i)
β of L bits each. The file library has popularity

distribution p = (p1, . . . , pF ), where file X(i) is requested with probability pi. We
also assume that NSBS SBSs are deployed to serve requests and offload traffic from
the MBS whenever possible. To this purpose, each SBS has a cache size equivalent to
M files. The considered scenario is depicted in Fig. 6.1.

6.2.1 Content Placement

File X(i) is partitioned into βki packets of size L/ki bits and encoded before be-
ing cached in the SBSs. In particular, each packet is mapped onto a symbol of the
field GF(qδi), with δi ≥ L

ki log2 q
. For simplicity, we assume that L

ki log2 q
is integer

and set δi = L
ki log2 q

. Thus, stripe x̃
(i)
a can be equivalently represented by a stripe

1Assuming files of equal size is without loss of generality, since content can always be divided into chunks
of equal size.
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x
(i)
a , a = 1, . . . , β, of symbols over GF(qδi). Each stripe x

(i)
a is then encoded using

an (NSBS, ki) MDS code Ci over GF(q) into a codeword c
(i)
a = (c

(i)
a,1, . . . , c

(i)
a,NSBS

),

where code symbols c(i)
a,j , j = 1, . . . , NSBS, are over GF(qδi). For later use, we define

kmin , min{ki}, kmax , max{ki}, and δmax , L
kmin log2 q

.

The encoded file can be represented by a β × NSBS matrix C(i) = (c
(i)
a,j). Code

symbols c(i)
a,j are then stored in the j-th SBS (the ordering is unimportant). Thus, for

each file X(i), each SBS caches one coded symbol of each stripe of the file, i.e., a
fraction µi = 1/ki of the i-th file. As ki ∈ {1, . . . , NSBS − 1},

µi ∈M , {0, 1/(NSBS − 1), . . . , 1/2, 1},

where µi = 0 implies that file X(i) is not cached. Note that, to achieve privacy,
ki < NSBS, i.e., files need to be cached with redundancy. As a result, µi = 1/NSBS

is not allowed. This is in contrast to the case of no PIR, where ki = NSBS (and hence
µi = 1/NSBS) is possible.

Since each SBS can cache the equivalent of M files, the µi’s must satisfy

F∑

i=1

µi ≤M.

We define the vector µ = (µ1, . . . , µF) and refer to it as the content placement.
Also, we denote by CµMDS the caching scheme that uses MDS codes {Ci} according
to the content placement µ. For later use, we define µmin , min{µi|µi 6= 0} and
µmax , max{µi}.

We remark that the content placement above is slightly different than the content
placement proposed in [112]. In particular, we assume fixed code length (equal to
the number of SBSs, NSBS) and variable ki, such that, for each file cached, each SBS
caches a single symbol from each stripe of the file. In [112], the content placement
is done by first dividing each file into k symbols and encoding them using an (ñi, k)

MDS code, where ñi = k+ (NSBS − 1)mi, mi ≤ k. Then, mi (different) symbols of
the i-th file are stored in each SBS and the MBS stores k−mi symbols.2 Our formula-
tion is perhaps a bit simpler and more natural from a coding perspective. Furthermore,
we will show in Section 6.4 that the proposed content placement is equivalent to the
one in [112], in the sense that it yields the same average backhaul rate.

6.2.2 File Request

Mobile devices request files according to the popularity distribution p = (p1, . . . , pF ).
Without loss of generality, we assume p1 ≥ p2 ≥ . . . ≥ pF . The user request is ini-

2This is because the model in [112] assumes that one SBS is always accessible to the user. If this is not
the case, the MBS must store all k symbols of the file. Here, we consider the case where the MBS must
store all k symbols because it is a bit more general.
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F files

MBS

File library

User B

User A

SBS

Figure 6.1: A wireless network for content delivery consisting of a MBS and five
SBSs. Users download files from a library of F files. The MBS has access
to the library through a backhaul link. Some files are also cached at SBSs
using a (5, 3) MDS code. User A retrieves a cached file from the three
SBSs within range. User B retrieves a fraction 2/3 of a cached file from
the two SBSs within range and the remaining fraction from the MBS.

tially served by the SBSs within communication range. We denote by γb the probabil-
ity that the user is served by b SBSs and define γ = (γ0, . . . , γNSBS

). If the user is not
able to completely retrieve X(i) from the SBSs, the additional required symbols are
fetched from the MBS. Using the terminology in [112], the average fraction of files
that are downloaded from the MBS is referred to as the backhaul rate, denoted by R,
and defined as

R ,
average no. of bits downloaded from the MBS

βL
.

Note that for the case of no caching R = 1.

As in [112], we assume that the communication is error free.

6.2.3 Private Information Retrieval and Problem

Formulation

We assume that some of the SBSs are spy nodes that (potentially) collaborate with
each other. On the other hand, we assume that the MBS can be trusted. The users
wish to retrieve files from the cellular network, but do not want the spy nodes to learn
any information about which file is requested by the user. The goal is to retrieve data
from the network privately while minimizing the use of the backhaul link, i.e., while
minimizing R. Thus, the goal is to optimize the content placement µ to minimize R.
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6.3 Private Information Retrieval Protocol

In this section, we present a PIR protocol for the caching scenario. The PIR protocol
proposed here is an extension of Protocol 3 in [113] to the case of multiple code rates.3

Assume without loss of generality that the user wants to download file X(i). To re-
trieve the file, the user generates n ≤ NSBS query matrices, Q(l), l = 1, . . . , n, where
Q(1), . . . ,Q(b) are the queries sent to the b SBSs within visibility and the remaining
n − b queries Q(b+1), . . . ,Q(n) are sent to the MBS. Note that n is a parameter that
needs to be optimized. Each query matrix is of size d × βF symbols (from GF(q))
and has the following structure,

Q(l) =




q
(l)
1

q
(l)
2

...

q
(l)
d




=




q
(l)
1,1 q

(l)
1,2 · · · q

(l)
1,βF

q
(l)
2,1 q

(l)
2,2 · · · q

(l)
2,βF

...
... · · ·

...

q
(l)
d,1 q

(l)
d,2 · · · q

(l)
d,βF




.

The query matrix Q(l) consists of d subqueries q
(l)
j , j = 1, . . . , d, of length βF

symbols each. In response to query matrix Q(l), a SBS (or the MBS) sends back to
the user a response vector r(l) = (r

(l)
1 , . . . , r

(l)
d )⊤ of length d, computed as

r(l) = (r
(l)
1 , . . . , r

(l)
d )⊤ = Q(l)

(
c

(1)
1,l , . . . , c

(1)
β,l , . . . , c

(F )
β,l

)⊤
. (6.1)

We will denote the j-th entry of the response vector r(l), i.e., r(l)
j , as the j-th subre-

sponse of r(l). Each response vector consists of d subresponses, each being a linear
combination of βF symbols. Note that the operations are performed over the largest
extension field, i.e., GF(qδmax ), and the subresponses are also over this field, i.e., each
subresponse is of sizeL/kmin = Lµmax bits and hence each response is of size dLµmax

bits.

The queries and the responses must be such that privacy is ensured and the user is
able to recover the requested file. More precisely, information-theoretic PIR in the
context of wireless caching with spy SBSs is defined as follows.

Definition 4 Consider a wireless caching scenario with NSBS SBSs that cache parts

of a library of F files and in which a set T of T SBSs act as colluding spies. A user

wishes to retrieve the i-th file and generates queries Q(l), l = 1, . . . , n. In response

to the queries the SBSs and (potentially) the MBS send back the responses r(l). This

3Protocol 3 in [113] is based on and improves the protocol in [121], in the sense that it achieves higher
PIR rates.
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scheme achieves perfect information-theoretic PIR if and only if

Privacy: H
(
i|Q(l), l ∈ T

)
= H(i); (6.2a)

Recovery: H
(
X(i)|r(1), . . . , r(n)

)
= 0. (6.2b)

Condition (6.2a) means that the spy SBSs gain no additional information about which
file is requested from the queries (i.e., the uncertainty about the file requested after ob-
serving the queries is identical to the a priori uncertainty determined by the popularity
distribution), while Condition (6.2b) guarantees that the user is able to recover the file
from the n response vectors.

We define the (n, ki) code C′
i, i = 1, . . . , F , as the code obtained by punctur-

ing the underlying (NSBS, ki) storage code Ci, and by C′
max the code with parameters

(n, kmax).4 For the protocol to work, we require that kmin divides ki for all i, i.e.,
kmin | ki. This ensures that GF(qδi) ⊆ GF(qδmax ). Furthermore, we require the codes
C′
i to be such that C′

i ⊆ C′
max. The protocol is characterized by the codes {C′

i} and by
two other codes, C̄ and C̃. Code C̄ (over GF(q)) has parameters (n, k̄) and character-
izes the queries sent to the SBSs and the MBS, while code C̃ (defined below) defines
the responses sent back to the user from the SBSs and the MBS. The designed proto-
col achieves PIR against a number of colluding SBSs T ≤ dC̄⊥

min − 1, where dC̄⊥

min is the
minimum Hamming distance of the dual code of C̄.

6.3.1 Query Construction

The queries must be constructed such that privacy is preserved and the user can
retrieve the requested file from the n response vectors r(l), l = 1, . . . , n. In particular,
the protocol is designed such that the subresponses r(l)

j , l = 1, . . . , n, corresponding

to the n subqueries q
(1)
j , . . . , q

(n)
j recover Γ unique code symbols of the file X(i).

The queries are constructed as follows. The user chooses βF codewords c̄
(i)
m =

(c
(i)
m,1, . . . , c

(i)
m,n) ∈ C̄, m = 1, . . . , β, i = 1, . . . , F , independently and uniformly at

random. Then, the user constructs n vectors,

c̊l = (c̊
(1)
l , . . . , c̊

(F )
l ), l = 1, . . . , n, (6.3)

where c̊
(i)
l collects the l-th coordinates of the β codewords c̄

(i)
m , m = 1, . . . , β, i.e.,

c̊
(i)
l = (c̄

(i)
1,l, . . . , c̄

(i)
β,l).

Assume that the user wants to retrieve file X(i). Then, subquery q
(l)
j is constructed

as

q
(l)
j = c̊l + δ

(l)
j , (6.4)

4Without loss of generality, to simplify notation we assume that the last coordinates of the code are pun-
tured.
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where

δ
(l)
j =





ω
β(i−1)+s

(l)
j

if l ∈ Jj ,
ω0 otherwise,

(6.5)

for some set Jj that will be defined below. Vector ωt, t = 1, . . . , βF , denotes the
t-th (βF )-dimensional unit vector, i.e., the length-βF vector with a one in the t-th
coordinate and zeroes in all other coordinates, and ω0 the all-zero vector. The meaning
of index s(l)

j will become apparent later.

According to (6.4), each subquery vector is the sum of two vectors, c̊l and δ
(l)
j . The

purpose of c̊l is to make the subquery appear random and thus ensure privacy (i.e.,
Condition (6.2a)). On the other hand, the vectors δ

(l)
j are deterministic vectors which

must be properly constructed such that the user is able to retrieve the requested file
from the response vectors (i.e., Condition (6.2b)). Similar to Protocol 3 in [113], the
vectors δ

(l)
j are constructed from a d×n binary matrix Ê where each row represents a

weight-Γ erasure pattern that is correctable by C̃ and where the weights of its columns
are determined from β information sets Im, m = 1, . . . , β, of C′

max.

The construction of Ê is addressed below. We define the set Fl as the index set
of information sets Im that contain the l-th coordinate of C′

max, i.e., Fl = {m : l ∈
Im}. To allow the user to recover the requested file from the response vectors, Ê is
constructed such that it satisfies the following conditions.

C1. The user should be able to recover Γ unique code symbols of the requested file
X(i) from the responses to each set of n subqueries q

(l)
j , l = 1, . . . , n. This

is to say that each row of Ê should have exactly Γ ones. We denote by Jj the
support of the j-th row of Ê.

C2. The user should be able to recover Γd ≥ βki unique code symbols of the re-
quested file X(i), at least ki symbols from each stripe. This means that each
row êj = (êj,1, . . . , êj,n), j = 1, . . . , d, of Ê should correspond to an erasure
pattern that is correctable by C̃.

C3. Let tl, l = 1, . . . , n, be the l-th column vector of Ê. The protocol should
be able to recover wH (tl) unique code symbols from the l-th response vec-
tor, which means that it is required that wH (tl) = |Fl|. We call the vector
(wH (t1) , . . . , wH (tn)) the column weight profile of Ê.

Finally, from Ê we construct the vectors δ
(l)
j in (6.5). In particular, index s(l)

j in

(6.5) is such that s(l)
j ∈ Fl and s(l)

j 6= s
(l)
j′ for j 6= j′, j, j′ = 1, . . . , d.
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6.3.2 Response Vectors

The j-th subresponse corresponding to subquery q
(l)
j , j = 1, . . . , d, is (see (6.1))

r
(l)
j = 〈q(l)

j , (c
(1)
1,l , . . . , c

(F )
β,l )〉.

The user collects the n subresponses r(l)
j , l = 1, . . . n, in the vector ρj ,

ρj =




r
(1)
j

r
(2)
j

...

r
(n)
j




=

β∑

m=1




c̄
(1)
m,1c

(1)
m,1

c̄
(1)
m,2c

(1)
m,2

...

c̄
(1)
m,nc

(1)
m,n




︸ ︷︷ ︸
∈{x∈(GF(qδmax ))n :

H
C

′

1
◦ C̄

x=0

}

+




c̄
(2)
m,1c

(2)
m,1

c̄
(2)
m,2c

(2)
m,2

...

c̄
(2)
m,nc

(2)
m,n




︸ ︷︷ ︸
∈{x∈(GF(qδmax ))n :

H
C

′

2
◦ C̄

x=0

}

+ · · ·+




c̄
(F )
m,1c

(F )
m,1

c̄
(F )
m,2c

(F )
m,2

...

c̄
(F )
m,nc

(F )
m,n




︸ ︷︷ ︸
∈{x∈(GF(qδmax ))n :

H
C

′
max◦ C̄

x=0

}

+




o
(1)
j

o
(2)
j

...

o
(n)
j




, (6.6)

where symbol o(l)
j represents the code symbol from file X(i) downloaded in the j-th

subresponse from the l-th response vector. Due to the structure of the queries obtained
from Ê, the user retrieves Γ code symbols from the set of n subresponses to the j-th
subqueries. Consider a retrieval code C̃ of the form

C̃ =

F∑

i=1

C′
i ◦ C̄

(a)
=

( F∑

i=1

C′
i

)
◦ C̄, (6.7)

where C′
i + C′

j denotes the sum of subspaces C′
i and C′

j , resulting in the set consisting
of all elements c + c′ for any c ∈ C′

i and c′ ∈ C′
j , and where (a) follows due to the

fact that the Hadamard product is distributive over addition.

The symbols requested by the user are then obtained solving the system of linear
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equations defined by

H C̃ρj = H C̃




o
(1)
j

o
(2)
j

...

o
(n)
j




.

6.3.3 Privacy

For the retrieval, we require C̃ to be a valid code, i.e., it must have a code rate
strictly less than 1. For a given number of colluding SBSs T , the combination of
conditions on C̄ and C̃ restricts the choice for the underlying storage codes {Ci}. In
the following theorem, we present a family of MDS codes, namely generalized Reed-
Solomon (GRS) codes [133, Ch. 5], that work with the protocol.

Lemma 2 Given an (n, kmax) GRS code Cmax, for all k < kmax, there exists an (n, k)

GRS code that is a subcode of Cmax.

Proof. GRS codes of length n and dimension kmax over a finite field GF(q) are
weighted evaluation codes with a weighting vector v = (v1, . . . , vn) ∈ (GF(q)×)n

[133, Ch. 5]. Let κ = (κ1, . . . , κn) ∈ (GF(q)×)n satisfy κi 6= κj for all i 6= j. The
canonical generator matrix for an (n, kmax) GRS code Cmax with weighting vector
v ∈ (GF(q)×)n is given by




1 1 . . . 1

κ1 κ2 . . . κn

...
... . . .

...

κkmax−1
1 κkmax−1

2 . . . κkmax−1
n







v1 0 . . . 0

0 v2 . . . 0

...
... . . .

...

0 0 . . . vn




. (6.8)

Clearly, taking the first k rows of the leftmost matrix of (6.8) and multiplying it with
the rightmost diagonal matrix generates an (n, k) subcode of Cmax which by itself is a
GRS code with the same weighting vector v. Thus, GRS codes are naturally nested,
and the result follows.
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Theorem 3 Let CµMDS be a caching scheme with GRS codes {Ci} of parameters (NSBS, ki)

and let C′
i be the (n, ki) code obtained by puncturing Ci. Also, let C̄ be an (n, T ) GRS

code. Then, for β = Γ = n − (kmax + T − 1) and d = kmax, the protocol achieves

PIR against T colluding SBSs.

Proof. The proof is given in the Appendix 8.

We remark that, with some slight modifications, the proposed protocol can be
adapted to work with non-MDS codes.

6.3.4 Example

As an example, consider the case of F = 2 files, X(1) and X(2), both of size βL
bits. The first file X(1) is stored in the SBSs according to 6.2 using an (NSBS =

6, k1 = 1) binary repetition code C1. Similarly, the second file X(2) is stored (again
according to 6.2) using an (NSBS = 6, k2 = 5) binary single parity-check code C2.
Assume n = NSBS = 6 (i.e., no puncturing) and that none of the SBSs collude, i.e.,
T = 1. Furthermore, we assume that the user wants to retrieve X(1) and is able to
contact b = n = 6 SBSs (i.e., we consider the extreme case where the user is not
contacting the MBS). According to 3, we can choose β = Γ = n− (kmax + T − 1) =

6 − (5 + 1 − 1) = 1 and d = kmax = 5. Finally, we choose C̄ as an (n = 6, T = 1)

binary repetition code.

According to (6.7), the retrieval code C̃ = (C1 + C2) ◦ C̄ = C1 + C2 = C2 and can
be generated by

GC̃ = GC2 =




1 0 0 0 0 1

0 1 0 0 0 1

0 0 1 0 0 1

0 0 0 1 0 1

0 0 0 0 1 1




.
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Moreover, let

Ê =




1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0




and I1 = {1, 2, 3, 4, 5},

where I1 is an information set of Cmax = C2 (the submatrix GC2

I1
has rank k2 =

5). Note that Ê satisfies all three conditions C1–C3 and has column weight profile
(1, 1, 1, 1, 1, 0) = (|F1|, . . . , |F6|).

Query Construction. The user generates βF = 2 codewords c̄
(1)
1 and c̄

(2)
1 indepen-

dently and uniformly at random from C̄. Without loss of generality, let c̄
(1)
1 = c̄

(2)
1 =

(1, . . . , 1). Next, the n = 6 subqueries q(l)
1 , l = 1, . . . , 6, are constructed according to

(6.4), (6.5) as

q
(l)
1 =

{
c̊l + (1, 0) if l = 1,

c̊l + (0, 0) otherwise,

where c̊l is defined in (6.3).

File Retrieval. Consider the n = 6 subresponses r(l)
1 , l = 1, . . . , 6. Then, according
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to (6.6),

ρ1 =




r
(1)
1

r
(2)
1

r
(3)
1

r
(4)
1

r
(5)
1

r
(6)
1




=




c̄
(1)
1,1c

(1)
1,1

c̄
(1)
1,2c

(1)
1,2

...

c̄
(1)
1,6c

(1)
1,6




︸ ︷︷ ︸
∈{x∈(GF(25))n :

H
C

′

1
◦ C̄

x=0

}

+




c̄
(2)
1,1c

(2)
1,1

c̄
(2)
1,2c

(2)
1,2

...

c̄
(2)
1,6c

(2)
1,6




︸ ︷︷ ︸
∈{x∈(GF(25))n :

H
C

′

2
◦ C̄

x=0

}

+




o
(1)
1

o
(2)
1

...

o
(6)
1




=




x
(1)
1,1

x
(1)
1,1

x
(1)
1,1

x
(1)
1,1

x
(1)
1,1

x
(1)
1,1




+




x
(2)
1,1

x
(2)
1,2

x
(2)
1,3

x
(2)
1,4

x
(2)
1,5

∑5
l=1 x

(2)
1,l




+




x
(1)
1,1

0

0

0

0

0




,
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x
(1)
1,1

x
(2)
1,1

x
(1)
1,1

x
(2)
1,2

x
(1)
1,1

x
(2)
1,3

x
(1)
1,1

x
(2)
1,4

x
(1)
1,1

x
(2)
1,5

x
(1)
1,1

∑5
l=1 x

(2)
1,l

SBS 1 SBS 2 SBS 3 SBS 4 SBS 5 SBS 6

Figure 6.2: Wireless caching scenario in which there are NSBS = 6 SBSs. The

SBSs store F = 2 files, X(1) = (x
(1)
1,1) ∈ GF(25)1×1 and X(2) =

(x
(2)
1,1, x

(2)
1,2, x

(2)
1,3, x

(2)
1,4, x

(2)
1,5) ∈ GF(2)1×5, of βL = 5 bits each. The first

file X(1) is encoded using an (NSBS = 6, k1 = 1) binary repetition code
C1, while the second file X(2) is encoded using an (NSBS = 6, k2 = 5)
binary single parity-check code C2.

and the code symbol x(1)
1,1 of the file X(1) is recovered from

H C̃ρ1 =

(

1 1 1 1 1 1

)




x
(1)
1,1

0

0

0

0

0




= x
(1)
1,1.

Note that in order to retain privacy across the two files of the library, we need to send
d = kmax = 5 subqueries to each SBS, thus generating 5 subresponses from each SBS
(even if the first file can be recovered from the n = 6 subresponses r(l)

1 , l = 1, . . . , 6).

6.4 Backhaul Rate Analysis: No PIR Case

In this section, we derive the backhaul rate for the proposed caching scheme for the
case of no PIR, i.e., the conventional caching scenario where PIR is not required.

Proposition 1 The average backhaul rate for the caching scheme CµMDS in Section 6.2
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for the case of no PIR is

RnoPIR

=

F∑

i=1

pi⌈µi⌉
NSBS∑

b=0

γb max (0, 1/µi − b)µi +

F∑

i=1

pi⌊1− µi⌋. (6.9)

Proof. To download file X(i), if the user is in communication range of a number of
SBSs, b, larger than or equal to 1/µi, the user can retrieve the file from the SBSs and
there is no contribution to the backhaul rate. Otherwise, if b < 1/µi, the user retrieves
a fraction L/ki = Lµi of the file from each of the b SBSs, i.e., a total of bβLµi bits,
and downloads the remaining (1/µi − b)βLµi bits from the MBS. Averaging over γ

and p (for the files cached) and normalizing by the file size βL, the contribution to the
backhaul rate of the retrieval of files that are cached in the SBSs is

F∑

i=1

pi⌈µi⌉
NSBS∑

b=0

γb max (0, 1/µi − b)µi. (6.10)

On the other hand, the files that are not cached are retrieved completely from the MBS,
and their contribution to the backhaul rate is

F∑

i=1

pi⌊1− µi⌋. (6.11)

Combining (6.10) and (6.11) completes the proof.

We denote by R
∗
noPIR the maximum PIR rate resulting from the optimization of

the content placement. R
∗
noPIR can be obtained solving the following optimization

problem,

R
∗
noPIR = min

µi∈M′

F∑

i=1

pi⌈µi⌉
NSBS∑

b=0

γb max
(
0, 1/µi − b

)
µi

+

F∑

i=1

pi⌊1− µi⌋

s.t.
F∑

i=1

µi ≤M,

whereM′ =M∪{1/NSBS}, as µi = 1/NSBS is a valid value for the case where PIR
is not required.

In the following lemma, we show that the proposed content placement is equivalent
to the one in [112], in the sense that it yields the same average backhaul rate.

Lemma 3 The average backhaul rate given by (6.9) for the caching scheme CµMDS in
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Section 6.2 is equal to the one given by the caching scheme in [112], i.e., the two

content placements are equivalent.

Proof. We can rewrite (6.9) using simple math as

RnoPIR

=

F∑

i=1

pi⌈µi⌉
NSBS∑

b=0

γb max
(
0, 1/µi − b

)
µi +

F∑

i=1

pi⌊1− µi⌋

=

F∑

i=1

pi⌈µi⌉
NSBS∑

b=0

γb max
(
0, 1− bµi

)
+

F∑

i=1

pi⌊1− µi⌋

=
F∑

i=1

pi⌈µi⌉
NSBS∑

b=0

γb
(
1−min

(
1, bµi

))
+

F∑

i=1

pi⌊1− µi⌋

(a)
=

F∑

i=1

pi(⌈µi⌉+ ⌊1− µi⌋)
NSBS∑

b=0

γb
(
1−min

(
1, bµi

))

=

F∑

i=1

pi

NSBS∑

b=0

γb
(
1−min

(
1, bµi

))
,

which is the expression in [112, eq. (1)]. (a) follows from the fact that we can write
pi⌊1−µi⌋ as pi⌊1−µi⌋

∑NSBS

b=0 γb
(
1−min

(
1, bµi

))
. For 0 < µi ≤ 1 both expressions

are zero, while for µi = 0 both expressions boil down to pi as pi⌊1−µi⌋
∑NSBS

b=0 γb
(
1−

min
(
1, bµi

))
= pi

∑NSBS

b=0 γb and
∑NSBS

b=0 γb = 1.

For popular content placement, i.e., the case where the M most popular files are
cached in all SBSs (this corresponds to caching the M most popular files using an
(NSBS, 1) repetition code, i.e., µi = 1 for i ≤ M and µi = 0 for i > M ), the
backhaul rate is given by

R
pop
noPIR = γ0

M∑

i=1

pi +

F∑

i=M+1

pi. (6.12)

6.5 Backhaul Rate Analysis: PIR Case

In this section, we derive the backhaul rate for the case of PIR (i.e., when the user
wishes to download content privately) and we prove that uniform content placement
(under the PIR protocol in Section 6.3 with GRS codes) is optimal. The average
backhaul rate is given in the following proposition.

Proposition 2 The average backhaul rate for the caching scheme CµMDS in Section 6.2
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(with GRS codes) for the PIR case is

RPIR =
µmax

µmin(n− T + 1)− 1

F∑

i=1

pi⌈µi⌉
n∑

b=0

γb(n− b)

+

F∑

i=1

pi⌊1− µi⌋. (6.13)

Proof. To download file X(i), the user generates n query matrices. If the user is
in communication range of b SBSs, it receives b responses (one from each SBS). The
responses to the remaining n−b query matrices need to be downloaded from the MBS.
Since each response consists of d subresponses of size Lµmax bits, the user downloads
(n− b)dLµmax bits from the MBS. Averaging over γ and p (for the files cached) and
normalizing by the file size βL, the contribution to the backhaul rate of the retrieval
of files that are cached in the SBSs is

1

β

F∑

i=1

pi⌈µi⌉
n∑

b=0

γb(n− b)dµmax. (6.14)

Now, using the fact that β = Γ = n − (kmax + T − 1) = µmin(n−T+1)−1
µmin

and d =

kmax = 1/µmin (see Theorem 3), we can rewrite (6.14) as

µmax

µmin(n− T + 1)− 1

F∑

i=1

pi⌈µi⌉
n∑

b=0

γb(n− b). (6.15)

On the other hand, the files that are not cached are retrieved completely from the
MBS, and their contribution to the backhaul rate is (as for the no PIR case)

F∑

i=1

pi⌊1− µi⌋. (6.16)

Combining (6.15) and (6.16) completes the proof.
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6.5.1 Optimal Content Placement

Let R∗
PIR be the maximum PIR rate resulting from the optimization of the content

placement. R∗
PIR can be obtained solving the following optimization problem,

R
∗
PIR = min

µi∈M
n∈A

µmax

µmin(n− T + 1)− 1

F∑

i=1

pi⌈µi⌉
n∑

b=0

γb(n− b)

+

F∑

i=1

pi⌊1− µi⌋ (6.17)

s.t.
F∑

i=1

µi ≤M and kmin | ki,

where A = {1/µmin + T, . . . , NSBS} and the minimum value that n can take on, i.e.,
1/µmin + T , comes from the fact that µmin(n− T + 1)− 1 has to be positive.

Lemma 4 Uniform content allocation, i.e., µi = µ for all files that are cached, is

optimal. Furthermore, the optimal number of files to cache is the maximum possible,

i.e., µi = µ for i ≤ min(M/µ,F ).

Proof. We first prove the first part of the lemma. We need to show that either the
optimal solution to the optimization problem in (6.17) is the all-zero vector µ =

(µ1, . . . , µF ) = (0, . . . , 0), or there exists a nonzero optimal solution µ = (µ1, . . . , µF )

for which µmax = µmin. Consider the second case, and let µ denote any nonzero fea-
sible solution to (6.17), i.e., a nonzero solution that satisfies the cache size constraint.
Furthermore, let µ′ = (µ′

1, . . . , µ
′
F ) denote the length-F vector obtained from µ as

µ′
i = µmin for µi 6= 0 and µ′

i = 0 otherwise. Clearly, µ′ satisfies the cache size
constraint as well. Note that µ′

max = µ′
min = µmin. Thus,

µ′
max

µ′
min(n− T + 1)− 1

=
µmin

µmin(n− T + 1)− 1

≤ µmax

µmin(n− T + 1)− 1
.

Furthermore, since both the double summation in the first term of the objective func-
tion in (6.17) and the second term in (6.17) only depend on the support of µ, it follows
that the value of the objective function for µ′ is smaller than or equal to the value of
the objective function for µ. Thus, for any nonzero feasible solution µ there exists
another at least as good nonzero feasible solution µ′ for which all nonzero entries
are the same (i.e., µ′

min = µ′
max = µ), and the result follows by applying the above

procedure to a (nonzero) optimal solution to (6.17).

We now prove the second part of the lemma. Caching a file helps in reducing the
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backhaul rate if

µ

µ(n− T + 1)− 1

n∑

b=0

γb(n− b) < 1, (6.18)

for some n ∈ A and µ ∈ M. This is independent of the file index i. Thus, if the
optimal solution is to cache at least one file (µ 6= 0), (6.18) is met for some n ∈ A
and caching other files (as many files as permitted up to the cache size constraint, with
decreasing order of popularity) is optimal as it further reduces the backhaul rate.

Following Lemma 4, the optimization problem in (6.17) can be rewritten as

R
∗
PIR = min

µ∈M
n∈A

µ

µ(n− T + 1)− 1

min(M/µ,F )∑

i=1

pi

n∑

b=0

γb(n− b)

+

F∑

i=M/µ+1

pi. (6.19)

6.5.2 Popular Content Placement

For popular content placement, the backhaul rate is given by

R
pop
PIR = min

n∈A

1

n− T

M∑

i=1

pi

n∑

b=0

γb(n− b) +

F∑

i=M+1

pi. (6.20)

Note that the optimization over n is still required.

6.6 Weighted Communication Rate

So far, we have considered only the backhaul rate. However, it might also be de-
sirable to limit the communication rate from SBSs to the user. We thus consider the
weighted communication rate, CPIR, defined as5

CPIR = RPIR + θDPIR,

where DPIR is the average communication rate (normalized by the file size βL) from
the SBSs, and θ is a weighting parameter. We consider θ ≤ 1, stemming from the fact
that the bottleneck is the backhaul. Note that minimizing the average backhaul rate
corresponds to θ = 0.

Proposition 3 The average communication rate from the SBSs for the caching scheme

5For the case of no PIR, a linear scalarization of the MBS and SBS download delays was considered
in [134]. The communication rate is directly related to the download delay.
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CµMDS in Section 6.2 (with GRS codes) for the PIR case is

DPIR =
µmax

µmin(n− T + 1)− 1

n∑

b=0

γ̃bb, (6.21)

where γ̃b = γb for b < n and γ̃n =
∑NSBS

b=n γb.

Proof. To ensure privacy, the user needs to download data from the SBSs within
visibility regardless whether the requested file is cached or not. This is in contrast to
the case of no PIR. Note that, if the user queries the SBSs only in the case the requested
file is cached, then the spy SBSs would infer that the user is interested in one of the
files cached, thus gaining some information about the file requested. In other words,
the user sends dummy queries and downloads data that is useless for the retrieval of the
file but is necessary to achieve privacy. The user receives b responses from the b SBSs
within communication range, each of size dLµmax bits. Let γ̃b denote the probability
to receive responses from b SBSs. For b < n, γ̃b is equal to the probability that b SBSs
are within communication range, i.e., γ̃b = γb. On the other hand, the probability to
receive responses from n SBSs, γ̃n, is the probability that at least n SBSs are within
communication range, i.e., γ̃n =

∑NSBS

b=n γb. Averaging over γ̃ and p (for all files,
cached and not cached) and normalizing by the file size βL, the contribution to the
communication rate of the retrieval of a file from the SBSs is

1

β

F∑

i=1

pi

n∑

b=0

γ̃bbdµmax. (6.22)

Now, using the fact that β = Γ = n − (kmax + T − 1) = µmin(n−T+1)−1
µmin

and d =

kmax = 1/µmin (see Theorem 3), we can rewrite (6.22) as (6.21).

The corresponding optimization problem is

C
∗
PIR = min

µi∈M
n∈A

RPIR + θDPIR (6.23)

s.t.
F∑

i=1

µi ≤M and kmin | ki,

where RPIR is given in (6.13).

Lemma 5 Uniform content allocation, i.e., µi = µ for all files that are cached, is

optimal. Furthermore, the optimal number of files to cache is the maximum possible,

i.e., µi = µ for i ≤ min(M/µ,F ).

Proof. The proof of Lemma 4 applies to both terms in (6.23) and the result follows.
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Following Lemma 5, the optimization problem in (6.23) can be rewritten as

C
∗
PIR = min

µ∈M
n∈A

µ

µ(n− T + 1)− 1

min(M/µ,F )∑

i=1

pi

n∑

b=0

γb(n− b)

+

F∑

i=M/µ+1

pi + θ
µ

µ(n− T + 1)− 1

n∑

b=0

γ̃bb. (6.24)

6.7 Numerical Results

For the numerical results in this section, we assume that the files popularity distri-
bution p follows the Zipf law [135], i.e., the popularity of file X(i) is

pi =
1/iα∑
ℓ 1/ℓα

,

where α ∈ [0.5, 1.5] is the skewness factor [112] and by definition p1 ≥ p2 ≥ . . . ≥
pF . In Figs. 6.3 and 6.4, we consider a network topology where SBSs are deployed
over a macro-cell of radiusD meters according to a regular grid with distance dmeters
between them [112, 134]. Each SBS has a communication radius of r meters. Let Rb
be the area where a user can be served by b SBSs. Then, assuming that the users are
uniformly distributed over the macro-cell area with density φ users per square meter,
the probability that a user is in communication range of b SBSs can be calculated as
in [112]

γb =
φRb

φ
∑Nmax

a=1 Ra
,

where the areas Rb can be easily obtained by simple geometrical evaluations, and
Nmax is the maximum number of SBSs within communication range of a user.

For the results in Figs. 6.3 and 6.4, the system parameters (taken from [112]) are
D = 500 meters, which results in NSBS = 316 over the macro-cell area, F = 200

files, α = 0.7, and r = 60 meters. This results in γ = (0, 0, 0.1736, 0.5113, 0.3151, 0, . . . , 0),
i.e., the maximum number of SBSs in visibility of a user is Nmax = 4.

In Fig. 6.3, we plot the optimized backhaul rate R
∗
PIR (red, solid lines) according to

(6.19) as a function of the cache size constraint M for the noncolluding case (T = 1)
and T = 2 and T = 3 colluding SBSs. The curves in Fig. 6.3 should be interpreted
as the minimum backhaul rate that is necessary in order to achieve privacy against T
spy SBSs out of the n SBSs that are contacted by the user. For the particular system
parameters considered, the optimal value of n is 3 for T = 1 and T = 2, and all
values of M , i.e., the scheme yields privacy against T spy SBSs out of the n = 3

SBSs contacted. For T = 3 the optimal value of n is 4 for all values of M , and thus
the scheme yields privacy against 3 spy SBSs out of n = 4 SBSs. We also plot the
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Figure 6.3: Backhaul rate as a function of the cache size constraint M for a system
with F = 200 files, NSBS = 316, and α = 0.7.

optimized backhaul rate R
∗
noPIR for the case of no PIR.6 As can be seen in the figure,

caching helps in significantly reducing the backhaul rate for T = 1 and T = 2. For
T = 3 caching also helps in reducing the backhaul rate, but the reduction is smaller.
Also, as expected, compared to the case of no PIR (R∗

noPIR, black, solid line) achieving
privacy requires a higher backhaul rate. The required backhaul rate increases with the
number of colluding SBSs T .

For M ≥ 100 and no PIR, the backhaul rate is zero, as all files can be downloaded
from the SBSs. Indeed, for M = 100, we can select ki = 2 ∀i and cache one
coded symbol from each stripe of each file in each SBS (thus satisfying the constraint∑F
i=1 µi ≤ M as

∑200
i=1 µi =

∑200
i=1 1/ki =

∑200
i=1 0.5 = 100). Since for no PIR

to retrieve each stripe of a file it is enough to download 2 symbols from each stripe
of the file (due to the MDS property) and according to γ at least 2 SBSs are within
range, for M = 100 (and hence for M > 100 as well) the user can always retrieve
the file from the SBSs and the backhaul rate is zero. For the case of PIR and T = 1,
on the other hand, the required backhaul rate is positive unless all complete files can
be cached in all SBSs, i.e., M = F . For T = 2 and T = 3, even for M = F the

6The curve R
∗

noPIR in the figure is identical to that in [112, Fig. 4]. As proved in Lemma 3, while the
proposed content placement is different from the one in [112], they are equivalent in terms of average
backhaul rate.
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Figure 6.4: Optimized weighted communication rate as a function of the cache size
constraint M for a system with T = 1 spy SBS, F = 200 files, NSBS =
316, α = 0.7, and several values of θ.

backhaul rate is not zero. This is because in this case the user needs to receive n = 3

and n = 4 responses r(l), l = 1, . . . , n, respectively (from the SBSs or the MBS).
However, for the considered system parameters the probability that the user has b ≥ 3

SBSs within range is not one, thus the user always needs to download data from the
MBS to recover the file and the backhaul rate is positive.

For comparison purposes, in the figure we also plot the backhaul rate for the case of
popular content placement Rpop

PIR in (6.20) (blue, dashed lines). In this case, the optimal
value of n is 2, 3, and 4 for T = 1, T = 2, and T = 3, respectively. We remark that
the curve R

pop
PIR for T = 1 overlaps with the curve R

pop
noPIR. This is due to the fact

that for T = 1, n = 2, and γ0 = γ1 = 0, Rpop
PIR in (6.20) boils down to

∑F
M+1 pi,

which is Rpop
noPIR in (6.12). However, for the general case, i.e., other γ, Rpop

PIR and R
pop
noPIR

may differ. As already shown in [112], for no PIR the optimized content placement
yields significantly lower backhaul rate than popular content placement. For the PIR
case and T = 1, up to M = 118 the optimized content placement also yields some
performance gains with respect to popular content placement, albeit not as significant
as for the case of no PIR. Interestingly, as shown in the figure, for M ≥ 119, PIR
popular content placement is optimal. Furthermore, as shown in the figure, for T = 2
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Figure 6.5: Backhaul rate as a function of the density of SBSs λ and several values
M for the scenario where SBSs are distributed according to a PPP and
T = 1. F = 200 files and α = 0.7. Solid lines correspond to optimal
content placement (R∗

PIR in (6.19)) and dashed lines to popular content
placement (Rpop

PIR in (6.20)).

and T = 3 popular content placement is optimal for all M .

In Fig. 6.4, we plot the optimized weighted communication rate C
∗
PIR in (6.24) for

the noncolluding case (T = 1) as a function of the cache size constraintM and several
values of θ. For the considered system parameters, caching is still useful for small
values of θ if the cache size is big enough. For example, for θ = 0.5 caching helps
in reducing the weighted communication rate with respect to no caching for M ≥ 87.
For θ ≥ 0.7, caching does not bring any reduction of the weighted communication
rate.

In Figs. 6.5 and 6.6, we plot the backhaul rate for a PPP deployment model where
SBSs are distributed over the plane according to a PPP and a user at an arbitrary
location in the plane can connect to all SBSs that are within radius ru. Let λ be the
density of SBSs per square meter. For this scenario, the probability that a user is in
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Figure 6.6: Backhaul rate as a function of the density of SBSs λ and several values
of M for the scenario where SBSs are distributed according to a PPP and
T = 2 and T = 4. F = 200 files and α = 0.7. Solid lines correspond
to optimal content placement (R∗

PIR in (6.19)) and dashed lines to popular
content placement (Rpop

PIR in (6.20)).

communication range of b SBSs is given by [136]

γb = e−ψψ
b

b!
,

where ψ = λπr2
u . In Fig. 6.5, we plot the optimized backhaul rate (R∗

PIR in (6.19),
solid lines) as a function of the density λ for F = 200 files, α = 0.7, ru = 60

meters, different cache size constraint M , and a single spy SBS, i.e., T = 1. For
small densities, caching does not help in reducing the backhaul rate. However, as
expected, the required backhaul rate diminishes by increasing the density of SBSs.
For comparison purposes, we also plot the backhaul rate for popular content placement
(Rpop

PIR in (6.20), dashed lines). Interestingly, popular content placement is optimal up
to a given density of SBSs, after which optimizing the content placement brings a
significant reduction of the required backhaul rate. Similar results are observed for
T = 2 and T = 4 colluding SBSs in Fig. 6.6 with the same system parameters as in
Fig. 6.5. In Figs. 6.5 and 6.6, for each M the optimal value of n and µ depends on
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the density of SBSs. Typically, a pair (n, µ) is optimal for a range of densities. In the
figures, we give the optimal values of n and k for M = 50 (in particular we give the
pair (n, k), with k = 1/ν, which is also the code parameters of the punctured code C′).
For convenience, in the figures we only give the parameters for the densities where
the optimal pair (n, k) changes. The values should be read as follows: In Fig. 6.5,
walking the curve from top-left to bottom-right, no caching is optimal for densities
up to λ = 8 · 10−5. For λ = 9 · 10−5, (4, 1) is optimal. Then, (3, 1) is optimal for
densities λ = 10−4 to λ = 1.2 · 10−4. From λ = 1.3 · 10−4 to λ = 3.2 · 10−4 the
optimal value is (2, 1), and so on (the curves are plotted with steps of 10−5).

6.8 Summary

In this chapter, we have proposed a private information retrieval scheme that allows
to download files of different popularities from a cellular network, where to reduce
the backhaul usage content is cached at the wireless edge in SBSs, while achieving
privacy against a number of spy SBSs. We derived the backhaul rate for this scheme
and formulated the content placement optimization. We showed that, as for the no
PIR case, up to a number of spy SBSs caching helps in reducing the backhaul rate.
Interestingly, contrary to the no PIR case, uniform content placement is optimal. Fur-
thermore, popular content placement is optimal for some scenarios. Although uniform
content placement is optimal, the proposed PIR scheme for multiple code rates may
be useful in other scenarios, e.g., for distributed storage where data is stored using
codes of different rates.

118



Chapter 7

Conclusions

In this thesis, we have studied the secrecy and privacy performances of practical
systems, using an information-theoretic approach. Such an approach may have rel-
evance especially in the Internet of Things era, where wireless devices have to fulfil
strict resource constraints difficult to satisfy using classic cryptographic techniques.

We first have defined a set of tools to assess the secrecy performance of practical
coding and modulation schemes used for transmissions over fading wiretap channels.
We found the requirements in terms of Bob’s and Eve’s channels SNR to achieve a
fixed level of mutual information security with practical codes, as well as to compare
their performance with that achievable with optimal codes. We have shown that prac-
tical coding and modulation schemes (as the ones compliant with the IEEE WiMax
standard) can achieve a good secrecy performance, comparable to optimal codes when
high code rates and low order modulations are used, while low code rates and low or-
der modulations help to reduce the SNR gap required between the legitimate receiver’s
and the eavesdropper’s channels in order to achieve some given level of mutual infor-
mation security. Moreover we have proposed an on-off transmission protocol based
on coding and AONT to achieve some desired level of semantic security, which also
exploits the possibility to send a fake packet when channel conditions are below a
prefixed threshold. The application of our protocol with practical coding and mod-
ulation schemes permits to achieve satisfactory semantic security levels, even when
the average quality of the eavesdropper channel is not worse than that of the main
channel. Specifically, we observed that using high rate codes permits us to achieve the
target security level with a smaller number of time slots with respect to low rate codes,
while using high order modulation schemes seem not to be beneficial, although high
order modulation schemes may be needed in order to ensure that the channel can be
considered stationary during each single packet session.

Then we have analyzed what level of security is obtainable in a Gaussian relay
parallel channel under finite-length coding and discrete constellation constraints. We
have derived the secrecy rate, defining it as the maximum rate for which a minimum
equivocation rate is achieved by the eavesdropper. Moreover, we have applied a cou-
pled version of the Gale and Shapley algorithm to allocate power within each channel
in order to maximize the secrecy rate. We have shown that moderate sizes of both the

119



Chapter 7 Conclusions

constellation alphabet and the codewords are sufficient to achieve close-to-optimal se-
crecy rates for typical wireless transmission scenarios. By comparing our resource
allocation strategy with uniform power allocation and water-filling allocation we have
demonstrated that our solution is the most convenient from a security standpoint, while
water-filling provides the best possible power allocation in the absence of the attacker.

Using an adapted version of the AONT-based protocol shown in the first chap-
ters, we have presented a framework that uses joint computational and information-
theoretic security notions to design and assess heterogeneous distributed storage sys-
tems based on data dispersal algorithms able to achieve a given level of security. Such
system architectures represent a realistic setting which often appears in practice, and
has been implemented in multiple real cloud storage systems. In our model we have
considered a user that can read and write files in the storage nodes and a passive at-
tacker that can steal individual slices from heterogeneous communication channels
without compromising the storage nodes. By exploiting a probabilistic model checker
we found the parameter values that optimize the security metrics of interest.

Concerning privacy, we have proposed a private information retrieval scheme that
allows to download files of different popularities from a cellular network, at the pres-
ence of a number of spy nodes. The content is cached at the wireless edge in small-cell
base stations in order to reduce the communication costs. We derived the backhaul rate
for this scheme and formulated the content placement optimization. We showed that,
as for the no PIR case, up to a number of spy small-cell base stations caching helps in
reducing the backhaul rate. Interestingly, contrary to the no PIR case, uniform content
placement is optimal. Furthermore, popular content placement is optimal for some
scenarios. Although uniform content placement is optimal, the proposed PIR scheme
for multiple code rates may be useful in other scenarios, e.g., for distributed storage
where data is stored using codes of different rates. We also have considered the mini-
mization of a weighted sum of the backhaul rate and the communication rate from the
small-cell base stations, relevant for the case where limiting the communication costs
from the small-cell base stations is also important.
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Chapter 8

Appendix

8.1 Proof of Theorem3 of Chapter 6

To prove that the protocol described in 6.3 achieves PIR against T colluding SBSs,
we need to prove that both the privacy condition in (6.2a) and the recovery condition
in (6.2b) are satisfied. We first prove that the recovery condition in (6.2b) is satisfied.

According to Lemma 2 of Chapter 6, GRS codes are naturally nested. Furthermore,
puncturing a GRS code results in another GRS code, since GRS codes are weighted
evaluation codes [133, Ch. 5]. Thus, C′

i ⊆ C′
max for all i, and it follows from 6.7 that

C̃ =

(
F∑

i=1

C′
i

)
◦ C̄ = C′

max ◦ C̄.

Furthermore, it can easily be shown that the Hadamard product of two GRS codes is
also a GRS code with dimension equal to the sum of the dimensions minus 1. Thus,
C̃ is a GRS code of dimension kmax + T − 1. As C̃ is an (n, kmax + T − 1) MDS
code (GRS codes are MDS codes), it can correct arbitrary erasure patterns of up to
Γ = n− (kmax +T −1) erasures. This implies that one can construct a valid kmax×n
(d = kmax) matrix Ê (satisfying conditions C1–C3) from β = Γ information sets
{Im} of C′

max as shown below.

Let Jj = {j, . . . , (j + Γ − 1) mod n}, j = 1, . . . , kmax. Construct Ê in such a
way that Jj is the support of the j-th row of Ê. Hence, C1 is satisfied. Furthermore,
since C̃ is an (n, kmax + T − 1) MDS code and Γ = n − (kmax + T − 1), all rows
of Ê are correctable by C̃, and thus C2 is satisfied. Finally, run 6, which constructs
β = Γ information sets {Im} of C′

max (and the corresponding sets {Fl}) such that C3

is satisfied. Note that since C′
max is an MDS code, all coordinate sets of size kmax are

information sets of C′
max, and hence 6 will always succeed in constructing a valid set

of information sets of C′
max (the inequalities in Lines 6 and 7 together with the fact that

the overall weight of Ê is Γkmax ensure that β = Γ valid information sets for C′
max are

constructed). In particular, the while-loop in Line 6 will always terminate.

From the constructed matrix Ê, the user is able to recover Γd ≥ βki unique code
symbols of the requested file X(i), at least ki symbols from each stripe. Furthermore,
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Algorithm 6: Construction of {Im} for Theorem 3

Input : Ê, β, n, kmax

Output: {Im}, {Fl}
5.1 for m ∈ {1, . . . , β} do

5.2 Im ← ∅
5.3 end

5.4 for l ∈ {1, . . . , n} do

5.5 Fl ← ∅, m← 1
5.6 while |Fl| ≤ wH (tl) do

5.7 if |Im] < kmax then

5.8 Fl ← Fl ∪ {m}
5.9 Im ← Im ∪ {l}

5.10 end

5.11 m← m+ 1

5.12 end

5.13 end

a set of ki recovered code symbols from each stripe corresponds to an information set
of C′

i (any subset of size ki of any information set of size kmax of C′
max is an information

set of C′
i), and the requested file X(i) can be recovered. This can be seen following

a similar argument as in the proof of [113, Th. 6], and it follows that the recovery
condition in (6.2b) is satisfied.

Secondly, we consider the privacy condition in (6.2a). A reasoning similar to the
proof of [113, Lem. 6] shows that it is satisfied, and we refer the interested reader to
this proof for further details. The fundamental reason is that addition of a deterministic
vector in (6.5) does not change the joint probability distribution of {Q(l), l ∈ T } for
any set T size T , and the proof follows the same lines as the proof of [121, Th. 8].
However, note that there is a subtle difference in the sense that independent instances
of the protocol may query different sets of SBSs. However, since the set of SBSs that
are queried is independent of the requested file and depends only on which SBSs that
are within communication range, this fact does not leak any additional information on
which file is requested by the user.
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