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ABSTRACT The underwater environment is among Earth’s most challenging domains, where failures
incur elevated risks and costs for both technology and human endeavors. As a consequence, forecasting
the behavior of mechatronic systems through simulation has become increasingly important. Underwater
Robotic Simulators (URSs) allow researchers and engineers to safely develop and assess submarine systems.
The selection of an appropriate URS from the list of available tools is not trivial. Moreover, the integration
of this software with the Digital Twin (DT) concept presents numerous advantages, particularly the ability to
link the simulated environment with actual underwater vehicles. This connection is facilitated by performing
validation and simulation tests using Software In the Loop (SIL), Model In the Loop, and Hardware In the
Loop (HIL) techniques. This paper extensively reviews URSs in the context of both robots and unmanned
vehicles in light of the DT paradigm. The article critically examines distinctions among existing URSs,
offering valuable insights to aid researchers in selecting the most fitting tool for their specific applications.
Additionally, the review explores the practical applications of the identified simulators, categorizing their
usage across different fields to illuminate the preferences within the scientific community and showcase
prominent case studies.

INDEX TERMS Underwater simulator, underwater vehicle, digital twin, manipulation, cooperation, cyber-
physical systems.

I. INTRODUCTION
Understanding the behavior of systems prior to entering a
complex scenario has become vital for many projects and
applications. Simulations offer a way to forecast the behavior
of robotic systems. The popularity of simulators has increased
over time, thanks to their ability to offer an accelerated
and secure avenue for the development, verification, and
testing of robotic control algorithms and prototypes. Having
a digital copy of the system in a reliable software tool
result in understanding safely, faster, and at a lower cost its
dynamics, its interactions with the surrounding environment
and the budget associated with its adoption in a specific
application. Despite the availability of numerous simulators
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to industry and researchers, selecting the most suitable one
remains a non-trivial task. In various scenario, a diverse array
of physics simulators proves suitable, and the introduction
of the Digital Twin (DT) concept raised new interest in
their development and utilization.While simulation generally
refers to a digital model emulating the operations or processes
within a system, the DT represents the digital counterpart
of physical or non-physical processes, systems, or objects.
Moreover, it integrates all data produced or associated with
the process or system it mirrors. Thus, the DT enables the
digital representation of a process, system or object within
its ecosystem, reflecting the data transfer that occurs in
the real world and reproducing it in real-time. Thus, the
real-time digital representation provided by a DT allows for
the execution of various simulations, including Software In
the Loop (SIL), Model In the Loop, and Hardware In the
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Loop (HIL), collectively referred to as xIL. It is crucial to note
that not all simulators can be considered, a priori, as tools for
DT; only those designed in accordance with the DT paradigm
are suitable [1]. This paradigm delineates an architecture
abstracted into three primary levels: physical, network, and
computational. The physical entities constitute the physical
layer, the network layer is the part that connects the physical
entities with the virtual ones, and the simulation of the virtual
entities represents the computational level, as in the classical
paradigm of environment simulation. Not all known and used
simulators in marine robotics are ready for this new design
strategy. To guide the selection of an appropriate tool for the
Digital Twinning of a marine system, this study delineates the
essential characteristics that simulators must possess:

• Ability to simulate the agents (processes), including the
iterations with the environment and its changes due to
agents’ movements;

• Ability to simulate sensors readings in the environment;
• Ability to simulate actuators’ actions in the environ-
ment;

• Ability to model materials characteristics, Multiphysics
interactions between rigid bodies and the possibility of
introducing low-level control algorithms and strategies;

• Ability to interact with the real prototype and/or with
other simulators in a network

• Ability to extract data from a historical database of
real field interactions and replicate the behaviour in
simulations.

The present paper aims to analyze the literature on under-
water simulators, highlighting deficiencies, features, ongoing
research and practical applications. The goal is to offer
fundamental guidelines for selecting an underwater simulator
tailored to the specific application needs of the reader. Despite
the numerous options presented by the market and scientific
literature [2], the field of underwater robotics simulators has
not yet attained a level of maturity comparable to terrestrial,
aerial [2] and space robotics [3] applications. Unlike these
counterparts, which benefit from several simulators support-
ing specific tasks, marine applications involving vehicles at
and below the water surface [4] encounter limited support.
The scarcity of tools in marine simulation can be attributed
partly to the difficulty of modelling and computing all
the dynamics in such a complex environment. Nonetheless,
the lack of a de-facto standard in underwater and marine
robotics simulators may slow down the process of building
reliable underwater and surface vehicles that can be promptly
and safely deployed for diverse applications. To establish
whether there is a de-facto standard in simulators designed
for robotic vehicles in a marine environment, it is essential to
recognize that the physics governing the systems operating
at the water’s surface differ from those operating beneath it.
Although fundamental physical principles remain consistent
above and below the surface of the water, they necessitates
adaptation to account for two distinct conditions, resulting in

two separate sets of applications. In the present paper, only
simulators of underwater robotic vehicles are considered.
The paper is organized as follows: Section II provides a
concise explanation of robotics simulators, covering their
prevalent usage in ground, aerial, and marine applications,
also in connection with the development of a DT ecosystem.
Building upon the definition established in Section II
regarding underwater environment simulators, Section III
delineates the methodology employed by the researchers in
conducting the literature search. Section IV details the results
of the literature search, presenting a comparative analysis of
the properties of each mathematical model underpinning the
simulators and the associated measurements. In Section V,
the paper explores how the mathematical models are imple-
mented in studies, highlighting sensor properties employed
for measuring pertinent variables. Section VI showcases
the practical application of simulators through real case
studies. The concluding Section VII encapsulates the authors’
final considerations based on the findings derived from the
literature search.

II. OVERVIEW OF ROBOTIC SIMULATORS AND THEIR
RELEVANCE TO THE DEVELOPMENT OF A DT
a Robotic simulator designed to replicate the behavior or
structure of a physical machine. Simulation tools enable
the digital recreation of behavior in a certain application
independent of the software actually running on the machine.
Nowadays, a simulator usually includes all or part of the
following elements:

• A graphic engine for the 3D visualization of the robot
and its surrounding environment;

• Sensor models, not necessarily with the possibility to
accurately represent the physical features of the sensor;

• Actuator models, not necessarily with the possibility to
accurately represent the physical features of the actuator;

• A physics engine that simulates the robot dynamics, not
necessarily including the dynamic interactions with the
environment;

• Application Programming Interfaces (APIs) for the
introduction of new sensors, actuators, and control
systems and, possibly, interfacing them with external
environments,

• Already-existing control strategies of robots.

Themost cited simulator in the research field is Gazebo [5],
developed in 2002 by Andrew Howard and Nate Koenig at
the University of Southern California. Gazebo uses OGRE3D
as a rendering engine, can be compiled with four physical
engines, and uses the Robot Operating System (ROS)
middleware to maintain synchronization across different
robots (either real or simulated). ROS also acts as an interface
for external software with the possibility to simulate tests in
xIL. Gazebo is used for the simulations of various types of
robots: cooperative [6], aerial [7], and ground vehicles [8].
Other important simulators employed for simulating robots
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in different environments include Coppelia Sim [9] and
Morse [10]. Coppelia Sim is a newer version of V-rep,
which was born in 2013. It uses two types of rendering
engines, one based on OpenGL and one based on POV-Ray,
where OpenGL presents low-quality graphics but a higher
frame rate than POV-Ray. V-rep also supports the same
physics engines as Gazebo. Some applications of Coppelia
Sim include the control of a mobile robot using a deep
learning approach [11], the validation of a free real-time
path planning collision algorithm of an aerial vehicle [12],
and the development of algorithms of a humanoid robot
for its collaboration with a human subject [13]. The Morse
simulator was developed by the Laboratoire d’Analyse et
d’Architecture des Systemes at the University of Toulouse.
It uses Bullet Engine andBlender GameEngine as the physics
and graphics engine, respectively. Researchers usually use
Morse for the simulation of a complex robotic scenario
with the ground and aerial vehicle [14], and for their
control as well [15]. The simulation of underwater vehicles
necessitates additional requirements due to the diverse range
of vehicles (e.g. Autonomous Underwater Vehicle (AUV)
or Remote Operated Vehicle (ROV)), each equipped with
various functionalities (e.g. integrating a manipulator, as it is
the case of Underwater Vehicles With Manipulator (UVMS))
and operating within the underwater environment. The
peculiarities of the underwater environment mandate the
inclusion of features beyond those typically associated with
existing robotic simulators, such as:

• the physics enginemust be able to model the interactions
of the water particles with the robot structure to simulate
the hydrostatic and hydrodynamic effects, such as
buoyancy, added masses, viscous friction and thrusters;
generally, at least part of these effects is taken into
account and realized by adding a plugin to the basic
simulator software;

• the simulator must be able to model the effects of the
waves and currents which are present in the underwater
environment;

• the simulator must be able to graphically represent the
effects of the water, such as turbidity, lack of visibility
or the presence of lights in vehicles;

• the implementation of underwater specific sensors, such
as various types of sonar, Doppler Velocity Log (DVL),
acoustic positioning systems, etc.

The general architecture of an underwater simulator is
outlined in figure 1. The simulation framework serves as the
segment of the software connecting the graphics engine with
the physics engine. It encompasses all elements developed
within the simulator, including robots, sensors, actuators,
and more. In many cases, this function is carried out by the
middleware, serving not only as an external interface but
connecting all the components inside the simulator. A robotic
simulator represents an excellent ally for developing, testing
and validating products and processes. Moreover, when

FIGURE 1. General architecture of underwater simulator.

designed in accordance with the essential characteristic of
DT, it is possible to connect the virtual twin with the physical
device in the real environment.This integration enables the
utilization of a database containing field collected data for
xiL validations. The concept of simulation has recently been
related to DT because they both use digital models to replicate
products and processes. Despite this connection, notable
distinctions exist between the two approaches. Notably, a DT
represents a virtual, real-time counterpart of a physical
object or process. In this sense, representing a problem
using a DTand matching it with the real devices allows the
study of the entire infrastructure with the Cyber-Physical
System (CPS) paradigm. The comprehensive nature of the
DT enhances the simulation process, contrasting with the
conventional simulation’s focus on a singular process. Where
a simulation generally refers to a single process, the DT
refers to the whole environment in which a set of processes
that can be said ‘‘to belong to the same family (CPS)’’.
Moreover, in a DT sensor data are obtained in a real-time
fashion enabling the exploration of a broader spectrum of
issues compared to traditional simulations. The DT idea
was born in 1991 by David Gelernter [16]. However, the
concept was introduced and applied for the first time in the
manufacturing industry by Michael Grieves, who defined
it ‘‘the virtual digital expression equivalent to physical
products’’ [17]. In robotics, particularly in the field of robotic
vehicles, the most appropriate definition for DT is the one
provided in 2010 by NASA: ‘‘DT is an integrated multiscale,
multi-physics, probabilistic simulation of a system that uses
the best available physical models, sensor updates, etc.
to mirror the life of its flying twin’’ [18]. In recent years,
many DT concepts and definitions have been proposed
based on the scope of the different applications. Table 1
provides a summary of distinct concepts and perspectives
on DT. A DT generates a virtual environment capable of
conducting several simulations, leveraging real-time data
and establishing a mutual flow of information between the
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twin and the sensors collecting data. This implies that,
while a DT begins similarly to a simulation model, the
introduction of real-time data enables, time by time, the
twin to change its status. Through the continuous collection
and analysis of data, the DT provides a more dynamic
simulation, presenting varied information not attainable with
a static simulation. Furthermore, whereas a simulation is
theoretical because it replicates what could happen to a
generic object or process, a DT simulates the agents or
processes in real-time incorporating specific data that allow
reproducing the actual agents or process status. This enriched
infrastructure can also be improved with a Machine Learning
supervisor either functioning as the DT or operating within
the real environment.

III. MATERIALS AND METHODS
The literature review, constituting the primary focus of
this study, was undertaken to examine academic simulators
for underwater vehicles. The research question guiding the
authors aimed to discern the most widely utilized academic
simulators for underwater vehicles and identify which among
them is conducive to the establishment of Digital Twins
(DT) in an underwater environment. Publications were
identified using an electronic search strategy of relevant
ocean engineering academic field databases and a subsequent
search based on the reference lists of identified papers.
Relevant databases were IEEE Explorer, Science Direct and
Scopus. Keywords for the search were: underwater simu-
lators, Unmanned Underwater Vehicle, underwater vehicle,
robotic intervention, and underwater vehicle manipulator
systems. The inclusion criteria were:

• Records describing a simulator that was developed in the
last ten years,

• Records describing a simulator that was not decommis-
sioned,

• Records describing a simulator that has an online
repository from which to download and install the
simulator on a computer

The exclusion criteria were:

• Records describing a simulator that was developed more
than ten years ago,

• Records describing a simulator that was decommis-
sioned,

• Records describing a simulator that has not an online
repository from which to download and install the
simulator on a computer

The whole process of the literature search is rep-
resented in figure 2. Within this context, a simula-
tor is considered popular when it records at least
50 citations.

The popularity criterion was analyzed by counting all
citations of the study as reported on Scopus. In figure 3 the
search results after applying all the criteria are shown by
the number of citations each simulator received. Figure 3
highlights the most mentioned simulators in the academic

FIGURE 2. The four phases of the review process.

FIGURE 3. Citations counted for reviewed underwater simulators.

scientific literature during the last ten year. The term
‘‘academic’’ refers to open-source software used in at least
one scientific publication. The total number of selected
records for the present review is 127: 29 are journal papers,
and 98 are conference papers. These results were then
analyzed to determine how the simulators were used, which
techniques made it possible to develop and/or validate them,
and which application they were used for. Additionally,
the present review will briefly mention the new simulators
currently under development to provide a full picture of the
existing scenario of underwater simulators and discuss them
in light of the latest trends in research.

IV. SIMULATORS OF UNDERWATER VEHICLES
The results of the literature search described in section III
show that themost cited simulators are UWsim [25] andUUV
simulator [26] (figure 3). Other underwater simulators are
represented as well. In particular, some of those that were
born as extensions of Gazebo and Morse for considering
the marine environment, i.e. Free-Floating [27], Rock-
Gazebo [28] and UW Morse [29]. However, they implement
fewer features than UWsim and UUV. In the following
subsections, a summary of each simulator’s main features is
provided to deliver an overview of the capabilities of these
tools.
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TABLE 1. Digital twin definitions from literature.

A. UWsim
UWSim1 [25] is the first simulator for underwater vehicles.
It was developed in 2012 inside the Interactive and Robotic
Systems Lab project at Jaume-I University. It utilizes
respectively OpenScene-Graph(OSG) and Bullet Engine as
graphics and physics engine. UWsim allows the simulation
of underwater vehicles with a manipulators system (UVMS),
particularly the GIRONA 500 I-AUV vehicle equipped
with different manipulators, even if only the kinematic
model is present. In UWsim, hydrodynamic forces on the
manipulator, like multi-body interactions, are not modelled.
The mathematical model of the vehicle and thrusters is also
quite simplified, even if it implements sea currents andwaves.
In order to compensate for this lack, in [30] the possibility
of simulating vehicles dynamics in Simulink and of the
manipulators has been integrated through the Simurv library.
UWSim uses ROS as an interface for external applications
such as control systems or sensors, allowing it to conduct tests
in SIL/HIL on vehicles that implement the same interfaces.
All sensors are implemented as ROS nodes in line with
many real vehicles, in particular IMU, DVL, Positioning
systems, Cameras and different types of Sonar. It also allows
the simulation of multiple vehicles and Unmanned Surface
Vehicles, even if this procedure is quite tricky because
objects in the scene must be created manually as all the
ROS interfaces for each vehicle with scarce documentation.
Furthermore, in [31], [32], and [33] the authors present
UWSim as a tool for benchmarking underwater intervention
and a simulation framework to compare different algorithms
that share a common robotic platform and also to evaluate
position controllers under the influence of sea currents.
UWSim has a very realistic rendering that can be heavily
exploited in 3D reconstruction applications [34]. A web
server with a graphical interface has also been developed
to let external users design their specific experiments on
autonomous underwater interventions [35]. Specifically, the
user can set the simulation parameters (for example, the
object tracker algorithm, current visibility, PID controller
coefficients and tracking algorithms) and acquire the dataset.

1http://www.irs.uji.es/uwsim/

B. UUV SIMULATOR
The Unmanned Underwater Vehicle (UUV) Simulator2

[26] is an open-source plugin that adapts Gazebo to the
underwater environment. It was developed within the Smart
and Networking Underwater Robots in Cooperation Meshes
(SWARMs) project, and it let the user simulate only
submarine vehicles. Even if it does not allow the simulation
of surface vehicles, UUV Simulator lets the user develop and
test underwater vehicles equipped with a manipulator. Since
UUV Simulator is an extension of Gazebo, it exploits its
graphics engine, even if it does not have a realistic rendering
and cannot modify the water properties. On the one hand,
this open-source plugin faithfully models all hydrostatic and
hydrodynamic effects of vehicles, including thrusters and
fins. On the other hand, it does not model the forces produced
by umbilical cables in Remotely Operated Vehicles (ROVs)
and buoyancy and hydrodynamic effects for the manipulator
systems. Like UWSim, UUV Simulator uses ROS as an
external interface to create new control modules and other
features. Also, many sensors have been modelled within this
plugin: IMU, DVL magnetometer, pressure sensors, cameras
and sonar. Furthermore, various underwater environments,
such as the sea and lakes, also present features like, for
example, wrecks are also proposed.

C. FREE-FLOATING
Free-Floating plugin connects UWSim and Gazebo through
ROS [27]. Kermorgant created it to exploit the ability of
Gazebo to simulate UVMS and the potential of the UWSim
graphical rendering. However, there are some limitations a
user must consider when using this plugin. First, dealing
with stability problems, it is impossible to include the added
masses in the model. Second, UUV Simulator uses Gazebo to
simulate the manipulators without the hydrodynamic effects.

D. ROCK-GAZEBO
Within the FlatFish project, it was developed the Rock-
Gazebo package3 [28] to integrate Robot Construction Kit

2https://uuvsimulator.github.io/
3https://uuvsimulator.github.io/
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(Rock) framework and Gazebo to create a platform for
real-time HIL simulations. Rock-Gazebo uses OpenScene-
Graph (OSG), the same as UWsim, as the graphics engine,
particularly for modelling water’s visual effects. However,
this framework does not allow for simulation manipulators
and surface vehicles and is not a multi-robot tool.

E. UW MORSE
UW Morse4 [29] is an open-source expansion of Morse
that adapts it to the underwater environment. It maintains
all the properties of the original simulator, such as Blender
Game Engine for graphic rendering, Bullet as a physical
engine and an interface for the various middleware on
which controller nodes or new sensors can be implemented
to do SIL. The mathematical solver implements all water
hydrostatic and hydrodynamic effects, including sea currents.
In addition to the classic sensors for ground vehicles, typical
sensors of the marine environment are modelled: acoustic
positioning sensors (LBL, USBL), 360 ◦ Scanning Sonar,
Echosounder Altimeter and pressure sensors. Manipulators,
surface vehicles and multi-robot simulations have not yet
been implemented in UW Morse.

F. StoneFish
Among the most recently developed simulators, Stonefish5

[36] represents themost valid alternative toUWSim andUUV
simulators for the features that have been implemented. The
framework is mainly composed of a library containing the
Bullet physics engine, the graphical interface, not created
through a graphics engine but directly in OpenGL, and a ROS
package for sensors, controller and external interface. The
unique feature of this simulator is its simulation accuracy
due to the calculation of the hydrostatic and hydrodynamic
effects of the vehicle geometry. The solver solution is
based on representing each rigid body as a polyhedron.
The multi-body dynamics between vehicle and manipulator,
like in Featherstone [37], and several sensors are supported.
In addition, its realistic rendering models various graphic
effects: underwater lighting absorption, scattering, air-light,
shadow and ocean surface. The disadvantage of the StoneFish
simulator is the high computational cost of the simulation
and, therefore, the inability to simulate a large number of
vehicles.

G. URSim
Unity ROS Simulator (URSim)6 [38] is the first successful
attempt among competitors to use the Unity 3D game engine
and ROS as an interface for external nodes. Physics is
modelled directly within unity in C#, including drag, and
buoyancy, while the physical parameters of the vehicle can be
entered through the Unity3D’s Rigidbody component. IMU,
cameras and Pressure Sensors are also modelled with the

4https://github.com/eirikhex/UW-MORSE
5https://stonefish.readthedocs.io/en/latest/
6https://github.com/srmauvsoftware/URSim

possibility of adding Gaussian Noise to the output data. This
simulator is still developing, and other sensors, like acoustic
communication and underwater current, are planned to be
included in the next release.

H. OTHERS
Unmanned Surface Vehicle simulator (USVSim) [39] is the
only simulator dedicated exclusively to simulating surface
vehicles. It consists of a Gazebo plugin to simulate vehicles
in a disaster scenario. This means that wind, currents,
and waves are factors considered, especially in validating
robust control algorithms with the presence of disturbances.
USVSim incorporates the Foil Dynamics Plugin to simulate
lift and drag during vehicle advance generated by foil, which
is a very common actuator in the surface environment.

Networked Marine Systems Simulator (NetMarSyS) [40]
is a platform for the 3D simulation of both submarine and
surface vehicles individually and in cooperating applications.
It comprises a Unity 3D Game Engine for visualization and
a webserver socket that communicates through ROS with
independent units. This architecture differs from the previous
ones because it does not use a physics engine for simulations.
However, the units directly simulate vehicles and sensors,
making it less costly at a computational level, even if less
precise. This platform is in the early stage of development,
and more complex mechanical systems will be integrated
using existing simulators.

A new simulator for submarine vehicles, particularly
ROVs, is also described in [41]. The simulator aims to
describe the vehicle behaviour during the reconnaissance
tasks as closely as possible. The simulator is based on
Choreonoid, an open-source integrated GUI software for
robots, an environment that allows users to extend the
interface with their functions. In particular, two plugins
have been created, one to include all the hydrostatic and
hydrodynamic forces/torques that the vehicles are subject
to, and the other to acquire a more truthful image from the
camera subject to noise and distortion.

Wang et al. [42] proposed a new general simulation
platform for USVs autonomous learning to generate data and
test control algorithms. This software comprises six modules:
Water, Environment, Infrastructure, Vessel, Sensors, Data
generation and analysis. Vehicle rendering and physics are
realistic, but disturbances such as wind and waves are
not included. The novelty introduced by the simulator in
[42] is the ability to collect data from different sensors to
train neural networks for subsequent validation within the
platform. Another less cited but exciting application of a
simulator to the underwater environment uses Unreal Engine
and V-Rep simulators to validate specific components of
submarine vehicles. Authors in [43] developed and validated
a new high-fidelity model of Forward-Looking Sonar for
autonomous submarine vehicles. Ganoni et al. [44] have
developed a new simulator for ROVs capable of simulating
the forces generated by the umbilical cable using an Unreal
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Engine. The authors did not rely on a physics engine,
so it cannot simulate contact physics. Moreover, cables are
modelled as a set of connected particles. Also, [45] proposed
a new simulator for UVMS consisting of V-rep/Simulink.
The double platform choice is due, as in UWSim, to the
choice of modelling the hydrodynamic effects, the thruster
model, the manipulator, and Guidance Navigation Control
systems externally. On the other hand, V-rep is used in [46]
to develop a framework called Autonomous Marine Surface
Vessel Simulator (AMSVS) to simulate surface vehicles
during the Maritime RobotX Challenge. As for the challenge,
it was an essential requirement recreating an accurate 3D
model of the environment, the sensors that the USVs are
equipped with (IMU, GPS, Camera and Lidar), as well as the
physics of the vehicle, including waves are so accurate.

Table 2 summarizes the main capabilities of the simulators
and describes the extent to which the feature is present or
well represented: ‘‘0’’ means that the simulator does not
contain that feature, ‘‘1’’ means that it contains the feature
only partially or there is no documentation about that feature,
and ‘‘2’’ means that the feature is implemented and it is well
documented.

V. MATHEMATICAL MODELLING CAPABILITIES IN
IDENTIFIED SIMULATORS
underwater simulations are vital for many applications. The
analysis of the existing literature highlighted two main
categories of applications: model the behaviour and simulate
sensors payload. The first category aims to verify the agents’
compliance with the desired one. This category includes
all types of control, path planning, cooperation, etc. The
second category includes applications that involve processing
sensors’ measurements. In this respect, it is essential to
have a reliable and accurate sensor model. Typical case
studies in this category are Simulations Localization and
Mapping (SLAM) algorithms, 3D Reconstruction, etc. The
applications of this category use the simulator both as a data
collection tool and validation tool in case the algorithms
can be implemented in real-time. To achieve an acceptable
performance of the DT infrastructure in all the applications,
the virtual twin must include a mathematical model of the
vehicle as faithful as possible to reality and a mathematical
model of sensors and actuators. The following subparagraph
will provide the basic mathematical model for the physics
behind all the previously mentioned simulators, highlighting
their similarities and differences. Moreover, an overview of
what is needed to analyze and integrate the desired model of
a sensor is provided.

A. MATHEMATICAL MODEL
Generally, rigid bodies, especially vehicles, are systems with
6 degrees of freedom (DOF). The position is described
with respect to an inertial reference system and the attitude
through the Euler angles by the variable η = x, y, z, φ, θ, ψ .
Velocity with respect to the body frame is identified by
ν = u, v,w, p, q, r . The physics engines implemented in the

simulator, in particular, Bullet [26], integrate the equation that
describes the dynamics of any robot:

MRBν̇ + CRB(ν)ν +W (η) = τg (1)

where MRB is the rigid-body mass matrix, CRB is the
rigid-body Coriolis matrix,W (η) is the force of gravity vector
and τg are the external forces and torque acting on the body.
Generally, τg is generated by the actuators, but it can also
include other factors, all of which can be calculated by
external software. In the underwater environment also, some
other effects, like, i.e. friction, need to be considered [47]:

MRBν + CRB(ν)ν+MAν̇r+CA(νr )νr + g(η)+D(νr )νr = τ

(2)

whereMA andCA(νr ) are respectively the added-mass matrix
and Coriolis matrix including addedmass, g(η) = (W−B)(η)
is restoring force and moment vector which includes the
force of gravity and buoyancy force, D(νr ) the dumping
matrix and τ includes only the control force and torque.
In this equation, the velocity vector includes the subscript
r to highlight that the model considers the body’s velocity,
excluding sea current. Generally, physics engines cannot
calculate these contributions because they would require a
very high computational cost caused by the computations
required to represent the iterations between water particles
and the vehicle. Therefore, to account for these effects in the
simulation, they are included in 1 in the vector of external
forces τg:

τg = −MAν̇r − CA(νr )νr + B(η) − D(νr )νr + τ (3)

where B(η) is the buoyancy force vector.
It can be seen from 3 that the acceleration is included

within the vector of external forces, which was used to
calculate the current acceleration. Thus, the choice of the inte-
grationmethod and the sample time can lead to instability. For
this reason, in Free-Floating, these effects are not considered
in the simulations. At the same time, in UUVSimulator, a low
pass filter is included to obtain the previous acceleration,
which is used in 3. In Rock-Gazebo a new method for
considering added masses was presented [48]. In particular,
the method consists in calculating the compensated effort
C = −MAν̇r as a function of the other forces applied to
the vehicle and of the mass matrices; moreover, stability is
guaranteed if ||M−1

RBMA||2 < 1.

B. ACTUATION
In the underwater environment, the thruster is the actuation
present in almost all vehicles, so its modelling is a
fundamental point for the validity of simulated vehicles.
Since it is impossible for these simulators to simulate the
iteration of the propeller with the water, all simulators require
the knowledge of some parameters of the thruster to obtain
the most realistic behaviour. The best way of modelling the
thrusters is the one a propeller is identified with a function
that converts the rotational velocity into thrust. The most
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TABLE 2. Underwater robotics simulators’ characteristics comparison [0 not present; 1 claimed; 2 present].

commonly used models for propellers are the zero, first order
system (Gain), Yoerger and Bessa model [49]. The thrust,
instead, is usually modelled with the following quadratic
form:

T (�) = K�|�| (4)

where K is the thrust coefficient which can be different
according to the direction of rotation, and � is the rotation
speed of the propeller. An essential component to add to this
model is the so-called dead zone:

T (�) =


KL(�|�| − δL) if �|�| < δL

KR(�|�| − δR) if �|�| > δR

0 otherwise

(5)

UUV follows this philosophy exactly. Free-Floating and
Rock Gazebo use those provided by the Gazebo plugin.
Stonefish created its engine model, which does not include
the dead zone and the propeller model among the coefficients
but foresees the torque generated due to the propeller’s
rotation.

C. SENSORS
The fundamental sensors for underwater vehicles can be
divided into two broad categories: sensors that measure
vehicle properties and sensors that measure properties of the
environment. Examples of the former are accelerometers,
gyroscopes and compasses, the inertial measurement unit
(IMU), DVL and acoustic positioning systems like Ultra
Short Baseline (USBL). Examples of the latter category are
cameras, sonars and lasers. For the sensors that measure
vehicle properties, it is essential to model the following
characteristics: Sampling rate, Bias, Non-linearity, White
Noise, Dead-Zone, and Resolution. These sensors are nec-
essary for all applications, from control and path planning to
SLAM algorithms. On the opposite, for sensors that measure
properties of the environment, like detection of objects or
measurements of distances, it is necessary to focus on the
fundamental properties of the measure involved. For the
cameras, for instance, it is important to carefully consider the
resolution, pixel noise and distortion because these factors
deeply influence the quality of the images, therefore their
closeness to reality. Finally, given the importance that sensors
have in the physical and virtual environment and that a wide

FIGURE 4. Use cases for each reviewed underwater simulator.

variety of sensors dramatically increases the possible fields
of application, an analysis of the available sensors on each
simulator was carried out, and the results are summarized in
Table 3.

VI. ANALYSIS OF USE CASES AND APPLICATIONS
ADDRESSED
This section shows the results of analysing the applications
of the simulators that were presented previously. Firstly, the
search results tested whether the simulator was used in a
real case study and/or how many applications each simulator
had. Results are shown in figure 4. As expected, the most
cited simulators are also the most used. The main fields of
application can be summarized as:

• Control and/or simulation of Unmanned Underwater
Vehicle (UUV), including control algorithms of AUV or
ROV

• Control of UVMS, including control algorithms that also
involve a manipulator

• Cooperation, including the cases of two ormore vehicles
cooperating to achieve a task

• Path planning, including algorithms for new path
generation

• SLAM, including the applications dealing with Simulta-
neous Localization and Mapping

• 3D Reconstruction, including the collection of camera
or sonar images of an object and its subsequent 3D
reconstruction
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TABLE 3. Main sensors available in the simulators.

• New sensor simulation, including new models to simu-
late sensors in the underwater environment, in particular
cameras and sonars.

The applications of UWSim, UUV simulator and other
simulators were analyzed considering their fit into these
categories. Despite being the main fields of application for
underwater simulators, these categories do not cover all
the possible applications. Thus, also other applications are
considered in figures 5, 6 and 7.

A. UWsim
Figure 4 shows that UWSim has a total of 75 examples
of applications, which are distributed over the range of
categories identified previously, as shown in the figure 5.
The applications explored the most with UWSim are UVMS
and Path Planning, followed by UUV control/simulation,
cooperation and SLAM. Interestingly, in the context UUV
control/simulation, the Sliding Mode technique was used
for depth control in [50]. Also, the Sliding Mode controller
and the vehicle model were implemented to improve the
simulation fidelity in [51]; a Matlab-Simulink software was
integrated with UWSim, acting only as a 3D viewer, in order
to track the desired trajectory. Another exciting application
described in [52] is controlling the vehicle’s distance from the
seabed. It can be calculated directly through distance sensors,
like DVL, or by a vision system consisting of a camera
whose objective frames two laser pointers. Thus, an algorithm
identifies the laser points and measures their distance; the
vehicle’s distance to the seabed is calculated. Recently,
the control of underwater vehicles has been increasingly
exploiting predictive techniques.

Among them,Model Predictive Control (MPC)was used to
assign predefined trajectories to UVMS. For example, in [24]
and [53] MPC was used to track the path while keeping the
distance from the seabed constant while minimizing the com-
putational load. In [54] a robust finite horizon controller was
developed for underactuated vehicles respecting constraints
like obstacle avoidance, advancement speed and saturation of
the motors under the action of disturbances such as waves and
currents. Techniques based on Deep Reinforcement Learning
have been developed to make vehicles equipped with Sonar
or Cameras perform different tasks [55]. The main advantage
of these techniques is that they are not model-based and
do not need a localization algorithm. A typical validation

FIGURE 5. UWsim simulator citations for each application type.

scenario is the underwater pipe inspection task. A feature
of UWSim that is much appreciated is the presence of
the models of some vehicles equipped with manipulators.
In particular, the GIRONA 500 I-AUV vehicle can be
equipped with different DOF manipulators. In this case, the
control algorithms are based on the kinematic model, but
the specifications vary according to the available sensors.
In [56], cameras and sonar estimate vehicle torsion due
to uncontrolled speed. If disturbances are not negligible,
the controller must be designed to be robust to external
disturbances. In [57], an Extended Kalman Filter (EKF) is
implemented to estimate the position and a Fast Tube MPC
to control the end effector position. Control algorithms have
also been developed for redundant manipulators subject to
hard joint and Cartesian constraints [58], and for allowing
movements to the vehicle while checking the position and
orientation of the manipulator, [59]. The controllers have
been developed for carrying out different types of tasks such
as the grasping of objects in the water using measurements
from vision, laser, and tactile systems [60], opening and
closing of a valve [61], plugging/unplugging a connector
recognized using stereo cameras [30], [62], [63], solving
the underwater ‘‘search & recovery’’ problem in shallow
water conditions, with the highest level of autonomy ever
seen before [63], and welding broken pipes identified by a
segmentation algorithm applied to the images obtained from
stereo cameras [64]. If, in addition to the kinematicmodel, the
user also wants to include the manipulator dynamics, UWsim
can be integrated with Simurv by Matlab/Simulink [30].
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A subject in which much research has been done in recent
years is the cooperation between multiple vehicles. In the
submarine field, this usually includes a control algorithm
for the single vehicle, plus one for the cooperation of
the two, with the possibility of equipping the AUVs with
manipulators. A task where all these challenges are included
is when two vehicles have to seize an object on the seabed
and move it from one point to another. In detail, in [65] the
controller of the single UVMS was designed, and in [66],
[67], [68], and [69] the control and cooperation algorithm
for the transport of a tube at a constant altitude and speed
is developed. Shahab [70] proposes an algorithm that differs
from the previous ones because it is based on the Non-linear
MPC. Another multi-vehicle cooperation task is to follow
a path while keeping the vehicles in formation [71], the
leading vehicle is the one that is given the path to follow.
In contrast, all the others must follow the leading vehicle,
keeping their distance and avoiding collisions. In addition
to the control issue, it is equally important to define which
trajectory the vehicle must track. The part of the software
responsible for generating the reference path is called Path
Planner. It must generate the best possible path that allows the
vehicle to perform its tasks while satisfying requirements and
constraints. Authors in [72] aimed to identify the best existing
path planner based on the problem. New path planners are
also proposed and validated thanks to UWSim [73], [74],
and [75]. In [76] an online 3D path planning algorithm was
developed to respect the obstacle avoidance and distance
from the seabed while trying to ensure the execution of the
path without deviations and the safety of the vehicle when it
has to pass near obstacles. In order to solve this problem, the
AUVwas equipped with a profiling sonar which also allowed
the online mapping on a completely unknown environment.
When the problem is to build a bathymetric map, the vehicle
must run a path equipped with multibeam sonar so that
the acquired images cover the entire area. An algorithm
has been developed in [77] to solve this problem. When
calculating the best path, it considers the desire to execute
parallel paths or maximize the sonar image quality, avoiding
turns in the target area. References [78] and [79] describe a
framework to allow AUVs equipped with adequate sensors to
explore unknown environments. The framework is composed
of two main parts. The first calculates the collision-free path
using sonar profiling, and, at the same time, it maps the
surrounding environment incrementally. The second allows
the reconstruction of various 3D representations (i.e., sparse,
dense, meshed, textured) of the surveyed area using images
gathered by a camera. The previous structure was validated
in simulation and real environments using the Sparus-II
Vehicle. It performed various tasks such as start-to-goal
query in a virtual scenario of sea rocks, the breakwater
blocks area inspection, and the exploration of a seamount
to create a 2D occupation map [80]. In order to achieve a
3D reconstruction, it is necessary to perform a trajectory that
allows gathering images from the entire object and to perform

it at such a speed that there is a good percentage of overlap
between two successive images. The reconstruction quality
can be improved by equipping the vehicle with a localization
algorithm that merges IMU, DVL and USBL/LBL and an
online collision-free path planner [81]. 3D reconstruction
can be obtained from Multibeam sonar [82], [83] doing
one or more layers path [84]. A new 3D reconstruction
technique where the object is inspected using the laser
line/camera system installed in the robotic manipulator
forearm is described in [85]. This technique scans the object
with the laser while the robotic arm moves. The laser line
captured in the image identifies the object’s surface. The
SLAM process enables a mobile robot to build a map of the
environment and, simultaneously, to use this map to compute
its location. This task is much more challenging underwater
than in other environments because the visibility is reduced,
and the communication and localization tasks must rely
on acoustic devices. Therefore, vehicles need to integrate
other onboard position sensors (IMU, depth sensor, etc.)
and perception sensors (Mechanical Scanned Imaging Sonars
MSIS, Forward-Looking Sonars FLS, Side-Scan Sonars SSS
and cameras) in order to perform this task. Several SLAM
techniques have been validated thanks to UWSim. Reference
[86] presents an algorithm for Graph SLAM based on
stereo vision, and EKF (Extended Kalman Filter) has been
developed and tested on the SPARUS II vehicle. Silveira et
al. developed a SLAM algorithm inspired by how dolphins
navigate, called DolphinSLAM, using neural networks [87],
[88]. The sea current was included in the training [89], and
then the final DolphinSlam was compared to the EKF [90].
One more technique, the visual-pressure fusion-based SLAM
technique, called ORB-SLAM, was developed in [91]. When
the vehicle is equipped only with a camera and pressure
sensor, the roll and pitch angle are observable only when
the robot has a nonzero component of motion in the vertical
direction, that is, during the robot immersion. The authors
propose an online initiation method which integrates any two
subsequent pressure and visual data. Sometimes sub-parts
of the SLAM process may be sufficient to execute some
operations. For example, localization is required in every
autonomous vehicle to execute any task. An example is
the creation of two EKF [92], one that merges data from
IMU, DVL, visual tracker and depth gauge, and the second
corrective that incorporates position from GPS or USBL,
implemented and tested in UWSim. Another process that
can be separated is mapping, i.e. positioning the vehicle
within a predefined map or built online. In [93], a framework
is proposed that incrementally maps the vehicle into the
surrounding environment and simultaneously calculates a
possible path that probabilistically guarantees the vehicle’s
safety in accordance with model/mapping uncertainties. Due
to its realistic rendering UWSim is also used to validate
new perceptive sensor models. For example, a new Side
Scan Sonar, which approximates the Lambertian diffusion
model, was developed by Gwon et al. [94]. For its validation,
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FIGURE 6. UUV simulator citations for each application type.

the inliers matching the images obtained in UWSim with
the original and the new model were performed. Moreover,
in underwater mining scenarios, multibeam sonar and 2D
sonar imaging have been developed [95]. Other applications
in which autonomous vehicles are widely used are the seabed
inspection to search for a particular object or the inspection
of underwater pipes for possible damage/loss. Authors
in [96] developed an algorithm for real-time identification
and tracing of underwater pipes using a multibeam sonar
echosounder with noisy measurement and a false positive
filtering system. An aspect not to be underestimated is
the use of simulators for training operators in driving and
managing ROVs, with or without manipulators, also called
teleoperation. Usually, in the case of UVMS, two Joysticks
are involved, one for the manipulator and the other for the
vehicle, based, for example, on haptic force and torque [97].
Then, based on the precision required for the task, the pilot
can select the control algorithm that allows him tomake faster
or more precise movements. Many attempts have been made
to make the experience more immersive using a 3D viewer.
In order to decrease the operator stress and, at the same time
to increase the level of the experience of the user, a new
interface was developed to drive the ROV via Leap Motion
or joystick and to see the scene in a 3D viewer [98]. This
interface reconstructs the 3D environment and communicates
with UWSim through ROS. The SPAURS II vehicle was
also piloted by an operator watching the 3D scene using an
Oculus Rift viewer, and two Oculus Touch Controllers [99].
The platforms thus developed were then tested by a group of
users who drove the UVMS while grasping and moving an
object; however, several users still claim to prefer an original
interface to the 3D one [100]. Although the teleoperation of
submarine vehicles generally requires the umbilical cable,
architecture was also developed to allow it to exploit wireless
communication, mainly acoustic communication [101], and
Radiofrequency [102]. In particular, a transmission protocol
was developed and tested both in simulation and in HIL by
creating special modules. In the underwater environment, the
exchange of information is complicated because the only
devices allowing the exchange of information at a distance
of several meters are based on acoustic waves, which,

however, have a low band. The need to have a large amount
of information exchanged between several vehicles led to
the development a new method/protocol for transporting
information underwater for long missions [103]. It uses small
transposing robots, called MUSSEL, which first collect data
at close range from the robot stations using lights, then move
to the next robot and transfer the data. A similar architecture
was developed in [104], where transport robots must share the
energy from surface vehicles using solar panels to deep-sea
vehicles via an inductive system. Energy awareness is another
well-known problem, especially for long-duration missions.
A solution is proposed in [105], where a low-cost estimation
model has been developed.

B. UUV SIMULATOR
UUV Simulator has a total of 45 citations. Their distribution
across the various fields of application is shown in Figure 6.
The main difference between UUV Simulator and UWSim
lies is the lower use of UUV Simulator on UVMS. This may
be explained because in the UUV Simulator, no standard
vehicle is equipped with a manipulator and its implemen-
tation is not immediate. Moreover, the most frequent use
of the UUV Simulator is the UUV control/simulation of
submarine vehicles. The RexROV vehicle, integrated into the
UUV Simulator, was used as a case study to compare the PID
controller implemented within the platform with a sliding
mode controller to evaluate its performance in the presence
of disturbances [106]. On the opposite, authors in [107]
used UUV Simulator to verify the behaviour of their newly
designed mini ROV. Nowadays, neural networks have been
applied to many different fields. Control systems make no
exception and use simulators extensively as they let the user
test the system many times and create the dataset for training
and validation phases. Lopez et al. in [108] designed a Feed
Forward Neural Network controller for obstacle avoidance
during the pipeline inspection task. Deep Reinforcement
Learning (DRL) controller was developed for different types
of applications (i.e. to solve the BlueROV2 station Keeping
[109] or tracking problem [110]). DRL controller was also
compared with PID in the Start-end Point task in the presence
of various ocean currents [111]. Regarding identifying the
pose through vision systems, the tether has been a subject of
study [112]. Identifying the curve formed by the cable can be
used to estimate the position of an ROV during exploration.
Suppose the tether connects a leader vehicle to a follower.
In that case, it is advantageous to control its shape because
it allows the leader ROV to explore having the minimum
cable effect without the risk of entanglements. In contrast,
the follower vehicle pursues it maintaining the desired shape.
A control system for the follower has been proposed in [113].
The only application involvingUVMS inUUVSimulator was
the development of a mini-ROV for underwater manipulation
[114]. The simulation environment was used to validate the
first algorithms, whose aim was to identify and manipulate
an underwater object using a camera. At the same time,
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it is connected to the main AUV, which locates it through
a sonar. Robot’s cooperation in UUV Simulator involved
rather different tasks concerning UWsim. The exploration of
a bounded area to obtain images from vision systems/sonar or
water data, such as the salinity obtained by multiple robots,
significantly reduces the exploration time and improves the
robustness if compared to the traditional way, which uses a
single robot that has a higher risk of failure. Griffith et al. have
developed a new strategy for exploring unknown underwater
environments based on Robotic Darwinian Particle Swarm
Optimization (RDPSO) [115], in which each robot calculates
online and autonomously the next target avoiding collisions
and having limited communication with other members.
A ROS high-level ROS modular architecture called Robot
System Onboard Architecture (RSOA) for the teleoperation
of surface and depth vehicles was designed in [116]. The
framework comprises a Mission Management Tool (MMT)
that generates missions, assigns tasks, etc., and a Middleware
ROS that manages communication between MMT and
vehicles via wi-fi and acoustics. A Mission Manager called
Missions and Task Register MTRR has been developed in
[117]. The novelty introduced is the use of decentralized
hierarchical control for self-adaptive systems where the
mission is not completely precharged at the beginning, but,
thanks to the virtualization of the planning capabilities of the
individual vehicles, the different tasks are assigned one by
one once the status of those in progress is received. A method
of searching for mines in a given area by multiple cooperative
submarine vehicles to allow passage in a safe trajectory of a
surface vehicle has also been the subject of study in [118].
Stateflow, a Matlab/Simulink package that models decision
logic through state machines, was also used to develop a
Model Driven Architecture for multi-vehicle coordination
avoiding collisions which communicate through ROS with
UUV Simulator [119]. In some applications, vehicles need
the ability to communicate, but if Radio Frequency is used,
the distance that these vehicles can operate is minimal.
[120] shows a strategy that allows performing tasks to keep
the distance between the vehicles constant. When a vehicle
loses communication, one of the vehicles moves in such a
way as to restore communication. Architecture Analysis and
Design Language (AADL), a language for systemsmodelling
and analysis, was also used to design a control system for
vehicle coordination by analyzing faults and latencies [121].
The Osate software allowed the automatic generation of
the code to integrate the control system components within
ROS nodes. The Path Planner (PP) component calculates the
vehicle path during the mission. It is a module that can be
included in the Mission Manager, and the vehicle provided
can calculate it online. The PP of off-board multi-robot for
the support of actions during the execution of long-term
missions was validated in the case of a surface vehicle, and
several deep-sea vehicles [122]. While an online solution
was presented for exploring unknown vehicle environments
subject to kinematic constraints [123], onboard PP is specific

to the mission, the available sensors to the presence of
constraints. A new methodology has been introduced by
Zacchini et al. [124] where the sensors on board guide
the trajectory to explore an entire unknown area of known
dimensions. In the pipeline inspection task, the path must be
guided by vision systems or sonar [125]. Machine Learning
based solutions have also been proposed [126], [127],
and a toolchain that supports the architectural modelling
of CPS with Learning enabled Components that made it
possible to model the path planner through a neural network
trained through many experiments in simulation. Despite an
unrealistic rendering, UUV Simulator was used as a tool
to test different 3D reconstruction algorithms. The RexRov
vehicle equipped with MSIS was used for the exploration of
a wreck, and its 3D reconstruction [128]. Moreover, to verify
the structural conditions of offshore wind piles, an inspection
was performed by an ROV equipped with a 2D Lidar and
a localization system and 3D reconstructions of the pillars
were obtained [129]. Also, Gazebo can be exploited to
inspect objects that are partially submerged. Reconstruction
results obtained from the Collaboration of UUV and USV
inspecting the object via multibeam sonar and UAV via
camera were presented in [130]. In contrast, inspection
for multidomain reconstructions via ASV equipped with
Multibeam Echosounder sonar for the seabed and 3D lidar
for objects on the surface was carried out in [131]. Only
four applications of SLAM and Localization were found.
Generally, in these contexts, the vehicles are equipped with
the same basic set of sensors, namely IMU, DVL, sonar
or cameras. A localization system is provided in case the
context requires high precision. The most common algorithm
is the EKF which can have several revisions [132]. Another
technique was developed in [133], which is based on the
saliency of the submap of the images captured by Imaging
Sonar. Creating an occupation map of an unknown area is
another known problem in SLAM. It consists of creating
a map of an unknown area, dividing it into a grid and
indicating which elements there are obstacles. An algorithm
that solves it has been proposed in [135] where a vehicle
builds in a real-time fashion and updates the map during the
exploration, merging measurement data from proprioceptive
sensors and from a 1D laser line to replicate the profiling
sonar. Localization using neural networks was also achieved
in [136]. Simulators are handy for comparing different
localization techniques starting from the same datasets. EKF,
UKF and CDKF were compared from a dataset of an ROV
subject to current disturbances [137]. Barker et al. in [138]
and [139] developed a relative position estimation algorithm
concerning a block of ice moving on the water surface
whose one-point position is known by GPS. The vehicle,
also equipped with a USBL, measures the relative distance
between the vehicle and the ice employing a USBL and filters
it considering the data from onboard sensors. A new side-scan
sonar model was developed and implemented as a ROS node
for UUV Simulator, and UWSim [140]. Another framework,
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developed for both simulators, greatly improved the under-
water image simulation [141]. In addition to including a new
model for images in different sea conditions, it allows the
application of a filter that prepares the images for an easier
processing phase. First attempts at underwater human-vehicle
interaction were undertaken by employing UUV Simulator.
Experimentation in human-vehicle interaction was carried
out by simulation. An example is [142], where a diver was
chased by a vehicle sensing its presence through the images
taken from the stereo camera it was equipped with. Further
advances in target search are described in [143] where a
methodology to provide the sampling points that the robot
must visit was developed. Interestingly, the methodology also
considers the level of fidelity with which the robot must
collect data. Another example of underwater human-robot
interaction is reported in [144], where the Unity 3D interface
displayed the environment on a viewer and gloves allowed
the teleoperation of the ROV by interpreting hand gestures
as commands and transmitting them to the ROV. Fault
occurrence is an issue for every robotic system. The ability
to know when a fault will occur, to establish which kind
of fault it is or on which component it occurred, give
time to take measures to complete the mission or to spare
further damage to the robot. A neural network with a
Learning enables component approachwas presented in [145]
for diagnosing faults. The neural network was trained by
simulating various faults (e.g. on battery and motors) on
the BlueROV2 vehicle, whose output goes to a module
that chooses which countermeasures to adopt. Hartsell et
al. instead developed a framework that calculates the risks
of an autonomous vehicle during the exploration [146].
‘‘Risk’’ means the probability that a hardware or software
can fault or a change in environmental conditions. A low-
cost platform to simulate wireless communication between
surface vehicles was created starting from UUV Simulator
[147]. It consists of a network module that connects all the
USVs in which routing strategies have been implemented to
exchange messages with each other with the shortest possible
delay. Authors in [148] modified the simulator to validate
Lipschitz-continuous Models with bounded confidence of
which vehicles, especially submarines, are typical case
studies.

C. OTHERS
All the other simulators had shallow usage. Seven uses are
divided into categories as shown in figure 7.
Rock-Gazebo showed only three applications within the

selected literature. The first ‘‘the simulation of the new
submarine vehicle Flatfish’’ [149]. New high-fidelity models
for real-time simulation of mechanical scanning imaging
sonar and forward-looking sonar have been proposed in
[150]. The same authors have improved the simulation speed
in the presence of multiple sonar devices thanks to the
combination of rasterization and raytracing [151]. Stonefish
showed two uses. Bhat et al. [152] validated in simulation

FIGURE 7. All other simulators citations for each application type.

the SAM AUV vehicle defined as a Cyber-Physical System
(CPS) composed of several modules to carry out multi-agent
research and detection missions before carrying out field
tests. Within the Twinbot project, the mission of two
Girona500 vehicles with Manipulators to take a pipe and
transport it by cooperating from one point to another has been
replicated [153]. Stonefish has made it possible to obtain a
more reliable simulation, especially of the manipulator and
to obtain measurements from a force-torque sensor mounted
on the end effector wrist. UW Morse was used in [154]
where safety envelopes and traffic rules were validated
to avoid collisions with known static objects. Lastly, the
USV sim was used in two papers. The Lutra-pop vehicle
was simulated with different atmospheric conditions (wind,
waves, current, buoyancy) to validate the energy consumption
model in different conditions [155]. Moreover, authors in
[156] developed a Q-Learning approach for generating
the path of surface vehicles for long-term missions. The
algorithm allows the ASV to pass from a starting point,
avoiding obstacles and dangerous situations while taking
actions based on the wind direction. At the end of the present
analysis, the figure 8 shows all considered simulators and the
use cases found in the analyzed bibliography.

VII. CONCLUSION
The past decade has witnessed the emergence of numerous
simulators tailored for the underwater environment, facilitat-
ing the development of many algorithms and technologies.
The primary benefits associated with the utilization of these
tools include the reduction of costs and risks inherent in
real-field missions, particularly during the developmental
phase. Additionally, these simulators afford the opportunity
to test algorithms in various modes such as Software In
the Loop (SIL), Model In the Loop, and Hardware In
the Loop (HIL) collectively referred to as xIL. DT have
become both the present and the future for submarine robotics
tools. The capability to establish a connection between
the real device and the virtual counterpart enables more
reliable simulation and validation of system components.
Currently, the primary challenges revolve around the accurate
integration of hydrodynamic forces into simulation without
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FIGURE 8. All simulators citations for each application type.

compromising the realism, weight and stability of the
simulation. In future developments, it is anticipated that
physics engines will be designed to internally integrate
hydrodynamic forces. Another viable prospect involves
modeling intricate phenomena through neural networks and
incorporating advanced deep learning algorithms. Further
advancements involve enhancing the robot’s interaction with
the surrounding marine life and refining the accuracy of
visualizing the underwater environment. Within the realm
of research, there is a focus on simulating challenges
in underwater communication. This entails incorporating
factors like signal degradation and addressing issues arising
from the thermocline, particularly in the context of acoustic
communication, and also encompassing optical communica-
tion challenges. Exploring methodologies for simulating and
evaluating the fault tolerance and robustness of underwater
robotic systems necessitates the generation of scenarios
that challenge the robots with unforeseen adversities and
malfunctions, thereby assessing their capacity to respond
effectively.

This study presented a comprehensive review of academic
simulators for submarine environments and agents. Initially,
the general structure of all the academic simulators currently
featured in the State-Of-The-Art (SOTA) is presented.
Simulators developed within the last decade that are not yet
dismissed are discussed, with UWsim andUUVsim emerging
as the most frequently used and cited. Each simulator exhibits
distinct strengths and weaknesses; UUVsim demonstrates
high simulation fidelity but lacks realistic rendering, in con-
trast to UWsim. At the same time, Stonefish incorporates
the best of these two simulators but imposes a substantial
computational load on the processor.

Thinking about the future of these simulators, UWsim
and UUV simulator are anticipated to persist due to their
multifaceted features reliance on ROS, a middleware pivotal
in building the software architecture of many ROVs/AUVs.
Furthermore, authors of UWsim have introduced UWsim-
NET [157] a novel tool facilitating accurate simulation of
acoustic waves transmission in water. This innovation allows

FIGURE 9. Underwater simulator final score.

the implementation and simulation of acoustic positioning
and communication systems, a unique feature compared to all
the other simulators. Conversely, Free Floating, UW morse
and URsim, despite being available online, arere presently
underutilized and no longer undergoing development, making
their obsolescence in the near future. Stonefish on the other
hand holds significant potential, especially in simulating
multibody vehicles in the water, yet its future remains
uncertain due to inadequate documentation and limited
awareness in the community.

From the detailed analysis of the applications of under-
water simulators presented in this study, it appears evident
that researchers have developed several algorithms with very
different purposes. the wide-ranging applications of these
simulators include the development of control algorithms
for submarine vehicles, manipulators and cooperating robots.
Additionally, they have been instrumental in real-time and
non-real-time path planning for the data collection and
SLAM. The paper showed insights into creating DTs
of robotic submarine systems using available simulators,
outlining essential characteristics to guide new researchers
in their development endeavors. Figure 9 displays a graph
illustrating the assigned scores to each simulator based
on the criteria outlined in Tables 2 and 3. The scoring
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system involved assigning scores of 0, 1, and 2 to each
simulator, following the guidelines provided in Table 2.
For the manipulator category, scores were determined based
on the presence of both kinematics and dynamics modules
(score of 2), the implementation of both modules with
incomplete dynamics (score of 1.5, exemplified by UUV
simulator and Stonefish), or the implementation of only
kinematics equations (score of 1, exemplified by UWsim).
Results from Table 2 were considered, assigning a score of
1 if a sensor was present and 0 otherwise. The cumulative
scores were utilized to rank each simulator, as depicted in
Figure 9, showcasing the outcomes of this scoring approach.
According to this methodology, UWsim, Stonefish, and UUV
emerged as the top three simulators for digital twinning,
occupying the highest ranks. Nonetheless, Stonefish exhibits
fewer documented applications compared to UWsim and
UUV, which appear to offer robust resources, extensive
applications, and well-documented functionalities. In the
future these aspects could impede the adoption of Stonefish
while potentially facilitating the widespread use of UWsim
and UUV.
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