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Abstract

This paper introduces a beamformer with constant mainlobe width over a given

frequency range based on the well-known Functional Beamforming. In fact,

one of the main issues with Conventional and Functional Beamforming is the

worsening of spatial resolution towards lower frequencies. The idea presented

here is to exploit the order (exponent in its typical formulation) of Functional

Beamforming as a leverage to maintain the same mainlobe width for different

analysis frequencies. A strategy for accurately measure the mainlobe size is

described and exploited for characterizing any array used in the beamforming

analysis. An order calibration procedure, which boils down to the estimation

of two fitting coefficients describing the proper beamformer order, is proposed.

The procedure resulted useful to achieve a constant mainlobe size across a given

frequency range. The validity of the whole approach is demonstrated on both

synthesized and experimental data.
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1. Introduction

Acoustic source mapping based on phased microphone array measurements

is a well-established technology for characterizing noise sources with applica-

tions in many engineering field. In fact, the advantages with respect to single

microphone measurements is related to the possibility of localizing and quan-5

tifying different source contributions. Some of the typical applications are the

characterization of aeroacoustic noise generated by airfoils [1], aircrafts [2] or the

characterization of noise produced by rotating machinery [3, 4, 5]. A compre-

hensive review of the various algorithms and applications associated to phased

array measurements is provided by Chiariotti et al [6], while a review targeted10

to aeroacoustic applications is provided by Merino-Martinez et al in [7]. Several

classifications of acoustic imaging techniques are available in literature: they

mainly differ for the approach adopted or the calculation domain. As frequency

domain approaches are concerned, which are the target of this paper, a sys-

tematic theoretical classification was proposed by Leclère et al in [8]. Three15

main methodology classes can be distinguished: beamforming, deconvolution

techniques and inverse methods. Most of these approaches require the identi-

fication of a spatial Region of Interest (RoI) to be used as target calculation

region, the acoustic discretization of that region by the placement of potential

elementary sources (plane waves, monopoles, dipoles, etc.) at known locations20

and the assumption of an acoustic propagation model. Different aspects can be

considered in the model, in addition to the direct propagation path, like cavity

modes, scattering, image source and others. The main difference among these

approaches rely in the way that potential source coefficients are calculated from

pressure measurements.25

Beamforming methods estimate the potential source coefficients one by one.

In fact, a beamformer is a spatial filter which lowers the contributions out-

side the beamformer focalization direction/point. Therefore, the acoustic map

is obtained by focusing the array on a single potential source in turn, as if it30
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were the only active one. Beamforming methods are widely adopted, especially

in commercial systems, since they are generally quick and easy to implement.

However, the source levels on the map are normally inaccurate in case of multi-

ple sources since the maps are spoiled by the array spatial response, commonly

named Point Spread Function (PSF). This introduces blurring and artefacts in35

the acoustic map because the spatial filter is not ideal. For example, a point

source is mapped by a beamformer with a lobe having finite size, i.e. the

mainlobe, and this aspect limits the ability of beamformers in distinguishing

neighboured sources. Moreover, several artefacts, named sidelobes or “ghost

images”, are introduced, which may produce misinterpretation of the maps and40

limit the actual dynamic range in the source identification. To overcome beam-

forming limitations, deconvolution techniques have been developed. The ob-

jective of a deconvolution process is to remove the PSF from the beamforming

maps to retrieve the actual sound source distributions ([9, 10, 11]). Contrar-

ily to beamforming approach, inverse methods aim at solving the full acoustic45

mapping problem, thus returning the source coefficients for the whole set of

potential sources. Several inverse techniques were developed over the years,

such as Nearfield Acoustic Holography [12], Generalised Inverse Beamforming

[13], Covariance Matrix Fitting [14, 15, 1], Bayesian Approach to sound source

reconstruction [16], Equivalent Source Method with tailored solvers [17, 18]).50

Both deconvolution of beamforming maps and inverse methods require to solve

an inverse problem with a degree of freedom for each source coefficient. This is

in contrast with beamforming approaches, as these latter methods estimate each

source coefficient separately. Surely, deconvolution and inverse methods leads

to maps with fine spatial resolution and high accuracy in source quantification,55

but the complexity of implementation may not be justified in some applications.

As in several application such an increased complexity is neither affordable

nor tolerated, this paper focuses on the use of frequency domain beamforming,

rather than deconvolution or inverse methods, with the aim of improving the60

accuracy of the identification process with no substantial increase of calculation
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complexity with respect to a typical beamformer. The key of the proposed idea

grounds on one of the main issues characterizing Conventional Beamforming

(CB) [19], i.e. the dependency of the mainlobe width (MLW) from the fre-

quency of analysis. In fact, the blurring effect due to the PSF of the array65

increases towards lower frequencies, thus worsening the spatial resolution. This

characteristic of CB causes different lobe sizes in the acoustic map for different

frequencies, despite the real sources keep the same spatial extension. This as-

pect is an issue when maps at different frequencies are analysed and compared

or when maps are summed over a certain frequency range. In such a case, it70

is desirable to have a constant MLW for the whole range of interest. This goal

can be achieved by exploiting the peculiarity of Functional Beamforming (FB),

introduced by Dougherty [20] with the aim of enhancing the performance of

traditional CB. In fact, the FB output is governed by the ν order, which al-

lows the main lobe to be narrowed and the sidelobes to be lowered; as a result,75

beamformer performance can be improved in terms of both spatial resolution

and dynamic range. However, in the standard usage of FB, the same order is

set for the whole frequency range, thus having again the same dependency of

the mainlobe size from the frequency.

80

The idea presented in this paper is to exploit the order ν of FB as a lever-

age to keep constant the MLW when beamforming maps are calculated over a

certain frequency range. To the best of authors’ knowledge, this strategy has

not been explored in literature yet, nor exploited in any practical applications.

This variant of FB is addressed in this paper as Order Calibrated Functional85

Beamforming (OC-FB). The first step of this work is to define a method for

the measurement of MLW. This enables to characterise the MLW of FB versus

order and frequency. The second step is to define a procedure to calculate the

proper order enabling the design of a beamformer with constant mainlobe width,

in a given frequency band. This paper therefore does not aim at presenting a90

completely new beamforming method. Rather, it aims at discussing how to

optimise the use and performance of an existing and powerful algorithm as FB
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is, since it is widely used in several application fields. The paper is structured

as follows: Section 2 briefly summarizes the theory and the basic principles of

frequency-domain beamforming, Section 3 shows the approach adopted for the95

characterisation of FB in terms of mainlobe width, Section 4 describes two cal-

ibration procedures of OC-FB order to get the constant MLW, Section 5 shows

the applications on both simulated and experimental data and, finally, Section

6 draws conclusions on the proposed method.

2. Basic principles and theory100

2.1. Frequency Domain Conventional Beamforming

The beamforming techniques adopted in this paper are based on phased mi-

crophone array measurements. As notations are concerned, the term M relates

to the number of microphones used in the array, while the location of a generic

m microphone is addressed as ym; the term N addresses the total number of105

potential source locations over the calculation area, while the term xn addresses

the generic potential n-th source location. The Cross-Spectral-Matrix (CSM)

estimated from the pressure signals measured by the M microphones is obtained

exploiting the Welch’s method [21].

In the classical application, the focusing/calculation area is a plane close to

the target. However, a surface representing the object of interest [22] or a volu-

metric map [23, 17, 24] may be useful when a more general approach is required.

Once the RoI is defined, it must be discretized with a set of elementary sources.

In this work, only monopoles are chosen since it is the commonest choice in

source mapping. However, also different source models can be adopted. Af-

ter that, the model of an acoustic propagator must be defined. The simplest

choice consists of a source-microphone free-field propagation. This choice is not

mandatory, as many other aspects can be included in the propagation model. In

frequency domain, the propagation at a single frequency is modelled by complex

coefficients, gn,m, for each source-receiver pair. It is useful to collect the coeffi-

cients, from the n-th source to all microphones, in a M -by-1 vector gn. When
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adopting a pressure-to-pressure propagator formulation [23, 1] for a monopole

point source placed at xn the acoustic transfer function is

gn,m(xn,ym,y0) =
rn,0
rn,m

ei
2πf
c (rn,m−rn,0) , (1)

where f is the frequency of analysis, c is the speed of sound in the medium and i

is the imaginary unit. The point y0 is a reference point that is usually set in the

geometric centre of the array. The terms rn,0 = ∥xn − y0∥2 and rn,m = ∥xn −

ym∥2 are the propagation distances from point source respectively to reference

point and to microphones. The possibility to focus an array on a potential source

location requires the definition of a spatial filter. In the beamforming framework,

this filter is commonly named “steering vector”. The steering vector is function

of the acoustic propagator. Sarradj [23] analyzed four different steering vector

formulations. In case of a single source, two formulations (I and IV) provide

the exact source location, but fail in returning the correct level, while the other

two (II and III) provide the exact source level with an error on the position. In

this paper, the steering vector formulation IV, which is reported in Eq. 2, is

adopted.

hn =
1√
N

gn√
gH
ngn

. (2)

110

The term gn represents a vector of size M , whose elements are expressed as

in Eq. 1. The output of CB is the estimate of the n-th source power that is

calculated by using the CSM and the steering vectors:

bn = hH
nPhn . (3)

The entire map is obtained by calculating the beamforming output for all the

N potential sources by updating the steering vectors according to the focusing

target.

The beamformer is characterised by the PSF which mainly depends on the115

number of microphones and their spatial arrangement, frequency and array

aperture. For a planar array, the latter is defined as the diameter D of the
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smallest circle containing all microphone locations. When array performance

are evaluated and compared for different array diameters and frequencies, it

is convenient to use the Helmholtz number (indicated with the symbol He),120

defined as He = 2πD/λ = fD/c. This non-dimensional number represents the

ratio between array aperture and wavelength, therefore, it is intended to ease

the analysis relying on the geometric similarity of array-waves interaction. The

same approach is adopted in this paper for the distances, that are normalised

by the array aperture D, unless differently specified.125

Placing an ideal unitary point source at xn, which causes the pressure gn

at microphone locations, it is possible to evaluate the PSF of a beamformer.

It is common to assess the performance of a particular array by means of two

parameters obtainable from the PSF:130

• Mainlobe Width (MLW): it is the extension of the region around the PSF

main peak that is above -3 dB.

• Maximum Sidelobe Level (MSL): it is the level of the maximum local

peak, excluding the mainlobe.
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Figure 1: Example of 1D PSF obtained with CB (blue curve) and its main characteristics

(MLW and MSL).

For clarity, Fig. 1 shows an example of MLW and MSL on 1-dimensional PSF.135

For a typical application it is useful to visualize the PSF on a plane parallel
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to the array, as depicted in Figure 2. In this example, a M = 40 microphones

Vogel spiral design with V = 5 is used [25].

-0.5 -0.25 0 0.25 0.5

x

-0.5

-0.25

0

0.25

0.5

y

(a) (b)

Figure 2: Microphone array and PSF. Lengths are non-dimensionalised by the array aperture.

(a) Vogel spiral (V = 5, M = 40) array layout. The dotted grey line is the array aperture.

(b) Example of 2D PSF with CB.

2.2. Functional Beamforming

Functional Beamforming is a generalisation of CB which makes use of math-

ematical functions applied to the CSM to enhance the spatial resolution and

increase the dynamic range of the beamformer. The output of FB is calculated

as:

bn(ν) =
[
hH
nP

1
ν hn

]ν
, (4)

where the parameter ν is the order of the beamformer. For ν = 1 the beam-140

former reduces to be the same of CB. Figure 3 shows the effect of the order ν on

the beamformer response. These maps highlight the improvements with respect

to CB PSF depicted in Figure 2.
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(a) (b)

Figure 3: Example of 2D PSF with FB using a Vogel spiral (V = 5, M = 40) array layout.(a)

FB order ν = 4. (b) FB order ν = 40.

The basis assumption of FB is that the PSF is exactly equal to 1 at the145

source location, hence hH
ngn = 1. This means that by increasing the order ν

the sidelobes decrease while the peak of the PSF remains unaltered. If this

hypothesis holds, the FB response bn(ν) is exactly the same of CB at the source

location. However, in practical applications there is no perfect match between

the measured complex pressure and the steering vectors, hence the PSF peak150

is lower than 1, causing an underestimation of the level when ν is increased.

A detailed analysis of this aspect is described in [26], where the propagation

model errors are indicated as the main cause. In fact, Dougherty [20] highlights

the importance to calibrate the array used in the measurements for an actual

exploitation of high values of ν. In [27], the reduction of level in FB maps155

due to a not perfect steering vector matching is corrected assuming that CB

provides accurate levels. In fact, FB maps are scaled to match the peak level

with the peak level of CB map, hence compensating the artefact level reduction

due to model errors. Moreover, FB is not compatible with the diagonal removal

process, i.e. set the CSM diagonal entries to zero, that is typically exploited in160

CB (especially in aeroacoustic apllications) to remove microphones self-noise.

Consequently, this process is not adopted in this paper. This limitation can be

overcome adopting array denoising techniques like the diagonal denoising tech-
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nique proposed by Hald [28], a probabilistic approach proposed by Dinsenmeyer

et al [29] or the spherical harmonics decomposition method [30] in case spherical165

arrays are used.

3. Functional Beamforming mainlobe width characterisation

3.1. Measuring the Mainlobe Width

The Rayleigh criterion is commonly used for the assessment of the CB reso-170

lution limit [31]. However, this criterion derives from the assumption of contin-

uous circular aperture and plane wave propagation. In real applications, these

hypotheses are commonly not met since a finite number of sampling points are

available (i.e. M microphones) and monopole sources (i.e. spherical waves) are

often considered. This means that the actual spatial resolution, which is strictly175

related to the MLW, is not accurately known for the particular array in use.

Therefore, a crucial aspect to face for the approach presented in this paper is

the definition of a systematic method to measure the MLW. In this section,

an approach for measuring the beamforming mainlobe width is described. All

lengths are non-dimensionalized by the array aperture.180

Consider a unitary monopole source placed on the array longitudinal axis

at one diameter distance (xs = [0, 0, 1]) and the plane parallel to the array at

the same distance of the source, as depicted in Figure 4(a). The beamformer

output can be considered as a function of a generic point on the plane with185

respect to the source location, hence b(x − xs). It is convenient to rewrite the

latter expression in polar coordinate system b(r, θ), with the origin in the source

location xs, where r = ∥x− xs∥2 (Figure 4(b)).
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(a) (b)

Figure 4: Array-source simulation setup for MLW measurement. The source is placed on

the longitudinal array axis at one diameter distance from the array. All the axis scales are

normalised by the array aperture. (a) View of relative position between microphone array

(black dots) and monopole source xs (blue cross). The red cross is the array centre and

the grey dotted circle around the microphones is the array aperture. (b) View of the polar

reference system, centred on source location xs (blue cross), used for MLW measurement.

The beamformer output on a circumference of generic radius r can be aver-

aged over the circumferential direction θ, for a number of Kθ discrete directions

θk, thus leading to

b(r)⟨θ⟩ =
1

Kθ

Kθ∑
k=1

b(r, θk) . (5)

This function is the average PSF on a circumference of generic radius r around

the source location. The subscript ⟨θ⟩ is used to indicate the mean of a function190

over Kθ values of a generic variable θ. The function b(r)⟨θ⟩ is depicted in Figure

5, referring to the setup plotted in Figure 4(a).
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(a) (b)

Figure 5: Plot of PSF in radial direction from source location. (a) Average radial PSF

(black solid line) b(r)⟨θ⟩. Grey dotted curves represents Kθ = 360 equally spaced radial PSF

(b(r, θk)). Red dashed curves represents the maximum and minimum radial PSF among those

shown. (b) Zoom on the mainlobe. Vertical green line is the mainlobe radius, i.e. one half of

the MLW.

From the definition of MLW given in the previous section, it follows that the

quantity defined in Eq. (5) can be used to measure the MLW by finding the

zero of the following function:

B(r) =

∣∣∣∣10 log10 (b(r)⟨θ⟩

b(xs)

)
+ 3dB

∣∣∣∣ . (6)

Therefore, at the mainlobe radius RML, i.e. the half of the MLW, it occurs:

B(RML) = 0 . (7)

When and where the condition expressed in Eq. (7) is met, the average

value of the mainlobe on the circumference turns out to be –3 dB. This method

provides the exact MLW in case of perfectly axial-symmetric mainlobe; it re-195

turns an approximation of the mainlobe with a circumference otherwise. Figure

6 shows some examples of MLW measurements with the proposed approach.

Three examples are shown:

• Example 1: on-axis source at He = 4,

• Example 2: on-axis source at He = 8,200

• Example 3: off-axis source at He = 8.
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In all the examples presented here, the source is placed on the plane at one

diameter distance from the array plane. The mainlobe of on-axis sources has an

almost symmetric shape, while for off-axis source location, the mainlobe has an

ellipsoidal shape that brings to a greater MLW with respect to on axis source205

in the same condition (i.e. same frequency and source-array plane distance). In

Figure 7, also the beamformer output with respect to circumferential direction

on the mainlobe radius b(RML, θ) is depicted. These curves shows that there

are smaller fluctuations of CB output for in-axis source, while off-axis source

lobe has stronger fluctuations, due to non axial-symmetric shape. However,210

the MLW measurement mechanism described here is capable to assess a sort of

“equivalent mainlobe size” also in presence of a “distorted” lobe shape. There-

fore, this approach can be adopted to precisely measure the MLW for any planar

microphone array layout and it is compatible also with FB.

(a) (b) (c)

Figure 6: Visualization of CB mainlobe and measured MLW. Green dotted lines is the main-

lobe circumference and green cross is the source location. (a) Example 1: on-axis source at

He = 4 (RML = 0.140). (b) Example 2: on-axis source at He = 8 (RML = 0.070). (c)

Example 3: off-axis source at He = 8 (RML = 0.085), black cross is the array axis.
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Figure 7: Beamformer output profile on circumference having the measured mainlobe radius

RML. (a) Example 1: on-axis source at He = 4. (b) Example 2: on-axis source at He = 8.

(c) Example 3: off-axis source at He = 8.

3.2. General characterisation of mainlobe versus frequency and order215

The approach described in the previous section makes it possible to sys-

tematically characterise the MLW of FB, as function of Helmholtz number and

beamformer order. An example of this kind of analysis is provided here for a

Vogel spiral array layout with V = 5 and M = 40 (Figure 2) by considering

again the setup shown in Figure 4. The trend of RML is evaluated in the fre-

quency range He = [4; 32], and in the order range ν = [1; 500]. The outcome is

that the mainlobe size has an almost linear behaviour with respect to frequency

and order in logarithmic scale. This suggests a simple analytical expression

to approximate the mainlobe radius dependency from Helmholtz number and

beamformer order:

RML(He, ν) = a0 ·Ha1 · νa2 . (8)

Applying the natural logarithm to both members, Eq. 8 becomes:

log(RML(He, ν)) = log(a0) + a1 log(H) + a2 log(ν) . (9)

In this form, a Least-Squares linear fitting approach can be used to estimate

the coefficients a1 and a2, and the constant term log(a0) for the example

data. The values obtained, with a coefficient of determination R2 = 0.999,

are log(a0) = −0.658, a1 = −0.995 and a2 = −0.440 . As expected, the main-

lobe radius is approximately proportional to the reciprocal of the frequency,220
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indicated by a1, while the most interesting result is the trend of RML with re-

spect to the FB order ν, indicated by a2. Clearly, this outcome is not valid

for any array, but it helps addressing the definition of a general approach for

obtaining a constant MLW by properly setting the beamformer order.

225

Aiming at the generalisation of this approach, it turns useful to define the

normalised Helmholtz number (indicated with the symbol Hn) by choosing a

reference frequency, and calculating the correspondent Helmholtz number (in-

dicated with the symbol Heref), thus leading to Hn = He/Heref . The reference

frequency is used to define the corresponding reference mainlobe radius RML,ref

for ν = 1, i.e. the MLW of CB, that is employed for normalization of the

mainlobe radii. In such way, Eqs. (8) and (9) become:

Rn(Hn, ν) = Hna1 · νa2 , (10)

log(Rn(Hn, ν)) = a1 log(Hn) + a2 log(ν) , (11)

where the left sided term is the normalised radius Rn = RML/RML,ref . One of

the advantages in adopting normalised frequency Hn and radius Rn is that the

term a0 can be fixed at 1, since for Hn = 1, and ν = 1, the normalised radius

is Rn = 1 by definition. As consequence, Eqs. (9) and 11 differ only by an

offset. This aspect will be important in the determination of a general law for230

ν. The trend coefficients estimated in the form of Eq. (11) (Heref = 32) become

a1 = −0.973 and a2 = −0.447, with a coefficient of determination R2 = 0.998.

The same analysis has been repeated in a systematic way for a variety of

array designs to understand how these affect the trend of mainlobe radius versus235

frequency and order. A set of different array layouts is generated by changing

the parameter V of Vogel spirals, while the number of microphones is kept

constant (M = 40). A list of 46 values of V , between 0.1 and 5, with a step of

0.1, is selected. The values V = 1 and V = 4 are discarded since they provide

15



linear arrangements. Also values close to them are discarded to avoid quasi-240

linear microphone arrangement for some values of M . An aspect to mention is

that the microphone distributions generated in this test have the same radial

distribution (to ensure this condition, the parameter H - see [25], was set as H =

0), which corresponds to absence of radial weighting. Anyway, all the concepts

explained in the present paper hold for every radial microphone distribution.245

The distribution of fitting coefficients a1 and a2 for different array design is

shown in Figure 8. As expected, the exact values are design-dependant, but

they are all still close to the average values. For all the arrays considered, the

fitting determination coefficient is R2 ≥ 0.997.
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Figure 8: Trend coefficients of MLW for different array design (M = 40) where the V param-

eter of the Vogel spiral is changed;. Frequency range: He = 4–32, i.e. Hn = 0.125–1. Order

range ν = 1–500. (a) a1. (b) a2.

A further step of analysis is performed, in order to verify the impact of the250

number of microphones in the procedure. Using the same list of V adopted in

the previous test, a larger variety of arrays is simulated by changing the number

of microphones in each array - M ranging from 20 to 160 with a step of 10. This

resulted in a dataset of 644 different array layouts. Figure 9 shows the trend

of both coefficients a1 and a2 with respect to the number of microphones. The255

average values of the two coefficient distributions seem to tend approximately

to a1 ≈ −0.98 and a2 ≈ −0.45 as M increases. The standard deviation values

associated to the same coefficients distributions decrease as M increases. More-

over, also the Pearson correlation coefficient tends to R2 > 0.998. Certainly,
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these indications are valid for a number of microphones ranging from 20 to 160,260

but the majority of arrays exploited in practical applications fall in this range.

Observing Figure 9(d), it is well evident that the linear model adopted in the

fitting produces non-random residuals on the average. This means that there

is a more complex behaviour of RML that is not fully represented by the linear

model. Further considerations about the model will be discussed in Section 4.265

The outcome of this analysis indicates that the changes of the MLW with re-

spect to order and frequency are weakly dependant from the array design. This

is important for a definition of a general model and a procedure to control the

mainlobe size by properly acting on the beamformer order ν.
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Figure 9: Statistics of fitting parameters. Microphone number range: M = 20–160. Vogel

spiral parameter range: V = 0.1–5. Frequency range: He = 4–32, i.e. Hn = 0.125–1. Order

range ν = 1–500. Black solid line: average values. Grey solid line: average ± one standard

deviation. Red dashed line: maximum and minimum values. (a) a1. (b) a2. (c) R2 (d)

Fitting residuals. Relative values are calculated with respect to RML provided by the linear

model.
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4. Functional Beamforming order calibration for constant mainlobe270

width

A sound and robust application of OC-FB requires the identification of a

specific mathematical law for properly setting the beamformer order ν∗ to ob-

tain the target MLW. For practical implementation, it is convenient to identify

an explicit expression that returns ν∗ as function of Hn. The function can275

be used for values Hn ≤ 1, i.e. He < Heref , and returns beamformer orders

ν∗ ≥ 1. In the following, an Order Calibration Procedure (OCP) tailored to

estimate this function, more specifically the fitting coefficients (C1, C2, . . . ), for

a given array is presented. The procedure is demonstrated on the Vogel array

layout depicted in Fig. 2 (V = 5, M = 40) and for the setup shown in Fig. 4,280

therefore, the calibration source is a in-axis monopole at one diameter from the

array plane.

4.1. Order Calibration Procedure

This OCP procedure aims at a direct estimation of the proper order ν∗ to

maintain the mainlobe radius equals to RML,ref . The beamformer order can be

increased to nullify the difference between the reference radius RML,ref and the

actual beamformer mainlobe radius RML(ν,Hn) at a generic frequency Hn ≤ 1.

This can be formally expressed by the following condition

∆RML(ν
∗,Hn) = 0 , (12)

where the function ∆RML(ν,Hn) is defined as

∆RML(ν,Hn) =
∥∥RML(ν,Hn)−RML,ref

∥∥
2
. (13)

The value of ν∗ from Eq. (12) can be obtained by means of a minimization285

process, since the function is non-negative and has a unique minimum. The

approach described above can be adopted to characterise any array in detail, by

calculating ν∗ on a dense grid of Heref and Hn, and use the result in form of
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lookup table to select the proper beamformer order for the particular calculation.

However, a more efficient method is presented here. The steps of OCP can be290

summarized as:

1. define Heref , hence the value of RML,ref ;

2. find the values of ν∗ with Eq. (12) for a set of Hn ≤ 1;

3. fit data (Hn, ν∗) with a curve;

4. retrieve the calibration coefficients (C1, C2 . . . ), depending on the chosen295

fitting curve.

This procedure can be repeated for different reference frequencies Heref to cal-

culate an average value of calibration coefficients. The data (Hn, ν∗), are calcu-

lated for 20 exponentially spaced values Hn = [0.125; 1] and for Heref = [8; 48].

The outcome is depicted in Figure 10. The values of ν∗ show very similar trend300

and begin to significantly differ only for Hn < 0.3.
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Figure 10: Orders for a constant MLW as function of normalised Helmholtz number (Hn =

[0.125; 1]) for different reference Helmholtz number (Heref = [8; 48]).

The choice of the fitting curve depends on the desired accuracy and the

frequency range of application in terms of Hn. The authors suggest to fit the

data in logarithmic scale with a polynomial curve of the type:

log(ν∗) = C1 log(Hn) + C3 log
3(Hn) . (14)

This boils down to a polynomial fitting of the data with a cubic function. How-

ever, the constant and the quadratic terms are constrained to zero. The constant
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term is set to zero to force the value ν = 1 for Hn = 1, while only the cubic term

is adopted to model the non-linearity of the curve, since it is the most efficient.305

This is a trade-off between accuracy in predicting the order, extension of the

frequency range and simplicity of the fitting function. For a linear fitting the

constant C3 can be forced to zero. Both cubic and linear fitting in the Least-

Squares sense are applied to the whole set of data obtained for Heref = [8; 48],

thus leading to the fitting curves shown in Fig. 11.310
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Figure 11: Characterisation of array with OCP by fitting (ν∗, Hn) data. (a) Red curve is the

cubic fitting as in Eq. (14). Blue curve is the linear fitting. (b) Residuals of cubic fitting.

Red curve is the average of residuals. (c) Residuals of linear fitting. Blue curve is the average

of residuals.

The values of calibration coefficients for data related to a single Heref are

shown in Figures 12 and 13. The lines (red in the color-version of the paper)

represent the average value of C1⟨Heref⟩ and C3⟨Heref⟩, obtained from the fitting

of data merged together among all the values of Heref . In this case, the linear

fitting returns C1⟨Heref⟩ = −2.1448, while the cubic one C1⟨Heref⟩ = −2.0102315

and C3⟨Heref⟩ = −0.0493.
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Figure 12: Characterisation of array with OCP - Linear fitting coefficients vs Heref
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Figure 13: Characterisation of array with OCP - Cubic fitting coefficients vs Heref

4.2. Variability of calibration coefficients

All the concepts discussed above in the paper are supported by the results

obtained with the calibration source xs on the longitudinal array axis at one

diameter distance. However, it is important to test the validity of the approach320

when the calibration source spans a wider region. With this purpose, the cali-

bration coefficients are calculated with the source on planes located at different

distances from the array plane and at different angles with respect to the array

longitudinal axis. The region covered by the calibration source is a triangular

area on the plane y = 0. The angle ranges from -45 deg to 45 deg with 5 deg325

step, while, the distance of the source plane ranges from 0.5 to 8 diameters

from the array (in particular: 0.5, 1, 2, 4 and 8). For each source position the

same list of Heref and Hn of the previous sections is used, thus resulting in

1140 calibration cases (95 source position times 12 reference frequencies). The
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Figure 14: Histogram of calibration coefficients with the monopole source spanning on a

conical region obtained using OCP. The cone covers a region from -45 deg to 45 deg and a

distance from 0.5 to 8 diameters.

calibration coefficients are obtained with OCP and cubic fitting and have the330

distribution depicted in Figure 14. The value of the averaged coefficients are

C1⟨Heref ,xs⟩ = −2.0100 and C3⟨Heref ,xs⟩ = −0.0497, that are close to those val-

ues obtained with on-axis source only. Moreover, all the coefficients are well

aggregated near the average value, meaning that the calibration with on-axis

source is representative enough of the relation between ν∗ and Hn for the array335

under study. This aspect is crucial for the practical implementation of OC-

FB. In fact, this allows OCP to be performed even once for a given array since

the calibration coefficients remain valid for very different application scenarios,

independently from source location and the reference frequency.

4.3. Guidelines in the choice of reference value (frequency or radius)340

Once the OCP is performed on the array in use, the application of OC-FB

requires to set a reference frequency, in terms of Heref . However, the same

choice can also be made in terms of RML,ref , since it exists a unique relationship

between the mainlobe radius of CB and the frequency, once the source position

is fixed. Therefore, the reference can be equivalently defined as a frequency345

Heref or as a mainlobe target radius RML,ref . The choice is arbitrary and de-

pends on what is more convenient for the user or on the target application.

Despite no theoretical restrictions exist, some guidelines about this choice are
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discussed in this section.

350

The most straightforward strategy is to set the mainlobe target radius RML,ref

by considering the grid spacing of the map and the desired spatial resolution.

However, the drawback of this approach is that the order ν∗ may reach too high

values, for broad frequency ranges, thus returning unreliable maps. In fact, an

important aspect to consider is the maximum beamformer order ν∗ that can be355

exploited considering the quality of microphone array calibration (compensa-

tion of errors in relative microphone positions and amplitude/phase mismatch

between sensors). Dougherty [20] states that a well calibrated array supports

FB order up to 200, or even higher, while an uncalibrated array is limited to

maximum orders around 30. Therefore, considering that ν∗ increases towards360

low frequencies, the Heref value can be retrieved by imposing that the maximum

order supported by the array is reached at the minimum frequency of analysis.

Another possible strategy, which avoids the problem of exceeding the maximum

order supported by the array, is to divide the entire analysis frequency range

into several bands (e.g. one-third octave bands) and set the reference frequency365

equal to, or higher than, the upper limit of each band. In such way, the actual

mainlobe radius trend is a stepped curve that increases towards low frequency.

This strategy brings the benefit of having the spatial resolution constant within

each band, while maintaining a limited value of the order in the whole frequency

range of interest.370

5. Results

5.1. Simulated data

In this section, the results of simulated experiments are presented. The aim

of this section is to highlight differences between the acoustic maps obtained

with CB and OC-FB on ideal noise-free data generated with the theoretical375

acoustic propagator of Eq. (1). The array adopted here is the same discussed

in Section 4 , i.e. the Vogel array layout depicted in Fig. 2 (V = 5, M = 40).
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The order ν∗ to achieve a constant MLW with OC-FB is set following OCP, i.e.

according to the procedure described in Section 4.1. In particular, the curve

obtained from the cubic fitting (Eq.(14)) is chosen with the average coefficients380

C1⟨Heref⟩ and C3⟨Heref⟩. Three different simulated experiments are conducted:

• Simulation 1 (S1): one monopole source on array axis at xs = [0, 0, 1];

• Simulation 2 (S2): two closely spaced monopole sources at xs = [±1/20, 0, 1];

• Simulation 3 (S3): linear source (the segment connects the source locations

of S2).385

It is well evident that, in all the simulations, the sources lay on the plane at one

diameter of distance from the array, analogously to the setup shown in Figure

4(a). The reference frequency is set at Heref = 32, considering the speed of

sound as 343 m/s.

390

An overview of MLW across the frequency range is provided in Figure 15. In

fact, Figure 15 shows the trend MLW as function of frequency. This is provided

through the use of the Helmholtz number, in 1-dimensional acoustic maps (cor-

responding to the line y = 0). These maps are depicted with 3 dB of dynamic

range and normalised by the maximum for each frequency in order to highlight395

the extension of the mainlobe. From the map of OC-FB, it is well evident that

the MLW remains fixed for frequencies below the reference Helmholtz number,

while CB shows mainlobe size variations across the frequency range. It is worth

noticing for OC-FB that some small fluctuations of the mainlobe size are present

for He < 8. This is due to the fact that the fitting curve for ν∗ does not perfectly400

match the fluctuations of the exact value calculated in the OCP approximately

for Hn < 0.25 (see Figure 11). For He ≥ Heref , CB and OC-FB are equivalent

since ν = 1 is set such frequency range.
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(a) (b)

Figure 15: Simulation 1. 1D acoustic maps versus frequency for y = 0. The map at each

frequency is normalised by its maximum and plotted with 3 dB of dynamic range. The

horizontal dotted green line (colour-version only) addresses the reference frequency Heref =

32, while the two vertical green solid lines (colour-version only) represent the reference MLW.

The grey dotted curves indicate the MLW for CB. (a) CB. (b) OC-FB.

The second experiment aims at demonstrating the benefit of OC-FB in terms

of closely-spaced sources separation for frequencies below Heref (Figure 16). The405

benefits of FB in terms of spatial resolution and dynamic range with respect

to CB are well-known. The OC-FB combines these benefits with the constant

spatial resolution for a wide frequency range.
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(a) (b)

Figure 16: Simulation 2. 1D acoustic maps versus frequency for y = 0. The map at each

frequency is normalised by its maximum and plotted with 3 dB of dynamic range. The

horizontal dotted green line indicates the reference frequency Heref = 32, while the two

vertical green solid lines represent the reference MLW. The grey dotted curves indicate the

MLW for CB. (a) CB. (b) OC-FB.

The last simulated experiment (S3) involves a linear uncorrelated source,

that is representative of the behaviour of beamformers in case of extended410

sources. This kind of source is well approximated by a series of aligned and

closely spaced uncorrelated monopoles. Figure 17 shows again the differences

between CB and OC-FB. Moving towards lower frequencies, both techniques

fail to map the linear source correctly. However, OC-FB still shows an im-

provement for low frequency, especially below He < 12, since the extension of415

mapped source do not increase significantly as it does for CB. This represents

a common limit of many beamformers when dealing with spatially extended

sources.
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(a) (b)

Figure 17: Simulation 3. 1D acoustic maps versus frequency for y = 0. The map at each

frequency is normalised by its maximum and plotted with 3 dB of dynamic range. The

horizontal dotted green line indicates the reference frequency Heref = 32, while the two

vertical dotted grey lines represent the exact source extension. (a) CB. (b) OC-FB.

5.2. Experimental aeroacoustic data

The goal of the application presented here is to discuss the behaviour of420

OC-FB with respect to CB in case of complex noise sources and in presence of

relevant background noise. The experiment shown in this section is the same

presented in [32] and it was performed in an aeroacoustic wind tunnel at Bran-

denburg University of Technology. The object under study is a NACA 0012

airfoil having a span of 0.28 m and a chord length of 0.25 m. The airfoil is425

placed in an open jet with a diameter of 0.2 m and core velocity of 50 m/s.

These parameters are used to simulate the acoustic propagation in an open jet

by means of Acoular open source software [33]. The outcome of this calcula-

tion are the actual travelling distances of the source-microphone path, therefore,

the distances calculated in such way are used in Eq. (1) instead of geometric430

distances. Boundary layer tripping was realized with a 2.5 mm anti-slip tape ap-
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plied at 10% of the chord, both on suction and pressure side. The measurement

setup and the mapping plane are depicted in Figure 18. The region of interest

is discretised with a regular grid of monopoles with a step of 1 cm on the x and

y directions. The array, which embeds 56 microphones and has an overall di-435

ameter of 1.3 m, is placed 0.715 m above the airfoil plane, outside the flow. The

total acquisition time is 40 s, at a sampling rate of 51.2 kHz. The time signals

are processed to estimate the CSM by averaging the cross-spectra over 2000

blocks of 2048 samples with 50% of overlap, thus having 25 Hz of frequency res-

olution. The Hanning window is applied on time signals before FFT calculation.440

The calibration of the beamformer order is made with OCP by placing a

monopole on the array axis perpendicular to the array plane, at same distance

of the airfoil. The resulting average calibration coefficients for a cubic fit are

C1⟨Heref⟩ = −1.9789 and C3⟨Heref⟩ = −0.0455, for Heref ranging from 8 to 48445

and Hn from 0.125 to 1. For this case, the OC-FB is applied with Heref = 40

corresponding to about 10675 Hz (with speed of sound 346.95 m/s).

(a) (b)

Figure 18: Experimental measurement setup and mapping plane. The black dots represents

the 56 microphones, while the red cross is the array centre. Black circle is the nozzle of the

open jet. (a) 3D view. (b) Top view.

The acoustic maps calculated with CB and OC-FB, for one-third octave
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bands from 2 kHz to 8 kHz, are shown respectively from Figure 19 to 25, with450

a dynamic range of 10 dB. In all the maps, OC-FB reduces the blurring of

sources with respect to CB, thus making the maps more consistent between the

bands and allowing a better identification of the target noise sources. The other

noticeable and expected effect is the increase of the dynamic range due to the

usage of FB order greater than one. In fact, the sidelobe suppression is higher455

towards low frequency due to the increasing ν∗ order. On the contrary, the

source size increases for the lowest bands. This fact can have two causes. On

the one hand, the actual source size increases for these frequencies; on the other

hand, the effectiveness in maintaining the spatial extent of the sources gradually

diminishes in the lower bands. In fact, the calibrated order ν∗ exceeds 30 below460

He = 8.

Another noteworthy aspect concerns the 8 kHz map. In this case, the benefit

of OC-FB on the dynamic range is limited. In fact, this band is quite close to

Heref , therefore, the calibrated order ν∗ ranges from 1.41 to 2.23 only. This465

means that the increment of dynamic range would be small even in ideal condi-

tions. Moreover, other tests (not shown in the paper) revealed that the dynamic

range does not increase even with higher orders due to the presence of low signal

to noise ratio in this frequency band.
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(a) (b)

Figure 19: Acoustic maps of airfoil for 2 kHz one-third octave band, corresponding to He =

[6.7; 8.3]. (a) CB (b) OC-FB.

(a) (b)

Figure 20: Acoustic maps of airfoil for 2.5 kHz one-third octave band, corresponding to

He = [8.4− 10.5]. (a) CB (b) OC-FB.
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(a) (b)

Figure 21: Acoustic maps of airfoil for 3.15 kHz one-third octave band, corresponding to

He = [10.6; 13.2]. (a) CB (b) OC-FB.

(a) (b)

Figure 22: Acoustic maps of airfoil for 4 kHz one-third octave band, corresponding to He =

[13.4; 16.7]. (a) CB (b) OC-FB.
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(a) (b)

Figure 23: Acoustic maps of airfoil for 5 kHz one-third octave band, corresponding to He =

[16.8; 21.0]. (a) CB (b) OC-FB.

(a) (b)

Figure 24: Acoustic maps of airfoil for 6.3 kHz one-third octave band, corresponding to the

He = [21.1; 26.4]. (a) CB (b) OC-FB.
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(a) (b)

Figure 25: Acoustic maps of airfoil for 8 kHz one-third octave band, corresponding to He =

[26.8; 33.6]. (a) CB (b) OC-FB.

6. Conclusions470

The Order Calibrated Functional Beamforming presented in this paper ex-

ploits the Functional Beamforming order as a leverage to achieve a beamformer

with constant MLW over a chosen frequency range. Therefore, it is necessary

to calculate the proper order ν∗ as function of the frequency of analysis. With

this purpose, a measurement strategy for the MLW has been discussed. This475

approach, compatible with FB and any mainlobe shape, makes it possible to

characterise the spatial resolution of a generic planar array with respect to

Helmholtz number He and beamformer order ν. The systematic characterisa-

tion of the mainlobe radius for a wide set of arrays, generated by means of the

Vogel’s spiral theory, revealed that its trend is weakly dependant from the array480

design.

Wrapping all the information gathered in this preliminary study, an Or-

der Calibration Procedure has been proposed to obtain a relation in the form

ν∗ = f(Hn,Heref), where the definition of the normalised Helmholtz number485

Hn allows to generalise the approach, while the reference Helmholtz number

Heref can be used to set the desired beamformer resolution. The proposed pro-
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cedure returns a simple polynomial curve that accurately represents the exact

curve of the proper beamformer orders. Therefore, the characterisation of the

array boils down to the estimation of two coefficients with a polynomial Least-490

Squares fitting. The application of OC-FB on simulated data demonstrates the

effectiveness of the idea and of the OCP, while the application on aeroacoustic

experimental data shows evident benefits also in challenging test cases.

One of the main achievement of the study presented here is that the calibra-495

tion coefficients are weakly dependent on the choice of the reference Helmholtz

number and the source position. This aspect has relevant effects on the practi-

cal exploitation of the OC-FB. In fact, once the average calibration coefficients

are estimated over a variety of source positions and Heref , they can be adopted

in almost any usage of the given array. For this reason, OC-FB can find a500

place as simple strategy for performance improvement of FB with very low ef-

fort requested to the user. In fact, the order calibration can be done with little

computational effort, once and for all, for a large set of application conditions.

Moreover, the calibration accuracy can be scaled depending on the user needs,

by changing the fitting curve or directly interpolating the calculated list of or-505

ders ν∗ as a lookup table. Moreover, the idea of OC-FB is open to other possible

beamformer characteristics optimisation, such as the dynamic range. Authors

are working on these aspects, which will be the topics of future works.
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