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A B S T R A C T

Shelf monitoring plays a key role in optimizing retail shelf layout, enhancing the customer shopping experience
and maximizing profit margins. The process of automating shelf audit involves the detection, localization and
recognition of objects on store shelves, including diverse products with varying attributes in unconstrained
environments. This facilitates the assessment of planogram compliance. Accurate product localization within
shelves requires the identification of specific shelf rows. To address the current technological challenges,
we introduce ‘‘Shelf Management’’, a deep learning-based system that is carefully tailored to redesign shelf
monitoring practices. Our system can navigate the complexities of shelf monitoring by using advanced deep
learning techniques and object detection and recognition models. In addition, a complex semantic module
enhances the accuracy of detecting and assigning products to their designated shelf rows and locations. In
particular, we recognize the lack of finely annotated datasets at the SKU level. As a contribution to the
field, we provide annotations for two novel datasets: SHARD (SHelf mAnagement Row Dataset) and SHAPE
(SHelf mAnagement Product dataset). These datasets not only provide valuable resources, but also serve as
benchmarks for further research in the field of retail. A complete pipeline is designed using a RetinaNet
architecture for object detection with 0.752 mAP, followed by a Deep Hough transform to detect shelf rows
as semantic lines with an F1 score of 97%, and a product recognition step using a MobileNetV3 architecture
trained with triplet loss and used as a feature extractor together with FAISS for fast image retrieval with an
accuracy of 93% on top-1 recognition. Localization is achieved using a deterministic approach based on product
detection and shelf row detection. Source code and datasets are available at https://github.com/rokopi-
byte/shelf_management.
i,
1. Introduction

Product placement within retail space is a strategic marketing prac-
tice that holds immense significance for brands. The location of a
product on the shelf can have a profound impact on its visibility, acces-
sibility, and ultimately, its sales performance (Mondal, Mittal, Saurabh,
Chaudhary, & Reddy, 2023). Retail stores are dynamic environments
where consumer behavior and decision-making are heavily influenced
by the arrangement and presentation of products (Saqlain, Rubab,
Khan, Ali, & Ali, 2022). By understanding the principles and strategies
behind product placement, brands can optimize their visibility, attract
customer attention, and increase the likelihood of purchase (Ediris-
inghe & Munson, 2023). Product placement can be considered as
horizontal, regarding the shelf location on a retail store map, or ver-
tical, regarding the location in terms of shelf row and the specific
position on it.
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Horizontal placement takes into consideration the layout of the
store and is usually tackled by analyzing shopper trajectories coming
either from camera systems or from active tracking systems (Gabellini,
D’Aloisio, Fabiani, & Placidi, 2019; Paolanti, Liciotti, Pietrini, Mancini,
& Frontoni, 2018; Rossi, Paolanti, Pierdicca, & Frontoni, 2021; Syaekhon
Lee, & Kwon, 2018), while the vertical one focus on visual aspects, that
will be deepened in this work. According to extensive marketing studies
and research, the allocation of space within a supermarket has been
consistently proven to have a significant and positive impact on several
crucial aspects of product sale performance (Bianchi-Aguiar, Hübner,
Carravilla, & Oliveira, 2021; Kan, Liu, Lichtenstein, & Janiszewski,
2023). These studies have provided compelling evidence that strategic
product placement and allocation of shelf space can greatly enhance
product visibility, increase consumer awareness, and stimulate demand.
When products are strategically positioned in high-traffic areas, such as
vailable online 29 June 2024
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eye-level shelves or end caps, they are more likely to catch the attention
of shoppers and draw their interest. Increased visibility plays a vital role
in creating brand awareness and capturing the attention of potential
customers. Products that are easily noticed and readily accessible are
more likely to be considered and ultimately purchased by consumers.
Moreover, studies have shown that well-planned product placement can
influence consumer behavior and decision-making. When products are
strategically placed within a supermarket, they tend to benefit from the
mere exposure effect, where repeated exposure to a product increases
familiarity and positively influences purchasing decisions (Hanaysha,
Al Shaikh, & Alzoubi, 2021; Keh, Wang, & Yan, 2021).

1.1. Challenges

Shelf Space Allocation (SSA) is a complex task in retail management
that involves efficiently organizing and distributing available shelf
space to various products within a store. To tackle this challenge, a
specific tool called planogram is commonly employed. A planogram is

visual representation or diagram that shows how products should be
isplayed on shelves or fixtures in a retail store. It is a tool used by re-
ailers to ensure that merchandise is arranged in a way that maximizes
ales and creates an organized and visually appealing shopping experi-
nce for customers. Planograms typically include information such as
roduct placement, quantity, and pricing, and may be updated regu-
arly to reflect changes in inventory, promotions, or seasonal offerings.
hese planograms are usually created by the retailer’s headquarters
nd then distributed to every chain store so that store managers can
pdate product layouts on shelves accordingly (Paolanti et al., 2019).
t is essential to verify whether each store accurately adheres to the rec-
mmended planograms. This verification process is commonly known
s planogram compliance checking (Liu & Tian, 2015). Planogram
ompliance is essential in retail as it ensures that products are displayed
n a consistent and organized manner, which can improve the customer
xperience and increase sales. Non-compliance with planograms can re-
ult in out-of-stock items, misplaced products, and overall confusion for
ustomers, which can negatively impact a retailer’s reputation (Fron-
oni, Marinelli, Rosetti, & Zingaretti, 2017). In the fast-paced world of
etail, keeping a vigilant eye on store shelves has evolved beyond mere
lanogram compliance. For brands and retailers, effectively monitoring
helves involves a holistic approach that encompasses various factors
eyond planogram adherence. This comprehensive shelf monitoring
trategy goes beyond ensuring products are correctly placed and ex-
lores aspects such as pricing, competitor analysis, share of shelf (SOS),
nd other crucial metrics (Düsterhöft & Hübner, 2023). The shelf
onitoring strategy has been carried out manually for decades, brands

nd retailers employed qualified on-field workers to periodically visit
he store and manually scan and measure products. This approach is
abor-intensive, time-consuming, and prone to human errors. However,
ith advancements in technology, many retailers and brands are now
ctively seeking automated solutions to streamline this process.

Although computer vision has made significant progress in recent
ears, identifying retail products on a shelf is still considered a chal-
enging task from a computer vision perspective. This is due to several
actors, such as the vast number of product categories in a typical su-
ermarket, which can number in the thousands, as noted by Goldman,
erzig, Eisenschtat, Goldberger, and Hassner (2019). New products are

ntroduced everyday, or simply their package is revised, making them
ppear visually different. Additionally, similar-looking products, such
s those from the same brand but with different sizes or flavors, can
e difficult to distinguish and must be recognized as distinct products.
ecently, by leveraging artificial intelligence (AI) and its subsets deep

earning and machine learning algorithms, retailers aim to automate
2

nd optimize this crucial task (Wei, et al., 2020).
1.2. Nature and scope

We extend our previous preliminary works in this context (Pietrini,
Galdelli, Mancini, & Zingaretti, 2023; Pietrini et al., 2022) by devel-
oping Shelf Management, an innovative expert system designed for
automated visual shelf monitoring using either fixed or mobile cameras.
These two different use cases serve different purposes. The mobile
camera approach serves as a valuable tool for retailers and brand
representatives during regular store visits, while the fixed camera setup
enables real-time shelf monitoring, facilitating various analyses such as
instant out-of-stock detection. The system proposes a complete pipeline
to analyze a shelf image and identify each product and its position
on the shelf for further analysis at a later stage. First, the system per-
forms shelf row detection, using advanced deep learning techniques to
identify the different rows present on store shelves. This step is crucial
for subsequent analysis, as it provides a basis for further processing.
Secondly, the system focuses on product detection, using state-of-
the-art object detection algorithms to locate and outline individual
products within each row of shelves. This step is critical in isolating
and extracting the necessary information for subsequent analysis. The
system then moves on to product identification, using powerful deep
learning models to recognize and classify the detected products. By
comparing the identified products to a reference gallery, the system
can accurately determine their specific attributes and characteristics.
Overall, this novel expert system offers a comprehensive solution for
automating the shelf audit process. Its ability to perform shelf row
detection, product detection, and product identification streamlines the
process, improves efficiency, and provides valuable insights for retail
businesses. In addition to its advanced functionalities, Shelf Manage-
ment is designed to be user-friendly and flexible. The system can be
accessed through a user-friendly mobile application, as shown in Fig. 1,
making it convenient for retail employees and managers to monitor
planogram compliance on the go. The mobile app provides real-time
updates, allowing users to view the detected products, compliance as-
sessment results, and detailed feedback directly on their mobile devices.
Moreover, Shelf Management can rely on fixed cameras installed within
the retail environment. These fixed cameras capture high-resolution
images of the store shelves, providing a continuous stream of data for
planogram compliance evaluation and out-of-stock detection. The use
of fixed cameras ensures consistent and reliable monitoring of shelf
organization, without the need for manual intervention or reliance
on mobile devices. By combining the mobile app and fixed camera
integration, Shelf Management offers a comprehensive solution for
planogram compliance monitoring, catering to the diverse needs of
retail businesses.

1.3. Contributions

The main contributions of this paper, in comparison to state-of-the-
art approaches, are as follows:

(i) Automation and Efficiency : The proposed Shelf Management sys-
tem offers a fully automated solution for the shelf audit. Unlike tra-
ditional manual methods or existing approaches, which often require
extensive human intervention, the system adopts deep learning tech-
niques to streamline the process. This automation significantly reduces
the time and effort required for the shelf audit, enabling retailers and
brands to conduct more frequent and comprehensive assessments.

(ii) Comprehensive Analysis: The system combines multiple stages,
including shelf row detection, product detection, and product identifi-
cation, into a unified framework. By considering the entire shelf layout
and identifying individual products, the system provides a comprehen-
sive assessment that goes beyond basic compliance checks.

(iii) Accurate Product Identification: With the integration of powerful
deep learning models, Shelf Management achieves robust and accurate
product identification. This is crucial for recognition-related tasks such

as planogram compliance evaluation and share of shelf calculation, as
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Fig. 1. Shelf Management use cases.
it enables precise matching of detected products with their expected
attributes and characteristics. By leveraging advanced recognition tech-
niques, the system reduces false positives and enhances the accuracy of
compliance assessments.

(iv) Real-time Monitoring : The Shelf Management system supports
the use of both fixed and mobile cameras, enabling real-time monitor-
ing of planogram compliance and out-of-stocks. This real-time capabil-
ity allows retailers to proactively address compliance issues, promptly
make necessary adjustments, and maintain planogram integrity. It pro-
vides timely feedback and ensures that product placements align with
desired planogram specifications at all times. Overall, the main con-
tributions of this paper lie in the automation, comprehensive analysis,
accurate product identification, and real-time monitoring capabilities
of the Shelf Management system.

(v) We introduce two specific datasets tailored for the domain of the
shelf audit process. In fact, to address the lack of fine-grained, Stock
Keeping Unit (SKU)-level annotated datasets in this field, two novel
datasets are collected and released: SHelf mAnagement Row Dataset
(SHARD) and SHelf Product datasEt (SHAPE). SHAPE is a dataset
manually collected and annotated, providing a diverse collection of im-
ages encompassing various products commonly found on retail shelves.
These datasets serve as a valuable resource for training and evaluating
deep learning models for accurate product identification and shelf
row detection. SHARD focuses on the detection and localization of
shelf rows within retail environments. It contains annotated images
capturing different shelf layouts, including various shelf row designs,
positions, and display hooks. The dataset enables the development and
evaluation of specialized algorithms for precise shelf row detection,
a critical step in the shelf audit. By releasing these datasets to the
research community, this paper contributes to the advancement of shelf
audit methodologies. SHARD and SHAPE serve as benchmark resources,
facilitating further research, algorithm development, and comparison of
results in the domain of retail shelf management.

The use of computational techniques, in particular deep learning,
in the automation of retail shelf audits is in line with the objective
of applying advanced technologies to practical scenarios. Moreover,
the integration of these techniques into a coherent system is in it-
self a significant contribution. The complexity comes from the need
to deal with diverse products and unconstrained environments. The
Shelf Management System has practical implications for retailers and
brands. It enables them to make data-driven decisions, optimize shelf
layouts, improve product availability and enhance the overall customer
experience.

1.4. Paper outline

The paper is organized as follows: Section 2 provides a compre-
hensive review of the current literature in the field of visual shelf
3

monitoring. It begins by defining the scope of visual shelf monitoring,
followed by a discussion of the different approaches and techniques
that have been explored in previous studies. The section also high-
lights the strengths and limitations of existing methods, providing a
critical analysis of the current state of research. Section 3 presents
our proposed method for visual shelf monitoring. The section begins
with a conceptual overview of the approach, detailing the theoretical
foundations and motivations behind its design. We then describe the
datasets collected and used in this research, including their sources, the
data collection process and the features of the data. This part is crucial
as it not only presents the method, but also justifies the choices made
during the research process. In Section 4, the experimental results ob-
tained from applying the proposed method are discussed and analyzed.
Section 5 summarizes the key findings of the study and highlights its
contributions to the field of visual shelf monitoring. It discusses the
practical implications of the research and its potential benefits. Finally,
the section suggests directions for future research, identifying gaps in
the current literature that could be addressed in subsequent studies,
and suggesting ways to extend and improve upon the work presented
in this paper.

2. Related works

In this section, we provide an overview of the existing literature and
research related to shelf monitoring. We explore various approaches
and techniques that have been proposed to address the challenges
associated with traditional shelf monitoring practices.

2.1. Computer vision-based approaches for shelf monitoring

Traditional methods for shelf monitoring primarily rely on manual
inspections conducted by human auditors. These methods are labor-
intensive, time-consuming, and prone to human errors. While they
have been widely used in the past, their limitations have led to the
exploration of automated solutions. Computer vision techniques have
been extensively studied for shelf monitoring tasks. These approaches
typically involve the detection and recognition of products using image
processing algorithms, but also some approaches for shelf row detec-
tion. Feature extraction, template matching, and machine learning-
based classifiers are commonly employed to identify products on store
shelves. Earlier studies tackled the problem using classical computer
vision algorithms both for product detection and recognition, such as
SVM classifier for detection and SIFT keypoints matching for recog-
nition (Pietrini et al., 2019; Vaira et al., 2019). Ray, Kumar, Shaw,
and Mukherjee (2018) presented an end-to-end solution for recognizing
merchandise displayed in the shelves of a supermarket. Given images
of individual products, which are taken under ideal illumination for
product marketing, the challenge is to find these products automatically
in the images of the shelves.
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Shelf row detection have been investigated by Jubair and Banik
(2013) proposing a method to identify books from images of library
shelves, including a step for bookshelf row detection. This strategy
employs the canny edge detector. This same methodology has been
used in a retail context by Geng, Wang, Weng, Huang, and Zhu (2019).
Alternatively, some, such as Saran, Hassan, and Maurya (2015), Sun,
Hanata, Sato, Tsuchitani, and Akashi (2019), Varol, Kuzu, and Akgiil
(2014), Yilmazer and Birant (2021), applied a blend of the Sobel filter
and Hough transform, or Agnihotram et al. (2017), who combined color
information and line detection. A significant work specifically in the
field of shelf row detection was done by Fan and Zhang (2014), which
tackled the problem with a multi-step approach. First, they identified
the vanishing point and the corresponding shelf line segments, then
divided the image into equal-angle wedges centered at the vanishing
point, and projected these line segments into the wedges. Finally, the
shelves were identified by analyzing these projections.

Conventional computer vision methods seem ill-suited to retail
shelves, given that products can have various form factors and be
stacked, which calls for further investigation.

2.2. Deep learning-based approaches for shelf monitoring

Deep learning has emerged as a powerful tool for shelf monitoring
and planogram compliance. Convolutional Neural Networks (CNN)
have shown remarkable performance in object detection and recog-
nition tasks. Researchers have proposed deep learning architectures
tailored for shelf monitoring, which utilize CNNs for accurate product
detection and attribute recognition. These models leverage large-scale
annotated datasets and achieve superior performance compared to
traditional computer vision approaches (O’Mahony et al., 2020), in con-
trast to simpler neural networks that struggle to extract such intricate
features (Wei, et al., 2020).

To determine the number of products present on store shelves, Higa
and Iwamoto (2018) used surveillance cameras to capture videos of the
shelves. The study employed background subtraction to track changed
regions, removed moving objects, and employed a CNN based on
CaffeNet for the classification of these regions. This approach achieved
a success rate of 89.6%. Building upon this work, Higa and Iwamoto
(2019) expanded the methodology by monitoring product availabil-
ity using images from surveillance cameras. The Hungarian method
was used to distinguish the foreground from successive images, and
two deep networks, CIFAR-10 and CaffeNet, were employed for the
classification of detected changed regions. Additionally, this method-
ology facilitated the identification of commonly accessed shelves. In
cases where limited training data is available, another paper proposed
a fast detection and recognition method based on fine-grained cat-
egories of products, achieving a mean Average Precision (mAP) of
52.16% for each product category (Karlinsky, Shtok, Tzur, & Tzadok,
2017). Sun, Zhang, and Akashi (2020) proposed a template-free, zero-
shot product detection system that avoids using templates and instead
detects products by segmenting shelves horizontally into layers and
vertically into individual products. Horizontal layer classification was
performed using GoogLeNet, while vertical division was achieved using
another trained GoogLeNet. This approach demonstrated improved
performance compared to existing methods, although it was nega-
tively influenced by empty regions between products, making it less
robust. Yilmazer and Birant (2021) proposed a semi-supervised deep
learning-based image classification approach. The study combined the
concepts of ‘‘semi-supervised’’ and ‘‘on-shelf availability (SOSA)’’. By
leveraging both labeled and unlabeled data, semi-supervised learning
was applied. The deep learning architecture YOLOv4 (Bochkovskiy,
Wang, & Liao, 2020) was employed. Numerous researchers have con-
tributed to the application of CNNs for product detection in retail
settings. For instance, Jund, Abdo, Eitel, and Burgard (2016) employed
CNNs to tackle the challenge of in-store product recognition, achieving
4

an accuracy of 78.9%. Goldman and Goldberger (2020) addressed the
task of large-scale fine-grained structure classification by leveraging
contextual information in combination with deep networks. The re-
search by Crăciunescu, Baicu, Mocanu, and Dobre (2021) presented
a method for calculating shelf occupancy using a fully convolutional
neural network. This network discerned the shelves and the background
information from RGB-D images, thereby requiring a depth sensor.

In the combined sphere of detection and recognition, De Feyter
and Goedemé (2023) proposed several training methods to explore the
disparity between training with fully-annotated data and task-specific
data. Their findings suggest that training on tightly cropped product
images prevents the recognition part of the joint architecture from
learning to handle context information available in feature maps during
inference. This limitation restricts the model’s performance, preventing
it from achieving results comparable to those obtained from a model
trained on fully-annotated data. However, this conclusion may not
hold water in real-world scenarios where the range of products is
vast and continually changing. Retraining a network in such dynamic
environments is not a practical option, casting doubt on the viability
of their findings in real-world applications. A fundamental work is
the one by Goldman et al. (2019), where the authors proposed a
new method for object detection in densely packed scenes, specifically
targeting SKUs on retail shelves. The novelty was represented by the
use, on top of a retinanet, of a Soft-IoU layer for estimating the overlap
between predicted and (unknown) ground truth boxes. Then an EM-
based (Expectation Maximization) unit was used for resolving bounding
box overlap ambiguities. Chen et al. (2022) proposed a large-scale
benchmark of basic visual tasks on products that challenge algorithms
for detecting, reading, and matching in retail.

While both the approaches presented by Goldman et al. (2019),
and Chen et al. (2022) make significant contributions to the field of
object detection and recognition in densely packed scenes, such as
retail environments, they only address parts of the overall problem.
The method by Goldman et al. (2019) is instrumental in accurately
identifying individual items and dealing with bounding box overlaps, it
does not appear to go beyond that initial step of detection or pure clas-
sification. Likewise, Chen et al. (2022) benchmark provides an essential
tool for assessing the performance of algorithms on fundamental visual
tasks, but it also does not extend into aspects like product localization
within a specific environment. What is even more crucial to note is that
the retail landscape is highly dynamic, with new products emerging
daily. Simultaneously, a single product may be available on the shelf
in various packaging formats, such as for promotional campaigns, event
collaborations, or rebranding initiatives. Consequently, employing a
conventional classification approach with a predefined number of cate-
gories, or frequent model retraining, becomes impractical. Therefore,
alternative approaches for recognition must be explored. Therefore,
what seems to be missing from the current literature is a compre-
hensive pipeline that not only effectively detects objects in densely
packed scenes but also recognizes the specific product and precisely
localizes it on a specific shelf row in a retail context. Such a pipeline
would need to integrate advanced object detection, recognition, and
localization strategies into a cohesive system capable of dealing with
the complexities of a real-world retail environment.

Lee, Kim, Lee, and Kim (2017) proposed the concept of a semantic
line that separates different semantic regions in a scene. They also
introduced a new method to detect these lines using a CNN with
multi-task learning, treating line detection as a hybrid of classification
and regression tasks. This method has been effectively employed for
horizon estimation, composition enhancement, and image simplifica-
tion. Although these techniques have adapted existing object detectors
for line detection, the distinctive features of lines are not fully taken
into account, resulting in sub-optimal performance. Lines, possessing
simpler geometric properties than complex objects, can be represented
more succinctly with a few parameters. Jin, Lee, and Kim (2020) built
a detection network with mirror attention (D-Net) and comparative

ranking and matching networks (RNet and M-Net) for semantic line
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detection. In contrast, Zhao, Han, Zhang, Xu, and Cheng (2022) inte-
grated the powerful learning capability of CNNs with the classic Hough
transform, creating what they dubbed the ‘Deep Hough Transform’.

We propose that shelf rows can be seen as a specific instance of
semantic lines, serving to separate different semantic areas of a shelf.
Accordingly, we suggest utilizing the Deep Hough Transform, fine-
tuned on a freshly gathered dataset, to detect these lines (shelf rows).
Such a comprehensive approach would be immensely beneficial in
creating automated systems for retail management, enabling precise
inventory tracking, automated restocking, and more efficient store lay-
out planning. Current research, while foundational and instrumental,
has yet to fully tackle this multidimensional problem. The task of
pinpointing a product’s location on store shelves involves taking the
shelf’s physical structure into account, such as its rows.

2.3. Datasets for shelf monitoring

Recognition algorithms for retail products have been investigated
by researchers for several decades, even prior to the prevalence of
deep learning in computer vision tasks. Various retail product datasets
have been proposed to facilitate such research, including SOIL-47
by Koubaroulis, Matas, Kittler, and CMP (2002), Grozi-120 by Merler,
Galleguillos, and Belongie (2007), and the Supermarket Produce (SP)
dataset by Rocha, Hauagge, Wainer, and Goldenstein (2010). How-
ever, these early datasets typically have few images and products. For
example, the RPC (Wei, Cui, Yang, Wang, & Liu, 2019) dataset is
a large-scale dataset proposed for automatic checkout that contains
200 categories and 83,739 images. However, these images were cap-
tured under controlled lighting and a clean background, which may
not accurately reflect real-world scenarios of product recognition on
shelves. The TGFS dataset (Hao, Fu, & Jiang, 2019), on the other hand,
uses images collected from self-service vending machines, making the
image distribution closer to that of the checkout system in a natural
environment. Nonetheless, it only contains 30 K images from 24 fine-
grained and 3 coarse classes, and the resolution of each image is
limited. In the review paper of Santra and Mukherjee (2019) many
other retail related dataset are analyzed such as the Grocery Prod-
uct Dataset (GPD) (George & Floerkemeier, 2014), Grocery Dataset
(GD) (Jund et al., 2016) and Freiburg Groceries Dataset (FGD) (Varol &
Kuzu, 2015) but all of them have less than 20,000 images and may not
be suitable for today’s data-demanding deep learning model. The SKU-
110K dataset by Goldman et al. (2019) is currently the largest retail
image dataset in terms of number of images, containing over 1M images
from 11,762 store shelves. However, the dataset only provides bound-
ing boxes of each object in the scene, without further annotating the
category of the bounding boxes, which makes it unsuitable for object
recognition purposes. The MVTec D2S dataset by Follmann, Bottger,
Hartinger, Konig, and Ulrich (2018) is an instance-aware semantic
segmentation dataset for retail products, providing 21,000 images of
60 object categories with pixel-wise labels. Although it may serve as an
additional grocery-relevant component to other semantic segmentation
datasets, the dataset was also captured in a laboratory environment
with controlled camera settings and may not be ideal for object recog-
nition in a real store. The RP2K dataset by Peng, Xiao, and Li (2020)
was the first large scale product dataset annotated at the SKU level. It
contains two components: the original shelf images and the individual
object images cropped from the shelf images. The shelf images are
labeled with the shelf type, store ID, and a list of bounding boxes of
objects of interest. For each image cropped from its bounding box,
rich annotations are provided including the SKU ID, product name,
brand, product type, shape, size, flavor/scent and the bounding box
reference to its corresponding shelf image. Meta-category labels are also
provided for each object image in two different ways. One is catego-
rized by its product type, which reflects the placement of the products,
i.e., products with the same type usually placed on the same or nearby
5

shelf. Included are 7 meta categories by product types: dairies, liquors,
Table 1
Datasets for Shelf monitoring.

Dataset Categories SKUs Images

SOIL-47 NA 47 1974
Grozi-120 NA 120 11 870
SP 15 NA 2633
RPC NA 200 83 739
TGFS 3 24 38 000
GPD 27 3235 3235
GD 10 NA 13 000
FGD 25 NA 4947
SKU-110K NA NA 1M
MVTec D2S 60 NA 21 000
RP2K 7 2388 384 311
Product-6K NA 6348 12 917
Product-10K NA 10K 190K
AliProducts NA 50K 2.5M
Unitail-OCR NA 1454 1454

beers, cosmetics, non-alcoholic drinks, tobacco and seasonings. Another
categorization method is by its product shape, with 7 shapes: bottle,
can, box, bag, jar, handled bottle and pack, which covers all possible
shapes that appeared in the dataset. Dataset comprises 10,385 high-
resolution shelf images in total, with, on average, 37.1 objects in each
image. The dataset contains in total 384,311 images of individual
objects. Each individual object image represents a product from the
2388 SKUs.

Georgiadis et al. (2021) proposed Products-6K large-scale product
dataset with nearly 6000 different SKUs and images captured both in
real and studio setup and Bai, Chen, Yu, Wang, and Zhang (2020)
Products-10K, which contains 10000 fine-grained SKU-level products
frequently bought by online customers. AliProduct dataset proposed
by Cheng et al. (2020) is crawled from web sources by searching
50K product names, consequently containing 2.5 million noisy images
without human annotations. In Chen et al. (2022), the authors re-
cently created Unitail-OCR dataset to sustain retail product recognition
through product matching via robust reading. In the gallery of products
to be recognized, there are 1454 fine-grained products with frontal
photos. Among these products, there are 10,709 labeled text regions
located and 7565 legible word transcriptions. Although the numbers of
some datasets are relevant, they are far from representative of the huge
number of categories present in a supermarket. Dataset are summarized
in Table 1 along with the number of product categories regardless how
the categorization was made, the number of SKUs and the total number
of images. Regarding the shelf row detection problem, to the best of our
knowledge, there are not any available datasets.

By addressing these gaps in the literature, this paper intends to
provide a novel and comprehensive solution for efficient and accurate
shelf monitoring in the retail industry.

3. Method

In this section, we introduce the Shelf Management system as well as
the datasets used for evaluation. The framework is depicted in Fig. 2. In
particular, the proposed method comprises several key steps that enable
efficient and accurate evaluation: Shelf Row Detection, Product Detection,
Product Recognition, Product Localization.

• Shelf row detection: the system uses advanced deep learning tech-
niques to identify the different rows present on store shelves. This
step is crucial as it provides a foundation for further analyses.

• Product detection: leveraging state-of-the-art object detection al-
gorithms, the system locates and outlines individual products
within each shelf row. This step isolates and extracts the necessary

information for subsequent analysis.
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Fig. 2. Shelf Management system and its key components. The system encompasses several essential steps, including Shelf Row Detection, Product Detection, Product Recognition,
and Product Localization. Primary steps are highlighted in green, essential data components are depicted in gray. The red segment signifies individual product processing, with
this process occurring concurrently for each identified product.
• Product recognition: powerful deep learning models are employed
to recognize and classify the detected products. By comparing
the identified products against a reference gallery, the system
accurately determines their specific attributes and characteristics.

• Product localization: assignment of position in terms of shelf row,
column (horizontal relative position within the shelf row) and
subrow (vertical relative position within the column and the row),
all based on bounding box coordinate with respect to the shelf
rows coordinate.

Steps are highlighted in algorithm 1 and detailed in this section. The
input image, whether from a fixed camera or a mobile application, is
independently processed by two modules: one for the detection of shelf
rows and another for product detection (lines 1-2). The first module
returns a list of detected shelf rows, assigning each row an incremental
ID (starting from 0 for the bottom shelf row) and providing its vertical
(y) coordinate. The second module returns a list of detected products
in the entire image, assigning each product a bounding box (x1, x2, y1,
y2) and an incremental ID (starting from 0 for the bottom-left product).
Subsequently, the products are evaluated one by one in a loop (line
4). First, a check is performed (lines 5-10) to determine if there is a
consistent overlap with any of the previously detected shelf rows. In
the event of such an overlap, the product is removed from the list
as it is considered a false positive (e.g., a price tag or promotional
material). Next, the image is cropped based on the product’s bounding
box to isolate the specific product (line 11), and an embedding vector
is computed for this product (line 12). This embedding vector, along
with the gallery vectors, is used in the recognition step (line 13),
which returns an ordered list of the top-N (where 𝑁 is configurable)
closest matches. We select the top-1 match, and if it exceeds a certain
threshold, the product’s information is stored in a list (lines 15-20).
The ‘assignLocation’ procedure computes a row, column and subrow
by comparing the product’s centroid with the detected shelf rows and
with other products in the same row, respectively (see 3.3 for details).
6

Finally, the list will only contain the detected product, along with
their location and identification. This innovative expert system provides
a comprehensive solution for automating shelf audits. Its ability to
perform row detection, product detection, product identification and
localization streamlines the process, improves efficiency and provides
valuable insights for retailers. With Shelf Management, retail businesses
can ensure accurate and efficient shelf monitoring, leading to optimized
shelf organization and enhanced customer experiences. The details of
the system are given in the following Subsections. Shelf Management
is comprehensively evaluated on ‘‘SHARD (SHelf mAnagement Row
Dataset)’’ and ‘‘SHAPE (SHelf mAnagement Product datasEt)’’, two
publicly available datasets specifically collected and manually labeled
for this work (Section 3.5).

3.1. Shelf row detection

The distribution of products plays a fundamental role in the shelf
audit process. Knowing exactly where a product is located in terms
of shelves rows enables several shelf analysis, such as a planogram
compliance check. In addition some important Key Performance In-
dicators (KPI) take into consideration the physical structure of the
shelf, for example the SOS. This refers to the percentage or proportion
of physical shelf space within a retail store that a particular product
or brand occupies. A higher SOS indicates greater visibility for the
product, which can lead to increased sales and market share. The only
reliable way to calculate SOS for a brand is to detect its products and
associate them to a particular shelf row. Detecting shelf rows is hence
fundamental in this task to overcome limitations that may arise only
using product detection, such as stacked items with the same SKU,
which is often the case (only the lower item in the stack should be
considered for the planogram analysis). Stacked items can also show
not contiguous bounding boxes due to the camera perspective, making
the correct association product-shelf row nearly impossible. In addition,
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Algorithm 1: Pseudo-code for the proposed pipeline
1 𝑠ℎ𝑒𝑙𝑓 _𝑟𝑜𝑤𝑠 ← detectShelfRows(input_image);
2 𝑏𝑜𝑢𝑛𝑑𝑖𝑛𝑔_𝑏𝑜𝑥𝑒𝑠 ← DetectProducts(input_image);
3 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 ← 𝑁𝑜𝑛𝑒;
4 foreach b_box in bounding_boxes do
5 foreach shelf_row in shelf_rows do
6 if 𝑏_𝑏𝑜𝑥.𝑎𝑟𝑒𝑎 ∩ 𝑠ℎ𝑒𝑙𝑓 _𝑟𝑜𝑤.𝑎𝑟𝑒𝑎 > 𝑠ℎ𝑒𝑙𝑓 _𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then
7 delete b_box;
8 continue
9 end
0 end
1 𝑐𝑟𝑜𝑝𝑝𝑒𝑑 ← 𝑖𝑚𝑎𝑔𝑒[𝑏_𝑏𝑜𝑥];
2 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠 ← extractEmbeddings(cropped);
3 𝐸𝐴𝑁𝑠_𝑙𝑖𝑠𝑡, 𝑟𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦_𝑙𝑖𝑠𝑡 ←

search(embeddings,gallery);
4 if 𝑟𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦_𝑙𝑖𝑠𝑡[0] > 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then
15 𝑝𝑟𝑜𝑑𝑢𝑐𝑡.𝑏_𝑏𝑜𝑥 = 𝑏_𝑏𝑜𝑥;
16 𝑝𝑟𝑜𝑑𝑢𝑐𝑡.𝐸𝐴𝑁 = 𝐸𝐴𝑁𝑠_𝑙𝑖𝑠𝑡[0];
17 𝑝𝑟𝑜𝑑𝑢𝑐𝑡.𝑟𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 𝑟𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦_𝑙𝑖𝑠𝑡[0];
18 𝑝𝑟𝑜𝑑𝑢𝑐𝑡.𝑠ℎ𝑒𝑙𝑓 _𝑟𝑜𝑤, 𝑝𝑟𝑜𝑑𝑢𝑐𝑡.𝑐𝑜𝑙𝑢𝑚𝑛 =

𝑎𝑠𝑠𝑖𝑔𝑛𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛(𝑏_𝑏𝑜𝑥);
19 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠.𝑎𝑝𝑝𝑒𝑛𝑑(𝑝𝑟𝑜𝑑𝑢𝑐𝑡);
0 end
1 end

the identification of shelf rows facilitates object segmentation and view-
point correction, which are crucial for object recognition. Considering
that a shelf row serves as a separation between distinct semantic areas,
we approached the detection of shelf rows as a specific case of semantic
lines (Zhao et al., 2022). First a pixel-wise representation with a CNN-
based encoder is extracted (ResNet50-FPN), and then the deep Hough
transform (DHT) converts representations from feature space into para-
metric space. The global line detection problem is then converted
in detecting peak response in the transformed features, making the
problem simpler. Finally, a reverse Hough transform (RHT) converts
the detected lines back to image space.

3.2. Product detection

The approach proposed by Goldman et al. (2019) was used for
the detection task. A trained model on the SKU-110K dataset, with a
RetinaNet as the backbone, has been integrated into the pipeline. The
model’s base is RetinaNet, a one-stage object detector, where focal loss
is employed to allocate lower loss values to ‘‘easy’’ negative samples,
directing the model’s attention and resources towards more challeng-
ing samples. This approach enhances prediction accuracy. RetinaNet
utilizes ResNet50-FPN as its backbone for feature extraction and in-
corporates two specialized subnetworks for classification and bounding
box regression, collectively forming the RetinaNet architecture. This
architecture attains state-of-the-art performance, surpassing Faster R-
CNN, a renowned two-stage object detection method. However, given
the challenges posed by the retail environment, authors proposed two
additional module on top of the RetinaNet, a Soft-IoU layer estimates
the Jaccard index between detected boxes and ground truth boxes,
while an EM-Merger unit transforms detections and Soft-IoU scores into
a Mixture of Gaussians (MoG) and resolves overlapping detections in
dense scenes. Occasionally, this network produces false positive detec-
tions corresponding to price tags or promotional material. Both can be
heterogeneous between different stores and need to be eliminated. The
shelf rows detected in the previous step were also used for this purpose.
Any bounding box that overlaps a shelf row by a threshold is discarded.
While this phase of the pipeline involves the use of a reference model
without significant modification, an experimental phase was under-
taken to assess the optimal parameters using the SHARD dataset, as
7

detailed in the results section.
3.3. Product localization

In a computer vision system designed to automatically analyze a
planogram from a picture of a store shelf, the localization component
is a crucial step that follows product detection and shelf row detec-
tion. In many retail environments, certain types of products are often
stacked vertically within the same shelf row. For instance, canned or
packaged goods might be placed in stacks. The localization process
must account for these stacking arrangements to avoid misidentifying
product quantities and placements. Shelf analysis like SOS usually takes
into consideration only the first layer of stacked products. This local-
ization process aims to precisely place each detected product within its
corresponding shelf row and also within a specific column (position)
within the shelf row. Additionally, the system defines a subrow for
stacked products, which is the row relative to each column. Each
product has a subrow value of 1 unless stacked, in which case the
subrow value increments going up. Columns increase from left to right
and are relative to each row, as each row can have a varying number
of columns. The first step involves assigning a row to each detected
product box, considering the detected shelf rows. After filtering out
bounding boxes that overlap with shelf rows (such as price tags or
promotional tags), the Y-coordinate of the center of each bounding
box is compared with the Y-coordinates of the shelf rows to determine
the appropriate shelf row for each product. This process is illustrated
in Procedure AssignRow. In the second step, for each shelf row, the
bounding boxes assigned to it are sorted according to their center X-
coordinates from left to right. Each product is then assigned the column
based on its relative position in the row. This process is illustrated in
Procedure AssignColumn. In the final step, each bounding box is ini-
tially assigned a subrow value of 1. For each shelf row, each bounding
box is compared with all the others in the same shelf row. If the center
X-coordinate of a bounding box is less than the X2-coordinate (right
edge) of another bounding box and the center Y-coordinate is less than
the Y1-coordinate (upper edge) of the same bounding box, the subrow
is incremented. This basically means a product is stacked on another
one. This process is illustrated in Procedure AssignSubRow. In Fig. 3 a
sample shelf is depicted to illustrate the logic.
Procedure AssignRow(b_box)
1 𝑟𝑜𝑤 ← 1;
2 foreach shelf_row in shelf_rows do
3 if 𝑏_𝑏𝑜𝑥.𝑐𝑒𝑛𝑡𝑒𝑟_𝑦 > 𝑠ℎ𝑒𝑙𝑓 _𝑟𝑜𝑤 then
4 𝑟𝑜𝑤 ← 𝑠ℎ𝑒𝑙𝑓 _𝑟𝑜𝑤;
5 break;
6 end
7 end

Procedure AssignColumn(b_box)
1 foreach shelf_row in shelf_rows do
2 𝑠𝑜𝑟𝑡𝑒𝑑_𝑙𝑖𝑠𝑡 ← 𝑠𝑜𝑟𝑡(𝑏𝑜𝑢𝑛𝑑𝑖𝑛𝑔_𝑏𝑜𝑥𝑒𝑠 where

𝑏_𝑏𝑜𝑥.𝑟𝑜𝑤 = 𝑠ℎ𝑒𝑙𝑓 _𝑟𝑜𝑤);
3 𝑖 = 0;
4 foreach b_box in sorted_list do
5 𝑏_𝑏𝑜𝑥.𝑐𝑜𝑙𝑢𝑚𝑛 ← 𝑖;
6 𝑖 ← 𝑖 + 1;
7 end
8 end

3.4. Product recognition

Every retail product across the globe is uniquely denoted by a
specific code, such as the European Article Number (EAN) in Europe,
the Universal Product Code (UPC) in the UK, Japan, and Australia
among others. Given the huge number of products in a supermarket
and the high temporal variability, it was necessary to use an approach
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Procedure AssignSubRow(b_box)
1 foreach shelf_row in shelf_rows do
2 𝑠𝑜𝑟𝑡𝑒𝑑_𝑙𝑖𝑠𝑡 ← 𝑠𝑜𝑟𝑡(𝑏𝑜𝑢𝑛𝑑𝑖𝑛𝑔_𝑏𝑜𝑥𝑒𝑠 where

𝑏_𝑏𝑜𝑥.𝑟𝑜𝑤 = 𝑠ℎ𝑒𝑙𝑓 _𝑟𝑜𝑤);
3 foreach b_box in sorted_list do
4 𝑏_𝑏𝑜𝑥.𝑠𝑢𝑏𝑟𝑜𝑤 = 1;
5 foreach b_box_2 in sorted_list do
6 if 𝑏_𝑏𝑜𝑥_2.𝑥2 > 𝑏_𝑏𝑜𝑥.𝑐𝑒𝑛𝑡𝑒𝑟_𝑥 and

𝑏_𝑏𝑜𝑥_2.𝑦1 > 𝑏_𝑏𝑜𝑥.𝑐𝑒𝑛𝑡𝑒𝑟_𝑦 then
7 𝑏_𝑏𝑜𝑥.𝑠𝑢𝑏𝑟𝑜𝑤 ← 𝑏_𝑏𝑜𝑥.𝑠𝑢𝑏𝑟𝑜𝑤 + 1;
8 end
9 end
0 end
1 end

Fig. 3. Localization schema for a sample shelf with 2 shelf rows (in blue). In black
rows number, in red columns number and in green subrows number. In this example
the sample product bounded in pink is assigned row = 2, column = 3, subrow = 2.

with an independent number of classes. Recognizing a product from
its image can be seen as an image retrieval problem. First, we need
a gallery of known products, where each product is identified by a
unique code and has one or more images. Then, a query image of an
unknown product can be compared with all images in the gallery to find
the most similar one according to a defined metric. Image retrieval can
be viewed as a vector similarity problem in a high-dimensional image
feature space. Classification networks, such as CNNs trained for image
classification tasks, can be used as feature extractors. This is because,
during training, these networks learn to represent the data in a way
that facilitates the classification task by mapping the input images to
vectors of real numbers, called embedding vectors. These vectors aim to
capture the semantic or syntactic meaning of the objects, with similar
objects having similar vectors. We built a gallery on the SHAPE dataset,
generating an embedding vector for each image. In this way, searching
for a product simply means generating the embedding vector for the
query image and finding the closest embedding vector in the gallery.
The approach used to generate the embedding vectors was inspired
by the work of Schroff, Kalenichenko, and Philbin (2015), moving
the application domain, from face recognition to the identification of
retail products. Part of the SHAPE dataset, has been held out as a
test set, with a particular strategy: for SKUs that featured multiple
images in the gallery, one image was chosen to be part of the test
set. This selection ensured that the system would encounter these
particular images for the first time during testing, having never been
exposed to them during training, but also guaranteed to have valid
query images that the model should recognize. In this way, we can
distinguish whether a low similarity score comes from an unknown
product or poor recognition. This test dataset comprises 813 images,
evenly distributed across 62 product categories. The remaining images
were allocated for model training, with 80% of them used for training
and the remaining 20% for validation purposes. We then used different
state-of-the-art classification CNNs, pre-trained for classification task on
ImageNet (Deng et al., 2009) from the Keras Applications repository.
From these models we removed the last classification layer, adding in
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place a dropout layer and a final dense layer of size 256. Therefore, the
output of the models resulted in an vector of size 256 on which the L2
normalization has also been applied. L2-normalizing the vectors moves
the value in the range 0-1 which is more convenient for matching
purposes. The loss used for the training is the Triplet Hard Loss (Schroff
et al., 2015) with a margin of 1.0 (soft margin). Triplet loss is a loss
function particularly effective for learning useful representations of
data by distance comparison. The idea is to take three images (anchor,
positive, negative) — a ‘‘triplet’’ — where two of the images are more
similar to each other than they are to the third. The goal of the triplet
loss is to make sure that the anchor and the positive image (which are
of the same EAN in this case) are closer together in the learned feature
space than the anchor and the negative image (different EAN). The
triplet loss function tries to achieve this by minimizing the distance
between the anchor and the positive and maximizing the distance
between the anchor and the negative. The term ‘‘hard’’ in ‘‘triplet hard
loss’’ refers to the strategy of selecting the triplets (Hermans, Beyer,
& Leibe, 2017). Hard triplets are those where the negative is closer
to the anchor than the positive in the feature space. These are the
most informative triplets to train on because they are the ones that the
model is currently getting most wrong. By focusing on hard triplets, the
model learns more effectively to distinguish between similar-looking
but different classes, leading to better performance. This strategy is
known as hard negative mining. We decided to mine online triplets
using the approach of Hermans et al. (2017). In fact, they show how
the use of triplets mined online can greatly increase the accuracy of the
model and reduce training times. After training the model a test phase
have been conducted in order to assess the quality of the learned feature
in the recognition process. The test set have been used for this, image-
by-image we extracted the embedding vector and compared against the
gallery. The cosine similarity was the selected criteria for similarity
evaluation between embedding vectors of the query images and the
gallery. The cosine similarity between two generic numerical vectors
𝐴 and 𝐵 is represented by the following equation and a score between
−1 e +1, where values close to +1 represent a greater similarity (+1
corresponds to same orientation):

𝑐𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 𝐴 ⋅ 𝐵
‖𝐴‖ ‖𝐵‖

(1)

Cosine similarity quantifies the degree of similarity between two vec-
tors in a space with an inner product. It does this by calculating the
cosine of the angle between these two vectors, thereby indicating if the
vectors are approximately oriented in the same direction. The element
in the gallery with the highest cosine similarity with the query element
is selected as the matching candidate.

3.5. Shelf management datasets

As already stated, this paper introduces two specific datasets that
have been meticulously collected and manually labeled for the purpose
of the work. In order to address the scarcity of fine-grained, SKU-level
annotated datasets in the field of planogram compliance checking, we
have created two novel datasets: SHARD and SHAPE. The motivation
behind introducing these datasets is rooted in the need for high-quality
resources tailored specifically for planogram compliance checking. In
the field of planogram analysis, there is a lack of datasets with fine-
grained annotations at the SKU-level, which hinders the development
and evaluation of accurate and reliable algorithms. Existing datasets
often lack the detailed product attribute annotations and precise shelf
rows localization necessary for comprehensive planogram compliance
evaluation. To bridge this gap, we have carefully curated and labeled
SHARD and SHAPE datasets and the details are given in the following
Sections 3.5.1 and 3.5.2.



Expert Systems With Applications 255 (2024) 124635R. Pietrini et al.
Fig. 4. Sample shelf picture from the SHARD dataset belonging to the pet food
category.

3.5.1. SHARD dataset
SHARD (SHelf mAnagement Row Dataset) which contains ca. 22K

images was collected using smartphones and resized, with a maximum
height of 1000 pixels and a resolution of 96 dpi, to reduce storage
requirements while still providing sufficient detail for the detection of
shelf rows. These images were gathered over a span of two months
across 2000 different supermarkets in Italy, representing various retail
chains. As a result, the dataset encompasses a wide range of visual
characteristics, including shelf row materials, colors, price tags, shapes,
sizes of displayed goods, the number of rows, and the presence of
hooks, among others. Each image displays a single shelf, ensuring
that all categories are represented. These images are in JPG format to
further optimize storage, and the annotation data is provided in a CSV
file, which includes the indication of the vertical coordinate of each
shelf row. The annotation file is structured as follow:

𝑖𝑚𝑎𝑔𝑒_𝑛𝑎𝑚𝑒, 𝑝1, 𝑝2,… , 𝑝n (2)

where 𝑝𝑖 is the Y-coordinate shelf row expressed as the percentage of
the picture’s height in pixels, starting from the top, and n, where 𝑛 >= 1,
is the number of shelf rows present in the image. An example of an
image of the dataset is shown in Fig. 4, while its relative annotation
regarding key information is shown below:

00𝑎03𝑏𝑑5 − 𝑎6𝑓𝑎 − 471𝑑 − 𝑏4𝑒3 − 6𝑑5𝑐𝑓8𝑎𝑒𝑐𝑒27.𝑗𝑝𝑔;

0.13, 0.23, 0.31, 0.44, 0.59, 0.77, 0.98

3.5.2. SHAPE dataset
SHAPE (SHelf mAnagement Product datasEt) contains 50K images

of 17K different SKU belonging to 62 different categories, fine-grained
labeled with their European Article Number (EAN). Images have been
collected in 2000 different supermarkets in Italy, using smartphones of
different models with a minimum resolution of 8Mpx. Each SKU have
a variable number of images, where each image is cropped exactly on
9

the package boundaries. In addition the dataset is structured according
to the GS11 hierarchical classification, this system is called Global
Product Classification (GPC). GPC classifies products by grouping them
into categories based on their essential properties as well as their
relationships to other products. This specific classification is structured
into five tiers, with the fifth tier offering the highest level of detail. To
provide a snapshot of these divisions, the first tier could include cat-
egories like groceries and beverages, while the second could comprise
of subcategories such as bakery items, cereals, and water. Further, the
third tier could involve more specific items like wafers and sparkling
water, and the fourth could delve into even finer classifications like
vanilla flavor or quantities of 0-50 centilitres. Lastly, the fifth and
final tier could feature granular distinctions like portioned items and
plastic packaging. We chose to operate up to the second tier as we
found this level of detail to be sufficiently granular. An example of
an image of the dataset is shown in Fig. 5 with 6 product images
of different categories. The dataset is structured as follows: first-level
folders represent categories as previously defined combining the first
and the second tier of the GPC (see GS1 hierarchical classification),
while second-level folders represents SKUs. Both categories and EANs
are anonymized using progressive numbers (1, 2, 3) but could be
released under a commercial agreement.

4. Results and discussions

In this section the experimental part is discussed.

4.1. Product detection results

The model described in 3.2, pre-trained on the SKU-110K dataset
was tested on 1000 randomly chosen images from the SHARD dataset
manually annotated for product detection. Experiments in this step
were devoted to assess the best parameters for the model, such as
find optimal value for the score threshold and the hard score rate
used to filter detections, produced by the model in terms of bounding
boxes, soft and hard scores. The two scores can be seen as distinct yet
complementary approaches for assessing the quality of localization: the
hard score assesses the extent to which the patch within the bounding
box resembles an object, while the soft score gauges the degree of
overlap between the bounding box and the underlying object. Soft
and hard scores are averaged in a single confidence score depending
on the hard score rate that we decided to set equal to 0.5 to give
them the same importance. The score threshold represent a minimum
threshold that the detection confidence score must satisfy, we set it
to 0.35 after an experimental phase devoted to maximize the Average
Precision metrics. This model has been used without significant mod-
ification since its initial development for the specific task of detection
in densely populated retail environments. We use COCO (Lin et al.,
2014) evaluation metrics, including the average precision (AP) at IoU
= .50:.05:.95, AP at IoU = .5 (denoted as AP50), and AP at IoU =
.75 (AP75). To assess the practical feasibility of our system, we also
investigate counting metrics. Let {𝑃 ′

𝑖 }
𝑛
𝑖=1 represent the predicted num-

ber of products in each test image, where 𝑖 ∈ [1, 𝑛], and {𝑡𝑖}𝑛𝑖=1 denote
the actual number of products per image. The Mean Absolute Error
(MAE) is calculated as 1

𝑛
∑𝑛

𝑖=1 |𝑃
′
𝑖 − 𝑡𝑖|, while the Root Mean Squared

Error (RMSE) is computed as
√

1
𝑛
∑𝑛

𝑖=1(𝑃
′
𝑖 − 𝑡𝑖)2. Full experiments are

reported in Table 2 where different backbones have been compared for
the RetinaNet. While all ResNet backbones gives similar results, the best
result is achieved by ResNet-152, with an average precision of 0.772,
all exceeding the performance achieved by the authors in their original
paper on the SKU-110K dataset. This improvement can be attributed to
the characteristics of the images in SHARD, which are relatively simpler
as they represent single cropped shelves. However, this closely reflects

1 https://www.gs1.org/standards/gpc

https://www.gs1.org/standards/gpc
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Fig. 5. Sample images from the SHAPE dataset. 6 product images of different categories are displayed within their EAN.
Fig. 6. Qualitative results for product detection.
Table 2
Product detection. In bold the selected configuration for the system.

Backbone AP AP50 AP75 MAE RMSE

ResNet-50 0.752 0.834 0.787 6.587 11.745
ResNet-101 0.762 0.842 0.797 5.487 10.702
ResNet-152 0.772 0.851 0.802 5.354 9.170

real-world scenarios where shelf analysis is typically performed on a
per-shelf basis. The decision to use ResNet-50 as the backbone was
influenced by computational requirements and the feasibility of the
approach without relying on a GPU. ResNet-50, the smallest variant
tested, has 25 million parameters, compared to the 44 million and
60 million parameters of the larger versions. Qualitative results are
depicted in Fig. 6.

4.2. Shelf row detection results

The system’s shelf row detection algorithm successfully identifies
different rows present on store shelves, providing a solid foundation for
subsequent analyses. Model was pre-trained on the NLK dataset (Zhao
10
et al., 2022) and then fine-tuned on the Shelf Row Dataset (SHARD)
(detailed in Section 3.5.1) for 30 epochs (with early stopping), using a
learning rate of 0.0002 with Adam optimizer, with a batch size of 16. A
common split ratio of 80:20 has been used for training and validation. A
separate set of 5000 images never seen by the model have been used in
testing to assess the performance of such model. In Zhao et al. (2022),
the authors proposed a new metric, named EA-score, that considers
both Euclidean and Angular distance between a pair of lines. Let 𝑙𝑖,
𝑙𝑗 be a pair of lines to be measured, the angular distance 𝑆 is defined
as:

𝑆𝜃 = 1 −
𝜃(𝑙𝑖, 𝑙𝑗 )
𝜋∕2

(3)

where 𝜃(𝑙𝑖, 𝑙𝑗 ) is the angle between 𝑙𝑖 and 𝑙𝑗 . The Euclidean distance is
defined as:

𝑆𝑑 = 1 −𝐷(𝑙𝑖, 𝑙𝑗 ) (4)

where 𝐷(𝑙𝑖, 𝑙𝑗 ) is the Euclidean distance between midpoints of 𝑙𝑖 and 𝑙𝑗 .
Note that the image is normalized into a unit square before calculating
the Euclidean distance. Finally, the EA-score, is calculated as follows:

𝑆 = (𝑆 × 𝑆 )2 (5)
𝜃 𝑑
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Fig. 7. Qualitative results for shelf row detection.
The quality of line detection is evaluated by measuring Precision,
Recall, and F-measure. To achieve this, the predicted lines in set P and
the ground-truth lines in set G are matched using bipartite matching.
The goal is to find a matching that ensures each ground-truth line 𝑔𝑖
corresponds to at most one detected line 𝑝𝑗 and vice versa. The maxi-
mum matching of a bipartite graph can be solved efficiently using the
classical Hungarian method, which has a polynomial time complexity.
Predicted lines that are matched with ground-truth lines are classified
as true positives, while detected lines that are not matched with any
ground-truth line are considered false positives. Ground-truth lines
without a corresponding predicted line are false negatives. To further
assess the detection performance also Precision (Prec) (Eq. (6)), Recall
(Rec) (Eq. (7)) and F-measure (Eq. (8)) were computed as secondary
metrics,

𝑃𝑟𝑒𝑐 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(6)

𝑅𝑒𝑐 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(7)

𝐹 = 2 × 𝑃𝑟𝑒𝑐 × 𝑅𝑒𝑐
𝑃 𝑟𝑒𝑐 + 𝑅𝑒𝑐

(8)

where 𝑇𝑃 , 𝐹𝑃 , 𝐹𝑁 are the correct detections, the wrong detections
and the missed detection, respectively. A series of thresholds 𝜏 = 0.01,
0.02, . . . , 0.99 to prediction and ground-truth pairs, therefore a series
of Precision, Recall, and F-measure scores are computed. Finally, the
performance is evaluated in terms of average precision, recall, and F-
measure. Different experiments using the SHARD dataset have been
conducted to choose the best Hough quantization level. The results can
be seen in Table 3 and show how feasible the approach is in terms
of both accuracy and inference time. After analyzing the table, it is
clear that there is little discernible difference between the different
quantization levels. Consequently, we have chosen to set the value
to 100 for our system in order to minimize the inference time. In
Fig. 7, qualitative results of the approach are presented, wherein the
model correctly identifies all the shelf rows, even in the presence of a
challenging situation. In this challenging scenario, products are stacked
or enclosed in a cardboard divider that closely resembles a line.

4.3. Product localization results

Product localization is achieved through the application of geomet-
rical if-then rules described in Section 3.3. These rules are applied to
the results obtained from product detection and shelf row detection,
ensuring precise placement of each product within its designated shelf
row, column and subrow. Any errors in localization are propagated
from the preceding steps of product detection and shelf row detection,
as the localization process itself is deterministic and relies on the
accuracy of these earlier stages. Consequently, no experiments are
conducted for this part, as the process strictly relies on the accuracy
of these earlier stages.
11
Table 3
Quantitative performance comparison of shelf row detection at different quantization
levels in parameter space as in Zhao et al. (2022). In bold the selected configuration
for the system.

Quantization levels Precision Recall F-1 Inference time

100 0.9753 0.9671 0.9663 0.0235
120 0.9704 0.9712 0.9691 0.0250
130 0.9730 0.9827 0.9744 0.0279
150 0.9529 0.9814 0.9721 0.0329

Table 4
Comparison between CNNs used as backbone in terms of accuracy. In bold the selected
configuration for the system.

Network Top-1 Top-5 Top-10

MobileNetV3-Large
(Howard et al.,
2019)

0.93 0.96 0.97

MobileNetV3-Small
(Howard et al.,
2019)

0.86 0.95 0.97

EfficientNetV2-B0
(Tan & Le, 2021)

0.91 0.96 0.97

Inception-V3
(Szegedy,
Vanhoucke, Ioffe,
Shlens, & Wojna,
2016)

0.91 0.95 0.96

4.4. Product recognition results

The SHAPE dataset was utilized to evaluate the recognition perfor-
mance, with the strategy highlighted in Section 3.4. The first exper-
iment aimed to assess the recognition accuracy and it is showed in
Table 4. We compared 4 lightweight (MobileNetV3 was used in its 2
variants) state-of-art CNNs in terms of recognition accuracy. As we can
see from the table MobileNetV3-Large (Howard et al., 2019) achieved
the best performance in all the metrics, although all the other networks
are close, demonstrating the feasibility of our approach for product
recognition. To gain a better understanding of the model’s performance
Top-5 and Top-10 accuracy have been also investigated, because even
if in this specific domain the exact recognition is fundamental (SKU-
level recognition), still there can be ambiguities that could be solved
later by a fine-grained approach, as will be described in Section 5. The
deep learning models employed for product recognition exhibit high
accuracy in recognizing and classifying the detected products.

Inference time for the feature extraction step has been evaluated
to assess the computational requirement and the feasibility of the ap-
proach without relying on a GPU. MobileNetV3-Small outperformed the
other networks even though all of them are really close, the approach is
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Table 5
Comparison between the networks used as backbone in terms of inference time both
on GPU (Nvidia K80) and CPU (Intel i7-5500U) in s. In bold the selected configuration
for the system.

Network GPU CPU

MobileNetV3-Large
(Howard et al.,
2019)

0.002 0.026

MobileNetV3-Small
(Howard et al.,
2019)

0.001 0.012

EfficientNetV2-B0
(Tan & Le, 2021)

0.002 0.046

Inception-V3
(Szegedy et al.,
2016)

0.002 0.095

indeed feasible on a CPU with an average inference time of 0.01 s per
image. The complete benchmark is highlighted in Table 5. The ideal
trade-off, and consequently the network selected as feature extractor is
MobileNetV3-Large.

The search strategy was also studied, since comparing each product
image on a shelf with tens of thousands of images in the gallery
can take a considerable amount of time, as the gallery grows over
time. The main requirement in this step is to maintain recognition
accuracy, which is fundamental in this specific domain. The basic
approach is brute force, which simply compares a query image with
all the items in the gallery one by one, maintaining accuracy as it
is an exhaustive search. A smarter strategy is to further speed up
the similarity search by using an off-the-shelf Approximate Nearest
neighbor (ANN) indexing library. These ANN indexing schemes convert
the traditional (𝑛 log 2𝑛) sort algorithm into a (log 2𝑛) serial time
lgorithm by efficiently parallelizing it using multi-threading, BLAS
nd machine SIMD vectorization. We chose to use FAISS (Johnson,
ouze, & Jégou, 2019) an open-source library developed by Facebook’s
I Research (FAIR) team, mainly because it provides an option to
erform batch queries on the index, therefore latency is much lower.
t is designed for efficient similarity search and clustering of large-
cale datasets. FAISS supports different indexing structures, including
he popular index structures like IVF (Inverted File), which enable fast
etrieval of nearest neighbors. FlatIP index implement an exhaustive
earch strategy and we can see from Table 6 that is 400x faster than
he basic brute force without sacrify the accuracy. We then tested a cell-
robe method called IVFFLAT with different configurations. The feature
pace is partitioned into nlist cells. The gallery vectors are assigned to
ne of these cells thanks to a quantization function (K-means is used
ith the assignment to the centroid closest to the query), and stored

n an inverted file structure formed of nlist inverted lists. At query
ime, a set of nprobe inverted lists is selected. The query is compared
ith each of the gallery vectors assigned to these lists. This search

trategy can speed up the search by a factor of 2 while losing only 1%
f the accuracy. Since the main objective was to maintain accuracy in a
omain where exact recognition is required, we chose the FlatIP index
f FAISS to be part of the pipeline.

. Conclusions and future works

Visual shelf monitoring plays a vital role in the success of retailers
nd brands. With the retail industry becoming increasingly competi-
ive, ensuring product availability, correct placement and adherence
o planogram specifications is critical to maximizing sales and improv-
ng the customer experience. Visual shelf monitoring allows retailers
nd brands to accurately assess the presentation and organization
f products on store shelves, ensuring that they are visually appeal-
ng and easily accessible to customers. By using automated systems
uch as Shelf Management, retailers can streamline the monitoring
nd evaluation process, reduce human error and gain detailed insight
12
Table 6
Comparison between search strategies for image retrieval.

Search strategy Index nlist nprobe Time (ms) Accuracy

Brute Force – – – 181 0.93
FAISS
(Johnson et al.,
2019)

FlatIP - - 0.41 0.93

FAISS
(Johnson et al.,
2019)

IVFFLAT 4096 4 0.09 0.81

FAISS
(Johnson et al.,
2019)

IVFFLAT 16 384 32 0.2 0.9

into planogram compliance. This in turn enables them to make data-
driven decisions on inventory management, product placement and
overall store layout, ultimately leading to improved customer satisfac-
tion and increased profitability. This paper presents Shelf Management,
an innovative expert system designed to automate shelf audits using
fixed or mobile cameras. The system demonstrated its effectiveness
in accurately detecting, recognizing and evaluating products on store
shelves. Using advanced deep learning techniques, Shelf Management
successfully performed key steps including shelf row detection, product
detection, product identification and localization. The results obtained
from applying Shelf Management to the two datasets, SHelf mAnage-
ment Row Dataset (SHARD) and Shelf MProduct Dataset (SHAPE),
demonstrated its ability to streamline the evaluation process, improve
efficiency and provide valuable insights for retailers. The unique chal-
lenges of the retail sector, including the need for high accuracy in
product detection and the diverse range of products and shelf layouts,
have guided our decisions throughout the development process. Our
choice of pipeline components, from advanced object detection algo-
rithms to advanced product recognition models, was driven by their
proven effectiveness in handling the complexities of the retail environ-
ment. The demands of the retail environment for efficiency, accuracy
and scalability required a careful approach to selecting the most ap-
propriate components for our pipeline. These decisions were supported
by rigorous pre-testing to ensure that each component integrated into
our system was optimized for performance in a retail environment.
Our decisions were influenced not only by the empirical results, but
also by the strategic importance of aligning with the evolving needs
and challenges of the retail domain. The paper also highlighted the
strengths and limitations of Shelf Management, emphasizing its ability
to automate shelf checking, reduce human error and deliver consistent
results. However, challenges such as occlusions, variations in product
shape (non-rigid packaging) and complex shelf layouts can impact
system performance in certain scenarios. In addition, as the approach
is not end-to-end, errors tend to propagate along the pipeline. These
limitations provide opportunities for future research and improvement.
Our future work will focus on a comprehensive evaluation of the
product recognition capabilities by annotating and testing a larger set
of images from the SHARD dataset to confirm the robustness of the
model in different retail scenarios. In addition, we plan to improve the
system’s dynamic adaptability and real-time analysis capabilities, test
its scalability in different retail environments, and develop more ac-
curate evaluation metrics to capture the complexity of its performance.
This comprehensive approach will significantly advance the theoretical
and practical contributions of our work in retail shelf management, and
strengthen the system’s relevance and effectiveness in the ever-evolving
retail sector.
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