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In this work a hardware-in-the-loop (HiL) simulator of a novel micro combined heat and power system is pre-
sented and its use for control algorithm optimization is demonstrated and discussed. The plant under in-
vestigation consists of a concentrated Linear Fresnel Reflectors solar field, a 2 kWe/18 kWt Organic Rankine
Cycle unit and an advanced latent heat thermal energy storage tank equipped with reversible heat pipes as
developed by a consortium of universities and companies within the EU funded project Innova Microsolar. A
smart control unit manages their integration and monitors the operation of each subsystem.

In order to support the optimization of the control algorithms and the definition of the best control strategy of
the micro-CHP plant at different working conditions, a simulation framework based on Matlab/Simulink has
been developed by the authors and connected to the real control unit according to a HiL approach. Ad-hoc
models of the different subsystems together with those of the components (i.e. valves and variable speed pumps)
regulating the plant operation have been included.

The use of the HiL simulator has permitted to optimize the control logic of the integrated plant prior to its
future commissioning, thus helping to overcome some of the technical and reliability issues occurring during the
setup of the real system. In particular, the HiL has allowed: (i) to define the proportional and integral gains of the
diverters in order to assure a robust and fast response of the plant during the switch among the different op-
eration modes; (ii) to prove the limits of acting on the oil pump flow rate in assuring the nominal oil temperature
at the inlet of the ORC unit, due to the inherent fluctuations caused by this control strategy; and (iii) to assess the
best control strategy which is obtained by acting on the aperture of the diverter which controls the oil mass flow
rate to the ORC unit. Hence, the scientific approach here proposed can be extended also to many other complex
energy conversion systems in order to significantly reduce the potential critical issues during their commis-
sioning.

1. Introduction

Among the key instruments to reach the challenging targets estab-
lished in the Paris Agreement, energy transition based on renewable
technologies plays a fundamental role [1]. Because of its worldwide
availability, solar energy represents the most promising and clean en-
ergy for future power generation. In particular, the use of solar energy
in decentralized energy systems is foreseen as a valuable alternative to
substitute thermal and electric power generation from fossil fuel. As a
matter of fact, off-grid solar energy has been one of the fastest growing
industries in providing energy access in recent years [1]. Despite that,
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the structural expansion of decentralized micro-Combined Heat and
Power (mCHP) systems has been limited so far because of technological
issues and lack of regulatory schemes [2]. Moreover, when coupled
with unpredictable renewable energy sources, such as solar, the short
and long-term fluctuations of these systems entail challenging dynamic
effects to deal with. To reduce such variability and extend the operation
of the systems, energy storage technologies can be usefully adopted.
Over the years many researchers have focused on the development of
different storage technologies and in particular Thermal Energy Storage
(TES) technologies for Concentrated Solar Power (CSP) [3]. For ex-
ample, Cabeza et al. [4] investigated a new concept of thermochemical
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Nomenclature

A cross sectional area of the valve [m?]

Ags area of the primary collectors [m?]

c first order heat losses coefficient [kW/(m-°C)]
(A fourth order heat losses coefficient [kW/(m-°C*]
Cp specific heat at constant pressure [J/kg°C]
CHP Combined Heat and Power

CSp Concentrated Solar Power

DNI Direct Normal Irradiation [kW/m?]

Dint internal diameter of the tube [m]

IAM Incident Angle Modifier

HiL Hardware-in-the-loop

Labs length of the absorber tubes [m]

LHTES Latent Heat Thermal Energy Storage

LFR Linear Fresnel Reflector

oM Operation Mode

ORC Organic Rankine Cycle

Egen electric energy generated [kWh,]

F friction factor

K additional pressure losses coefficient

K, flow rate that generates a pressure drop of 1 bar in the

valve [m®/h]

Ky corr corrected K, value of the valve [m3/h]

Kys flow rate that generates a pressure drop of 1 bar when the
valve is opened at its maximum [m3/h]

m mass flow rate [kg/s]

m, mass flow rate of the cooling water [kg/s]

Meontrol  ratio of the mass flow rates in the valve

mg mass flow rate of the working fluid in the ORC unit[kg/s]

My R mass flow rate of the oil in the solar field [kg/s]

MoRrc mass flow rate of the oil permitted by the ORC unit [kg/s]

Mpump mass flow rate of the oil in the main pump [kg/s]

Ngg number of bends

P wetted perimeter of the cross sectional area [m]

PCM Phase Change Material

Prrr power to/from the LFR [kW]

Prgs thermal power to/from the TES [kW,]
Porc thermal power to/from the ORC [kW,]

Porcer  electric power produced by the ORC [kW,]
PI Proportional Integral

PID Proportional Integral-Derivative

Q volumetric flow rate [m3/s]

Qloss heat losses at the receiver [KW(]

Qres thermal energy to/from the TES [kJ]
Qres,loss  heat losses of the TES [kW,]
Quubeloss heat losses of the tubes [kW,]

R rangeability of the valve

Reonvext €Xternal convective resistance [(°C:m)/W]

Rcond conductive resistance [(°C'm)/W]

Regear Reynolds number in the valve seat

TES Thermal Energy Storage

Tabs average temperature of the absorber tube [°C]
Tier temperature of the oil from the LFR solar field [°C]

Torcoft lower bound temperature set-point of the TES [°C]

Torcon  upper bound temperature set-point of the TES [°C]

Tresav  average temperature of the TES [°C]

TrEs,in inlet temperature of the oil to theTES [°C]

Tresour  OUtlet temperature of the oil from the TES [°C]

Tin inlet temperature of the cooling water at the condenser
[Cl

Tout outlet temperature of the cooling water at the condenser
[C]

U oil velocity along the x direction [m/s]

Vap aperture of the valve

\Y velocity [m/s]

Superscripts and subscripts

1 straight outlet of the valve

2 bended outlet of the valve

I i-th cross section along x direction

In inlet

J j-th along the radial direction

K k-th time step

Min minimum

Max maximum

Out outlet

0il oil

Set set point

Greek symbols

A solar elevation angle

E roughness of the surface

Ah, actual specific enthalpy difference across the expander
[kJ/(kg K)]

Ah, actual specific enthalpy difference across the pump [kJ/
(kg K]

Apy pressure losses in the tube [Pa]

Ap, pressure losses in the valve [Pa]

ATrgs temperature difference between the PCM and the oil [°C]

Atinctimestep time interval of the internal time step [s]

Ax finite space difference along the longitudinal direction x
[m]

At finite time difference [s]

Nel electrical efficiency

Nm mechanical efficiency

Nopt optical efficiency

Noptmax ~ Maximum optical efficiency

Nrec receiver efficiency factor

Poil oil density [kg/m>]

Voil oil kinematic viscosity [m?/s]

P solar azimuthal angle

C) solar incident angle

TTEs,latent time constant of the TES during the melting phase [min]
TTES,sensible  time constant of the TES during the sensible phase [min]

storage based on consecutive reactions to be coupled with a CSP plant
with solar central receiver. Bravo et al. [5], instead, performed a multi-
objective optimization to find the best operational strategy of a hybrid
PV-CSP plant with a thermochemical storage system based on calcium-
looping process finding that such a TES allows enhancing dispatch-
ability and plant competitiveness. Nevertheless, in CSP applications
sensible or latent heat technologies are usually adopted so far. With
respect to the latter, Costa et al. [6] designed a latent heat thermal
storage system (LHTES) using solar salt as phase change material to be

coupled with a small-scale concentrated solar plant based on Linear
Fresnel Reflectors (LFR). In another paper, Liu et al. [7] investigated
different energy storage media for a shell-and-tube TES for CSP plants.
In their work, the authors found that PCM-graphite-PCM sandwich
configuration increased the energy density of about 28.7% compared to
the single graphite configuration. Among the different integrated sys-
tems to efficiently convert solar energy into generated power, CSP
plants coupled with Organic Rankine Cycle (ORC) systems are con-
sidered one of the most competitive at large scale [8]. At small-scale,
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instead, their adoption is still limited so far mainly because of economic
feasibility [9]. Hence, many efforts have been made by academia and
industry to achieve advancements and make them cost-competitive. For
example, Bouvier et al. [10] studied and tested the performance of a
single-cylinder expander coupled with a 46.5 m? double-axis PTC solar
field, obtaining a power output of 1.3 kWe and a solar-to-electricity
efficiency of 3%. Freeman et al. [11] numerically investigated the
performance of solar CHP ORC by comparing the electrical power
output from concentrating parabolic trough collectors and non-con-
centrating evacuated tube collectors. According to their work, authors
demonstrated that for the UK climate the average power output of the
ORC is almost the same with both type of collectors. Rady et al. [12]
conceptually designed and thermodynamically analysed a small-scale
multi-generation concentrated solar ORC plant for a medical center
building in Egypt. They compared the output of the system using both
parabolic trough collectors and linear Fresnel reflectors, finding that a
careful design and operation of the plant is needed to increase the
overall plant efficiency and economic value. Villarini et al. [13], in-
stead, numerically investigated and compared the performances of two
innovative small-scale ORC trigeneration plants based on compound
parabolic collectors and LFR with varying incident radiation. Authors
found that whenever cooling demand is predominant, LFR has to be
preferred. Eventually, Ni et al. [14] assessed the dynamic performances
of a small-scale ORC plant driven by parabolic through collectors under
clear sky and cloudy sky conditions. Based on the response of the sys-
tems to the sky conditions, the authors found that the optimized system
implementing a conventional Proportional Integral-Derivative (PID)
control strategy can generate almost 20% more energy than the system
without control in a time span of 25,000 s during a cloudy sky day.
Independently from the solar ORC configuration, an adequate con-
trol logic and management of the integrated systems are of paramount
importance to better exploit the collected solar energy and increase the
conversion efficiency of such plants. However, generally speaking, the
development and test of physical prototypes can be very expensive.
Hence, use of powerful development tools is crucial to properly set up
complex energy systems while minimizing the probability of errors,
reducing the design time and the related costs. In order to minimize
such costs, two approaches are commonly adopted: (i) simulation and
(ii) hardware-in the-loop (HiL). In general the former allows to provide
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an estimation of the performance and of the main critical working
conditions. However, when the dynamics of the systems need to be
accurately taken into account, more powerful tools are required such
those based on HiL approach. This approach, indeed, shows several
interesting advantages, such as easy validation of control logic, dis-
carding ineffective logics and optimizing the more promising ones.
Therefore, once implemented in a simulator, the HiL technique allows
reducing the required time for the development of the control algo-
rithms of a real control system, since physical phenomena can be si-
mulated and developers can concentrate most of their efforts directly on
the control algorithms performances and optimization [15].

In literature, many researchers have addressed the use of the HiL
technique to evaluate various optimizations of energy conversion sys-
tems operation. For example, Mohammadi et al. [16] developed an
electromechanical emulator to study the behaviour of wind turbines
during faults thus providing a useful tool to design more economical
and higher performing wind turbines. Mehrfeld et al. [17] made use of
the HiL concept to develop a new methodology to assess the annual
performance of three energy conversion systems to be applied into
buildings. In particular, a ground-source heat pump, an air-source heat
pump and a Stirling engine mCHP system have been considered by the
authors in their work finding good agreement between the simulated
and the experimental tests results in terms of annual efficiencies. Huang
et al. [18] developed an agent-based framework for HiL simulations to
investigate the controller performance in buildings and the dynamics of
major equipment. The potentiality of the developed HiL framework was
then shown by controlling the speed of the supply fan in the air
handling unit of a variable-air-volume building heating, ventilation and
air-conditioning system, finding that a certain control sequence saved
more than 50% of the baseline fan energy consumption. Griese et al.
[19] performed HiL simulations of an integrated energy system con-
sisting of a biocatalytic methanation reactor, a photovoltaic park, a
regenerative fuel cell and short-term storage units supporting the se-
lection of the parts or process parameters prior to any potential reali-
zation of such a system at large scale. Mayyas et al. [20], instead, in-
tegrated the HiL and the model based design approach to evaluate the
energy efficiency of hybridized powertrains and tune advanced energy
management strategies for their operation. Eventually, Pugi et al. [21]
applied the HiL approach to optimize the turbine bypass controllers and
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Fig. 1. Scheme of the Innova Microsolar prototype plant.
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actuators used to regulate steam power plants during their transient
operation.

However, to the best of the authors’ knowledge none of the works
available in literature applies the HiL approach to energy conversion
systems based on concentrated solar technologies. In a previous work
[22], the authors have evaluated the annual performance of a novel
micro concentrated solar ORC CHP system design for residential ap-
plications, finding that proper control of the system was fundamental to
optimize the operation of the different sub-systems with varying am-
bient conditions and user needs. Therefore in this work, the authors
have developed a smart HiL simulator of such a plant. The main novelty
of the work relies on the use of the HiL approach for small-scale CSP-
ORC plants able to perform the control algorithms and plant manage-
ment optimization before its real operation in the field.

2. Method and models

In this Section the methodology adopted in this work and the main
characteristics of the models developed by the authors and im-
plemented in the HiL simulator are discussed.

2.1. The integrated plant

The plant under investigation has been designed by the consortium
of several EU Universities and industrial organizations under the Innova
Microsolar Project [23] funded by Horizon 2020. The plant mainly
consists of: (i) a 146 m? solar field based on Linear Fresnel Reflectors
producing heat at temperatures in the range 250-280 °C; (ii) a 2 kWe/
18 kWt regenerative Organic Rankine Cycle unit; and (iii) a 3.8 tons
advanced PCM thermal storage tank equipped with reversible heat
pipes. It has been installed in the city of Almatret (Spain) coupled to a
residential building and it is going to be tested in the forthcoming
months. Further details about the plant can be found in [24]. Fig. 1
shows a scheme of the plant under investigation where each tube (t),
tee valve (Tee) and diverter (D) has been unequivocally identified with
a progressive number to make easier the interaction of the simulator
with the real control unit.

Depending on the solar radiation and the state of charge of the
LHTES, the plant works according to different operation modes (OM).
In OM1 the diathermic oil from the solar field, at temperature higher
than 210 °C, flows directly to the ORC unit. When the collected power
from the solar field exceeds the nominal power input to the ORC (about
28 kWt), the oil supplies both the TES and the ORC unit (OM4).
However if the TES is already fully charged, a defocus of the LFR col-
lector occurs (OM1def). On the contrary, when the power produced by
the solar field is low or zero and the average TES temperature is within
an operating range close to the melting phase (Torc,on = 217 °C and
Torc,off = 215 °C with hysteresis), the thermal energy of the TES can be
used to run the ORC unit and assure its operation for a maximum of 4 h
with no sun. In particular, in OMS5 only the PCM thermal energy storage
supplies the ORC, whilst in OM6 both the LFR solar field and the TES

Energy Conversion and Management: X 8 (2020) 100056

supply the ORC unit. The three main subsystems above mentioned are
connected each other by proportional valves which allow the operation
of the system in the different OM. Indeed, the real control unit, as
further detailed later on, interacts with the subsystems, the oil pump
and the valves to adjust the diathermic oil mass flow rate according to
Table 1.

With reference to Table 1, Mogrc min and Mogc,max are the minimum
and maximum oil mass flow rates compatible with the ORC evaporator
(equal to about 0.11 and 0.22 kg/s respectively), mypg max the maximum
oil mass flow rate in the solar field which corresponds to about 3 kg/s,
Pirr the collected thermal power by the LFR solar field, Pipr min and
PirR max the minimum and maximum collected thermal power by the
LFR needed to run the ORC unit (equal to 15 kW, and 28 kW, respec-
tively). Hence, in OM1 the mass flow rate of the oil varies pro-
portionally with the Direct Normal Irradiance (DNI) up to 0.22 kg/s,
while in OM4 it varies in the range 0.22-3 kg/s.

2.2. The real control unit

The designed control unit has the aim both to monitor the overall
system and to control and interact with the individual components (pre-
operational checks, start-up, operation monitoring, scheduling, con-
trolled or emergency shut downs, monitoring charging and discharging
of the thermal storage and on- and off-grid operation mode of the power
plant). The control system has a specially developed built in software
and its control algorithms have been designed to favor the use of the
ORC system to cover the final user’s energy demand and, in case of high
DNI, to recharge as much as possible the thermal storage. In particular,
the ORC thermal energy production should satisfy the domestic hot
water and space heating demand, guaranteeing the highest possible
energy and carbon savings.

The central control system does not have the internal control of the
single subsystems, but collects information from them through a
fieldbus connection. The control unit utilizes the collected information
to achieve an efficient management and better integration of all sub-
systems. Indeed, the central control unit can manage the whole plant
setup acting on the proportional valves (D1, D2, D3 and D4 of Fig. 1)
and on the main pump (Table 2).

Control procedures are organized in two separate and parallel
layers. The lower layer is responsible of system safety: if the system is
not in a safe condition to operate, the control does not provide the
enabling signal to the different subsystems, it blocks control procedures
and deactivates supervision while, as soon as the system gets in a safe
state, all functionalities are enabled again. The upper layer, instead, is
responsible of the system control. The whole system can work in six
different operating modes depending on the actual status of its sub-
systems and the control logic switches between these admissible phases.

The hardware architecture of the control system is reported in the
following Fig. 2: an embedded PC is connected through the main switch
to the external components (ORC and LFR) using Modbus TCP-IP open
standard protocol. A Wago unit has been placed inside the control

Table 1
Operating conditions for the different OM of the Innova Microsolar prototype plant.
OM Description Pump flow rate (kg/s)
OM1def* LFR supplies ORC Mpump = MORC, max
OM1 LFR supplies ORC . PLFR — PLFR,mi . . .
PP Mpump = m(mORC,mu — MoRC,min) + MORC,min
OM2 System off Mpymp = 0
OM3 LFR supplies PCM storage Mpump = MLFR max
OM4 LFR supplies PCM storage and ORC 0 __ PLFR —PLFR,min (i . ) + .
pump = 3PLFR.max — PLFR,min LFR,max ORC,min ORC,min
OM5 PCM storage supplies ORC Mpump = MLFR max
OM6 PCM storage and LFR supply ORC Mpump = MLFR max

*Defocusing.
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Table 2

Characteristic of the valves according to their datasheet [31].
Nominal diameter 50 mm
Seat diameter 40 mm
Rated travel 15 mm
Kus 32
Characteristic Linear
Hysteresis =1%
Actuating time for rated travel 120 s
Position feedback signal 8 bit

g [[]1]]] 0
4

Fig. 2. Real control unit cabinet.

cabinet, connected to the field bus, with the aim of providing the
management of digital and analog input/output.

2.3. The models of the main subsystems

The plant is modelled in Matlab/Simulink [25] and, in order to take
into account the transient operation of the real plant, dynamic models
of some components have been included. More precisely, the PCM
storage tank and the pipelines connecting the different subsystems have
been represented with dynamic models, whilst the ORC unit and LFR
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solar field by quasi-steady state models. Indeed, the TES and the pi-
pelines have greater mass and, as a consequence, higher thermal inertia
compared to the ORC system and to the LFR solar field (whose receiver
tubes have a significantly lower extension than the plant pipelines,
according to the prototype configuration). Hence, use of quasi-steady
state models for the ORC system and the LFR solar field can be con-
sidered acceptable since it does not affect the relaxation time of the
overall plant.

The optical efficiency of the LFR solar field varies with the position
of the sun (incident angle 0) and it is calculated as in Eq. (1):

nopt = nopt, max(6 = 0)«IAM(«, o) (€D)]

where nep, max(® = 0) is the maximum optical efficiency achieved
when the incident angle is zero and the IAM is the Incident Angle
Modifier, which depends on the solar elevation angle a and the azi-
muthal angle o. These values have been provided for the collector
under investigation by the manufacturing company ELIANTO [26].

As regards the thermal power output from the solar field, it can be
calculated as:

PLFR, out = AsfeDNIscos(6)+noptenrec — Qloss 2)

where Ay is the net area of the primary collectors, ... the receiver
efficiency and Qs represents the heat losses at the receiver evaluated
for the temperature range 100-600 °C according to Eq. (3):

Qloss = (cl+Tabs + c4+T4abs)Labs 3

The ORC unit developed and manufactured by ENOGIA [27] oper-
ates according to a regenerative cycle using NOVEC 649 as working
fluid [28]. As previously mentioned also the ORC system has been
modelled considering steady-state operation. The turbine isentropic
efficiency varies with the operating conditions and its value is based on
experimental data provided by the manufacturer. Regarding the pump
isentropic efficiency, it has been assumed constant and equal to 0.7. In
fact, gear pumps performance is not significantly affected by operating
conditions. Heat exchangers have been modelled according to the e-
NTU method, assuming constant the overall heat transfer coefficient
since the exact characterization of the plate heat exchangers was out of
the scope of this work. Hence, the electric power produced by the ORC
unit is calculated as in Eq. (4):

Porc,el = Mg [, *7g *Ahe — Ahy/ (7, *1 ] (@)

where the thermodynamic state points and the organic fluid flow rate
(design value of 0.21 kg/s) are obtained at each time step according to
an iterative procedure to achieve a fixed overheating temperature dif-
ference at the evaporator. Furthermore, the thermal power output is
assessed as:

PORC,out = I.hc'cp,c'(Tom - Tm) (5)

where . is the flow rate of the cooling water, c, . its specific heat and
Tin and Ty the inlet and outlet temperatures of the cooling water at the
condenser.
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Fig. 3. Dynamic behavior of the TES with oil mass flow rate: (a) at 0.3 kg/s; (b) at 1 kg/s.
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The LHTES has been represented by means of a lumped model ac-
cording to the guidelines of the IEA Task 32 report on advanced storage
concepts [29], where a detailed description is provided. The Phase
Change Material (PCM) consists of nitrate solar salt kNO3(40 wt
%)/NaNO;3(60 wt%), which has a high heat of fusion and a melting
temperature in the range 216-223 °C. The PCM is supposed isotropic
and isothermal in each internal time-step. Use of heat pipes is included
in the model in terms of maximum power exchanged with the oil
(40 kW) and a minimum temperature difference between the oil and the
PCM (equal to 5 °C). Hence, the temperature variation of the LHTES is
expressed as:

ATTES(t+1) = ATTES(() .e_[Atint—timcstcp'k] (6)

and the heat exchanged as:

t+1
Qress1) = ‘[ Prgg(pedt %)

The tank is 1.93 m® and its thermal losses calculated considering a
thermal resistance of the storage of 0.4 W/m?>. In order to appreciate
the dynamics of the storage unit, its performance in terms of tem-
perature and power exchanged is assessed considering different oil flow
rates as shown in Fig. 3a-b. In case of low flow rates (i.e. 0.3 kg/s as
reported in Fig. 3a), the TES exhibits a time constant during the heating
UP T1Es sensible €qUal to 184 min and during the melting phase Trgs jatent
of about 166 min. At higher flow rates, instead, the time constants re-
duce significantly. For a mass flow rate of 1 kg/s the Trgg sensibie and the
TTES,latent COrTEspond to 137 and 76 mins respectively.

Eventually, a one dimensional longitudinal model of the pipelines
has been included, in order to take into account the influence of their
thermal inertia on the plant performance. Hence, a simplified advection
equation is solved for each tube:

9(ocpTA) N d(puc,TA)
ot 0x

= —Qioss tube (8)

where p, ¢, T and u are the density, the specific heat, the temperature
and the axial velocity of the oil respectively, A the internal cross section
area of the tube, Qjuss mbe the thermal power losses of the tube.

Eq. (8) can be rewritten by applying the one order explicit upwind
scheme as follows:

K
Tij = Tamb

k+1 k k k
Ty — Tj; tu Tij — Tisa
: —

At Ax B (Rconvi,ext + Ri,cond)pkclgiA (9)

where Reonvext 1S the external convective resistance, Reona the con-
ductive resistance, k = 1,2,...,N is the number of time steps, i = 1,2,
...,M the number of longitudinal segments while j = 1 V k.

Also for the pipelines, their dynamics is preliminary evaluated with
varying mass flow rate and temperature of the oil. For the sake of
clarity, the case of OM1 is shown in Fig. 4a-b. In this operation mode,
according to Fig. 1, tubes t0, t5, t6, t7, t8, t9, t10 and t11 are connected
for a global length of about 37 m (based on the values reported later on
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Table 3
Characteristics of the tubes modelled in Matlab/Simulink.

Tube Length (m) Number of thermal nodes Ngg
to 9.5 10 5
tl 0.25 2 0
t2 3 3 1
t3 3 3 2
t4 0.8 2 1
t5 2.5 3 3
t6 0.25 2 1
t7 0.25 2 0
t8 0.25 2 0
t9 2 2 1
t10 19.1 20 10
t11 3.4 4 2
t12 0.4 2 0
t13 1.5 2 1
t14 4.58 5 0

in Table 3). As can be clearly noticed in Fig. 4a, for a given inlet
temperature (i.e. 250 °C), the oil takes a significant amount of time
prior to rise in temperature at low mass flow rate. Specifically, more
than 10 min are needed to achieve a steady state temperature in case of
an oil mass flow rate of 0.22 kg/s and even a higher delay occurs for
0.11 kg/s. Moreover, in this case the peak temperature reached by the
oil is reduced of about 15 °C, due to the significant thermal losses of the
tubes. In particular, the overall time delay to reach 63% of the peak
value accounts to 1.56 mins, 7.03 mins and 13.98 min with 1 kg/s,
0.22 kg/s and 0.11 kg/s respectively. Instead, the dynamics of the tubes
is not significantly influenced by the temperature of the oil as seen in
Fig. 4b, thus confirming that at 1 kg/s the delays are limited.

Further details on the models of the main subsystems can be found
in [22,30].

2.3.1. The model of the proportional valves

In order to properly simulate the actual operation of the plant at
different OM, detailed models of the valves, namely the diverters, have
been also included in Matlab/Simulink. The real control unit, indeed,
mainly acts on the diverters and the oil pump to control and adjust the
operation of the integrated plant with varying ambient conditions and
user needs.

In the Innova Microsolar prototype plant the SAMSON three-way
valves 3535 (see the section in Fig. 5) have been installed, whose main
characteristics utilized in the dynamic simulation are reported in
Table 2:

This image appear in the datasheet of the manufacturer [31]

In general, the behavior of a valve depends on the position of the
stem, its previous condition and the amplitude of the received signal.
These parameters may affect the stability of the control loop because of
the non-linearity phenomena induced. Therefore, the model of the
valve in Matlab/Simulink (see Fig. 6) contains several blocks which
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Fig. 4. Dynamics of the pipelines in OM1 with varying: (a) oil mass flow rate and T;, = 250 °C; (b) oil temperature andh = 1 kg/s.
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outlet 1

outlet 2

Fig. 5. Section of the diverter (three-way valve) installed in the Innova
Microsolar plant.

allow representing its actual behavior. In particular: (i) the saturation
block, thus including into the model the input dead-band which does
not result in any output; (ii) the derivative module related to the time
for displacement of the stem, thus considering the time constant of the
valve needed to be in place; (iii) a resolution block (8 bit) to take into
account the resolution of the valve; and (iv) the backlash block to in-
clude the hysteresis of the valve assumed equal to 1%. On the contrary,
the stiction of the valve has been neglected, since it is not reported in
the datasheet of the valve and it needs to be evaluated experimentally.
With reference to the Innova Microsolar plant, the Electric Actuator
Type 3374 [32] is installed. By using this actuator the stem of the valve
takes about 120 s for the full movement of the stroke (15 mm) and the
valve has a resolution of 1/256 = 0.4%.

The K, values of the valve, which define the flow rate of the valve in
each outlet generating a pressure drop of 1 bar, can be expressed as in
Egs. (10) and (11):

1 1
Ky1 = KVSI:E + (1 - E)Vap]

Ky, = KVS[% + (1 - %)(1 - Vap)]

(10)

(1)

where 1 represents the straight outlet, 2 the bended outlet, K, the flow
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rate that generates a pressure drop of 1 bar when the valve is opened at
its maximum, R the rangeability of the valve, which is defined as the
ratio of maximum to minimum flow controllable through the valve, and
Vap is the valve aperture, which ranges from 0 to 1.

Furthermore, since the viscosity of the diathermic oil is highly af-
fected by its temperature and in mid-temperature LFR plants the fluid is
subject to significant temperature differences, a corrected Ky corr value
is considered according to API standard 520 [33] as in Eq. (12):

1
2.878
0.5
Reseat

Kycor = 342.75

1.5
Reggat

0.9935 + (12)
where the Reynolds number evaluated in the seat is expressed as
Resear = 4Q/Pyj, P = 2nD, with Q the volumetric flow rate, P the
wetted perimeter of the cross sectional area A and v,; the kinematic
viscosity of the oil.

This means that the Reynolds number depends only on the fluid
dynamics of the oil through the valve. Hence, the K values of the valve
in each outlet can be assessed as:

Kvs,l = Kv,l 'Kv,corr (1 3)
Kvs,z = Kv,2 M Kv,corr (1 4)

whilst the corresponding pressure losses can be calculated as in Egs.
(15) and (16):

Kip,y Vai 2
Ap,, = — i Toil Al 4 105( Q ]

K¥1 (15)
Kaop, V4 2
Ap,, = 2P0211 oil 105( % ]
V8,2 (16)

where K; e K, are the additional pressure losses in the straight and
bended outlet respectively, p,; the oil density and v,; the oil velocity
which depends on the asymmetry of the valve and its regulation.

For the sake of clarity, Fig. 7a-b report the trends of the K, values
and pressure drops with the aperture in case of a linear valve, as those
installed in the prototype plant in Almatret. For those calculations, an
inlet mass flow rate and temperature of the oil equal to 0.2 kg/s and
10 °C have been considered.

In a real plant, the balance of the mass flow rate in each part of the
circuit depends not only on the pressure drops in the valves, but also on
those in each tube. Hence, in the model also the latter are taken into
account according to the following Eq. (19):
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Fig. 6. The valve block in Matlab/Simulink.
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Fig. 8. The iterative procedure to solve the hydraulic circuit.
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Table 4

List of parameters.
Input Parameter Specifications
Diverters Aperture Vap p1, Vap,02, Vap,p3> Vap,nas Discrete 1/50 range 0-1
Pump Flow rate m pymp Continuous range 0-3 kg/s
Output Parameter Specifications
Diverters Flow rate mp;, Mpy, Mp3, Mpg, Continuous range 0-3 kg/s

Linear Fresnel Reflector

Direct solar irradiance
Thermal Energy Storage

Organic Rankine Cycle
Operation Mode

Temperature Tygg out
Flow rate g

DNI

Temperature Trggay
Flow rate mrgs
Flow rate mogrc
OMes

Continuous 0-320 °C
Continuous range 0-3 kg/s
Continuous W/m?
Continuous 0-280 °C
Continuous range 0-3 kg/s
Continuous range 0-3 kg/s
Discrete —1-6

Table 5

Comparison between HiL simulator and Matlab/Simulink simulation model.

Matlab/Simulink simulation

HiL simulator

Prer,in [KWh] 2606.6
Prrr,out [KWh] 700
Prgs,in [KWh] 73.0
Porc,in [kWh] 512.0
Porg,out [kWh] 378.5
Porc,el [kWh] 31.8
Qres loss [kWh] 147.3
Quubes,loss [kWh] 204.0
OM1 [h] 10.57
OM2 [h] 118.10
OM3 [h] 25.25
OM4 [h] 10.81
OMS5 [h] 3.27
OMS6 [h] _
Time of simulation [min] 27.67

2606.6
699.9
71.9
552.6
410.6
321
148.1
205.7
10.57
116.06
25.25
10.81
5.31

273.23

Power (kW)
N
et

P_LFR_in

P_TES_in

8 o >
et o o o
o o of

P_ORC_jn P_ORC_out =-=-=-=- oM

Fig. 10. Plant operation in a typical winter day.

int

oM

Ap, = fe [(L) + n90'0-3]P011V§11/2
(19)

where Dy, is the internal diameter of the tube, ngg is the number of
bends at 90°, p,y and v, are the oil density and bulk velocity respec-
tively and f the friction factor obtained according to [34] as in Eq. (20):

a 2(a—1)b 2(a—1)(1—b)
f= (ﬁ) [0.75111(&)] [o.ssln(@)]
Re 537 p

1 _ 1

+ (g)“’ c )
2712 150Djnt

surface. In this case, the Reynolds number has been calculated based on

(20)

where a =

5 and e the roughness of the
1+ (Re .

the mean temperature and velocity of the fluid along the tube length,
considering all the values of the thermal nodes. The ratio 2t is kept
constant and equal to 500, which corresponds to a very smooth surface.

Hence, according to the Innova Microsolar prototype plant installed
in the city of Almatret, the following characteristics of the tubes con-
necting the different subsystems have been considered into the model
(see Fig. 1 for the acronyms of the tubes).

Hence, the hydraulic circuit is solved by applying the ‘Hardy Cross’
method [35], which was originally proposed in 1936 to analyse the
flow in conduits, according to an iterative procedure as summarized in
Fig. 8.

This method is applicable to closed-loop pipe networks. The out-
flows from the system are assumed to occur at the nodes, where a node
is the end of each pipe. This assumption would therefore result uniform
flow in the pipelines distribution systems. Consequently, the hydraulic
solution is needed only when nodes are presents, for example in OM4
and OM6, whereas in the other operating modes the oil flows in a closed
loop where the stream is not divided. When all the subsystems are
connected, the pressure drops are completely unknown, thus the
iterative procedure starts with an initial guess value of the flow rate per
each branch, by simulating the whole network (pipeline, tees, valves)
the total pressure drops at the nodes can be calculated. At this point,
assuming that the head loss have the simplified form Ap = rQ", a first
order correction factor to the flow rates is applied as follow:

_-xme
T oY rQ

where the numerator represents the total head loss in the specific loop
(by subtracting the counter-clockwise head loss from the clockwise
head loss), and the denominator is the first term of the Taylor expan-
sion. After the correction have been applied to each pipe in a loop and
to all loops, a second trial calculation is made for all loops. This pro-
cedure is repeated till the flow rate variation becomes negligible. The
hydraulic network is solved within an internal time step, and the ex-
ternal control system can only see a perfect balanced network.

The mass flow rate distribution of the diverter between the two
outlets can be assumed equal to the volumetric flow rate since the fluid
has the same density, thus it is calculated as:

A
© (21)

iy = Mol *Meontrol (22)

m, = Iiloil'(l - I‘hcontrol) (23)
where mcgnro1 is the ratio between the mass flow rate from outlet 1 and
the inlet mass flow rate to the valve.

2.4. The hardware-in-the-loop framework

Hence, the Matlab/Simulink blocks have been designed in order to
interact with the real control system running on an external
Programmable Logic Controller (PLC). As already mentioned in Section
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Fig. 11. Trend of the mass flow rate with varying DNI and OM for (a) small
gains; (b) high gains; (c) optimal gains.

2.2, the main control unit is responsible for the monitoring of the
overall system, the actuation of the system-level control procedures and
the safety of the global plant. In the real system architecture this central
control unit interacts in turn with the different subsystems, using a
Modbus TCP-IP communication: the central controller can access all

10
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systems actuators and act as master agent. Hence, for these reasons the
Matlab/Simulink blocks have been developed by the authors to emulate
the subsystems control units or a part of them, following the same logic
input/output as in the prototype plant.

Therefore the HiL framework consists in a simulated model of the
plant running on a standard PC and in a programmable and tunable
control logic running on a PLC. Potentially, once the control logic has
been validated, the same software could be used in the real system as it
is, because the simulated model follows exactly the real plant. However,
one of the most critical aspect in a HiL system is the signal and data
synchronization between components involved in the system. In parti-
cular, the simulation system (running on a standard PC) and the control
system (running on a PLC) have to be synchronized. Despite the higher
computational power, the former works with complex models, having
configurable simulation step but no deterministic execution time. On
the other hand, the second has lower computational power and pro-
cessor frequency, but it is based on a deterministic cycle time.

Since the simulation time spent to complete one computational time
step may differ from the hardware specification of the PC or with its
actual load, a synchronization procedure is required as depicted in
Fig. o.

Therefore, according to the developed HiL approach, the Maltab/
Simulink model interacts with the PLC controller with respect to the list
of input and output parameters reported in Table 4:

More precisely, the diverters are regulated by means of the Vg,
parameter (Egs. (10) and (11)), according to their rangeability based on
the datasheet of the manufacturers [31].

Another block of the valve receives as input from the PLC controller
the value of its aperture, which range from O to 1.

3. Results and discussion

In this section the potential of the HiL simulator is presented and
some significant control algorithms scenarios are presented with re-
spect to the management of the proportional valves (D1, D2, D3 and D4
of Fig. 1) and of the main pump. Indeed, HiL technique allows to easily
validate control logics, to discard ineffective approaches and to opti-
mize the more promising ones.

3.1. The preliminary results of the HiL framework

First of all the consistency of the HiL framework is verified with
respect to the Matlab/Simulink simulation in case of no interactions
with the real control unit. More precisely, the performance of the plant
in terms of thermal and electrical power output is assessed for a typical
winter week. Weather data (i.e. solar radiation and ambient tempera-
ture) have been taken from Energy+ [36] database for the city of
Lerida in Spain which is close to the town where the plant is located.
Table 5 reports the cumulated thermal and electrical energy production
and losses during the winter week under investigation, as well as the
working hours of the system in the different OM. Moreover, the per-
formance of the HiL approach has been compared with the simulation
model also in terms of computational time. A time step of 10 s is con-
sidered and simulations run on a PC with Intel®Core G840 2.8 GHz
processor.

It is evident that the obtained performance is similar between the
HiL simulator and the Matlab/Simulink simulation, thus proving the
conformity of the former with respect to the simulation system. In terms
of computational efforts, about four hours and an half are needed to test
the real control system, instead of a full week, without considering any
system downtime or other mechanical or hydraulic problems that could
even extend such period. At the same time, the Matlab/Simulink si-
mulation model takes 10 times less computational time than the HiL
approach. The longer amount of time of the HiL architecture respect to
the simulation model is mainly due to the following two factors: firstly
the communication overhead introduced by TCP-IP modbus and
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Fig. 12. Details of the mass flow rates in the different subsystems (a, ¢) and in the diverters (b, d) during changes of the operation mode of the plant in case of small

gains.

secondly the minimum cycle time of the PLC-based control unit.

In order to better appreciate how the plant switches from an op-
eration mode to another, Fig. 10 shows the trends of the power and the
sequence of the operation mode for a typical winter day. For the day
under investigation the plant works in OM1, OM3 and OM4 also. This
means that even in winter time the solar field is able to supply both the
ORC and TES when solar radiation is high enough. However in this
case, the TES does not achieve its melting temperature and, as a con-
sequence, does not supply the ORC when the solar radiation is low
(OM5 and OMS6).

3.2. Use of HiL for diverters operation

Once verified the consistency of the adopted HiL technique, the HiL
simulator is firstly used to optimize the control algorithms of the plant
with respect to the diverters. In particular, D1, D3 and D4 (see Fig. 1)
are considered in the following analysis because of their relevance in
the mass flow rate control during OM4 (LFR supplies both the LHTES
and the ORC) and OM6 (both LHTES and LFR supply the ORC). A time
step equal to 1 s is considered in this analysis in order to better ap-
preciate any potential fluctuation of the flow rate. In particular, the
optimal proportional and integral gains of the PI-based control are as-
sessed during plant operation for a winter day. Hence, each PI-based
controller is tuned, freezing the control output of the other controllers
in order to avoid any negative interaction between the different con-
trollers, and finally the whole system behaviour is verified with all the
controllers running in parallel.

In the following, the tuning process of the controllers has been
shown. HiL technique allows changing gains and parameters, appre-
ciating immediately their effect.

11

Fig. 11a-c report the trend of the mass flow rates in the different
subsystems of the plant with varying DNI and as a consequence OM.
More precisely, trends of Fig. 11a are obtained in case of small gains of
the PI-based control, those of Fig. 11b in case of high gains, while
Fig. 11c shows the trends in case of the optimal gains.

Fig. 12a-b show in more detail the trend of the mass flow rates
during the switch from OM1 to OM4, while Fig. 12¢-d the changes from
OM1 to OM6 in case of small gains. In particular, Fig. 12b and d focus
on the obtained mass flow rates in the diverters under investigation
with a comparison to the set-point values. As can be noticed, small
gains of the integral PI-based control do not allow reaching steady state
conditions in short time. Indeed, while switching from OM1 to OM4,
part of the flow goes to the TES, but it takes some time prior to reach
the set point (m1_D1). On the contrary, a higher amount flows to the
ORC unit at the beginning. Hence, in case of such gains the plant is not
able to efficiently respond to the variation of the operating conditions
due to changes in ambient conditions or user needs.

On the contrary, Fig. 13a-d report the trend of the mass flow rates in
the different subsystems and in the diverters in case of high gains. In
this case, the system is too much sensitive to any change in the oper-
ating condition and tends to fluctuate around the set-point values in
particular conditions. As can be seen in Fig. 13d, this occurs especially
in OM6, when the outlet of the diverters are almost fully opened or
closed and, as a consequence, a small motion of the actuator corre-
sponds to large change in the mass flow rate. Moreover, dynamic be-
haviour often consists in overshooting phenomena. Therefore, also in
this case the plant works in off-design conditions.

Therefore, the gains of the PI-based control have been modified
until an optimum operation is achieved as reported in Fig. 14a-d. As can
be clearly seen, in this case the plant achieves steady state conditions in
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Fig. 13. Details of the mass flow rates in the different subsystems (a, ¢) and in the diverters (b, d) during changes of the operation mode of the plant in case of high

gains.

very short time (order of magnitude of few minutes) thus proving its
flexibility to varying input and constraints. During the switch from
OM1 to OM4, the mass flow rate in the diverter D3 achieves the set
point and, in order to comply with the small changes in the solar field,
mass flow rate m2_D3 slowly fluctuates around this value due to hys-
teresis of the valve (< 5% of set-point value). Analogously, during the
switch from OM1 to OM6 the mass flow rate in the diverter D4 reaches
the set point in short time. However, in this case the fluctuations around
the set point are higher, since the diverter is adjusting the flow rate near
the thresholds of its operating range (operating flow rate 2.8 kg/s on a
maximum of 3 kg/s).

3.3. Use of HiL for control strategy optimization

Eventually, the potential of the Hil framework is presented also
with respect to the analysis of the best control strategy for the micro-
CHP plant: different approaches have been tested in order to determine
their pros and cons and to define the most performing one. In order to
maximize the electrical power output from the ORC, the control
strategy aims at assuring the nominal oil temperature of 210 °C at the
inlet of the ORC unit. This set-point allows the ORC system working at
its maximum electric conversion efficiency. In particular, three dif-
ferent control actions have been implemented: (i) acting on the oil
pump to adjust the flow rate on the basis of the LFR outlet temperature;
(ii) acting on the oil pump on the basis of the ORC inlet temperature;
(iii) acting on the aperture of the D3 diverter on the basis of the ORC
inlet temperature. For the scope of this analysis a DNI of 650 W/m? is
considered, which causes the plant operation in OM1. In this operation
mode, the mass flow rate of the oil ranges from 0.11 kg/s to 0.22 kg/s.
Fig. 15a-c shows the mass flow rate of the oil and the trend of the
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temperatures by acting on the oil pump on the basis of the LFR outlet
temperature in case of low proportional gains, low integral gains and
mid gains respectively. In the first control strategy, independently from
the gains, at the beginning the mass flow rate is low and, because of the
high thermal inertia of the plant (pipelines etc), the oil takes a con-
sistent time to achieve the set-point temperature of 210 °C. Indeed,
more than 10 mins are required to heat up the oil loop circuit (see the
initial horizontal line of Tygg ou in all the Figures). Once achieved the
set-point, the fluctuations of the temperatures of the oil are lower in
case of low integral gains, but the pump flow rate is continuously ad-
justed, thus extending the transient operation of the plant.

On the contrary, in case of mid gains, once the set-point tempera-
ture is achieved, the mass flow rate of the pump is reduced and achieves
a steady state of about 0.14 kg/s. However, also in case of mid gains the
oil achieves the nominal temperature of 210 °C at the inlet of the ORC
unit with a certain delay compared to the outlet of the LFR solar field.
Moreover, any change in the ORC temperature is slowly compensated,
thus proving the deficiency of this control strategy in assuring the best
operation of the ORC unit.

In the second control strategy, instead, the mass flow rate of the
pump is adjusted based directly on the signal of the inlet temperature to
the ORC. However, any adjustment of the pump flow rate is reflected in
a fluctuation of the inlet temperature of the oil to the ORC unit, thus
requiring a longer time prior to reach the steady state condition. In
particular the distance between the sensor and the actuator can cause a
delay in the action requested by the PLC, causing unwanted instability
in the system. Hence, in this case a gain scheduling approach is applied
once the oil achieves the set point temperature at the inlet of the ORC.
More precisely, the proportional and integral gains are reduced by ten
times. In this way the effect of the control action disturbs less the
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Fig. 14. Details of the mass flow rates in the different subsystems (a, ¢) and in the diverters (b, d) during changes of the operation mode of the plant in case of optimal

gains.

stability of the system, thus reducing the fluctuations in the mass flow
rate of the pump and, as a consequence, those of the oil temperature
(Fig. 16).

Nevertheless, the results of both strategies highlight that an efficient
and fast control of the inlet temperature of the oil to the ORC unit can
not be performed by acting on the pump flow rate only. Hence, a third
strategy is investigated and tuned according to which the ORC inlet
temperature of the oil is controlled by acting on the aperture of the
diverter D3. The effectiveness of this control strategy is evaluated for
different mass flow rate of the pump, as reported in Fig. 17a-b. More
precisely, in case of Fig. 17a a total mass flow rate of the oil of 1 kg/s is
considered, while in case of Fig. 17b of about 0.22 kg/s. This specific
value is the maximum input flow that the ORC can manage: the pump
works at fixed speed, while a proportional valve can act to modulated
it. From these figures it can be clearly noticed that higher overall mass
flow rates entail lower fluctuations of the oil temperature at the inlet of
the ORC, but at the same time longer periods for heating up the fluid.
Therefore, the optimum mass flow rate of the oil pump needs to be
defined as a compromise between the better operation of the ORC unit
at constant operating conditions and the lower electrical power con-
sumption of the oil pump based on the ambient conditions and the
states of the different subsystems of the m-CHP plant.

4. Conclusions

In this work a hardware-in-the-loop simulator of a novel micro
combined heat and power system is presented and its potential in op-
timizing the control algorithms and the operation of the plant is shown.

In order to properly emulate the performance of the innovative
mCHP system under investigation, as designed and built by a
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consortium of universities and companies within the EU funded project
Innova Microsolar, the HiL. simulator is based on advanced mathema-
tical models of the main components developed by the authors in
Matlab/Simulink. The simulator is then coupled with the real control
unit of the plant in order to support the optimization of the control
algorithms prior to the experimental tests campaign.

The analysis carried out proves that such technique can be usefully
and efficiently adopted to both perform the optimization of the control
algorithms (PID control tuning) of the integrated system and analyse
the best control strategy of the micro-CHP plant.

More precisely, the analysis has shown:

® acting on the proportional and integral gains of the diverters, it is
possible to find a configuration which assures a robust and fast re-
sponse of the plant during the switch from the different operation
modes. It confirms the relevance of a proper tuning of the PID
parameters;

® acting on the oil pump to adjust the flow rate based on the LFR
outlet temperature or the ORC inlet temperature does not properly
assure the best operation of the ORC unit. Indeed, with these control
strategies significant fluctuations of the inlet temperature of the oil
to the ORC unit occur, which cause a longer time prior to reach the
steady state condition;

e the best control strategy to assure the ORC unit operation at con-
stant operating conditions consists in circulating higher amount of
oil flow rate in the solar field loop and acting on the aperture of the
D3 diverter to assure the nominal ORC inlet temperature. However,
the optimum mass flow rate of the oil pump needs to be defined as a
compromise between the better operation of the ORC unit at con-
stant operating conditions and the electrical power consumption of
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the oil pump.

Hence, the powerful effect of the developed HiL framework is de-

monstrated and confirmed also in case of novel configurations and in- 7
tegrated energy systems. In particular, the presented HiL has provided
useful insights into the real operation of CSP-ORC plant with varying 18]
ambient conditions and operation modes. This aspect can significantly
reduce the potential critical issues during its commissioning, supporting
a smoother implementation of the real plant. 1l
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