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Abstract The development of robots, which can safely and effectively interact
with people and assist them in structured environments, is an open research
problem whose importance has been growing rapidly in the last years. Indeed
working in shared environments with human beings, these robots require new
ways to achieve human-robot interaction and cooperation.

This work presents an approach for performing human-robot interaction
by means of robotic manipulators. The interaction is composed by three main
steps, namely the selection, the recognition and the grasping of an object. The
object selection is recorded on the base of a gesture execution, realized by the
user in front of a RGB-D camera and associated to each particular object.
The object recognition is achieved by means of the RGB cameras mounted on
the two manipulator arms, which send the workspace information to a specific
classifier. With the aim of realizing the grasping step, the object position and
orientation are extracted in order to correctly rotate the gripper according to
the object on the desk in front of the robot. The final goal is to release the
grasped object on the hand of the user standing in front of the desk.

This system could support people with limited motor skills who are not
able to get an object on their own, playing an important role in structured
assistive and smart environments, thus promoting the human-robot interaction
in activity of daily living.
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1 Introduction

Human-Robot Interaction (HRI) is a field of study dedicated to design robotic
systems to be used by or with people. The interaction requires communication
between robots and humans and can be realized in several forms, depending
whether the human and the robot are in close proximity to each other or not.

The communication and the interaction can be separated into two main
categories:

– remote interaction during which the human and the robot are not co-
located and are, spatially or even temporally, separated;

– proximate interactions during which the humans and the robots are co-
located (for example, service robots may be in the same room as humans).

Within these two categories, it is useful to distinguish between applications
that require mobility, physical manipulation, or social interaction. Remote in-
teraction with mobile robots is referred to teleoperation, while with a physical
manipulator is defined as telemanipulation. Proximate interaction with mobile
robots may fall within the robot assistant domain and may include a physical
interaction. Social interaction may be either remote or proximate (cognitive
and/or physical interaction). In the last years, the HRI field is in constant
growth due to the attention given to this topic and the great progresses re-
alized about close-proximity activities (Feil-Seifer and Matarić 2005), (Bekele
et al. 2016), (Clodic et al. 2017).

For the assistive robots, the goal is to create close and effective interactions
with a user, to provide assistance and achieve measurable progress in convales-
cence, rehabilitation and learning. In a near future, service robotic platforms
will be machines that cooperate with human-beings to assist people in daily
activities at home, providing for an easier and healthier life (D’Onofrio et al.
2018), (Cavallo et al. 2013). In this context, assistive robots, in particular for
older adults, can be categorized into two main subgroups:

– physically assistive rehabilitation robots that provide functional and phys-
ical assistance, as shared transportation of loads or passing objects (Lee
et al. 2016) ;

– socially assistive robots (or social robots) that aim to improve the quality
of life and can have measurable social interactions with people (Sciutti and
Sandini 2017).

Despite physical and/or social purposes, an assistive robot has to interact
with the user in some ways (Romer et al. 2005). On the social expectation,
the robots main application areas will change from the typical industry field
to daily living environments in the near future, where many communication
skills for the service robot have been proposed as gesture or voice recognition
(Fujii et al. 2014).

The present work proposes an assistive robotic architecture which allows
the interaction between a user and a robot manipulator, where an RGB-D
vision system is used as communication instrument. The proposed interaction
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would lead to the robot picking an object on behalf of the user, who may
find it difficult to do it by him/herself. The user who stands in front of the
camera can select a desired object, by means of specific gestures. Each gesture
is associated to one of the objects available within the robotic manipulator
workspace. The defined gestures should be as natural for the user as possible to
reduce training or learning of a specific set of gestures (CAN 2016). Moreover,
the robot should understand gestures as a human would understand another
humans’s gesture, and should reply to them in real time. Static gestures are
those in which the user place his/her limbs in a specific position and stands
for a while, without any dynamics or involved movement. In this case, the
transmitted information is obtained through a static pose configuration related
to a single object choice. The object, selected by the user, is then recognized
by the robot by an Histogram of Orientation Gradient (HOG) algorithm and a
Support Vector Machine (SVM) classifier. The object position and orientation
are extracted in order to realize the grasping task, at the end of which the
robot manipulator detects, by means of the RGB-D sensor, the user hand
and places the object on it to complete the interaction task. The proposed
architecture has been implemented by using the Robotic Operating System
(ROS) framework and tested in the Gazebo simulator, where a model of the
robot and the RGB-D camera are represented. Finally, the interaction task
has been tested in the real environment of the university laboratory.

The working steps of the whole system are summarized as follows:

– the user selects the object he/she needs by a specific gesture associated to
each object;

– the system recognizes the desired object through the HOG algorithm and
the SVM classifier;

– the object position and orientation in the workspace are extracted to realize
the grasping task;

– the object is placed on the user hand localized through the Microsoft Kinect
camera (Chen et al. 2013).

The paper is organized as follows. The works that report similar applica-
tions are described in Section 2. The main architecture is presented in Section
3 with the hardware, Baxter robot and Microsoft Kinect sensor camera, and
software related to the robot manipulator tasks. The trials on the simulator
and the experimental tests are shown in Section 3, while the results, conclu-
sions and future works are addressed in Section 4 and 5.

2 Related works

Different applications of HRI are proposed in the literature, aiming at pro-
viding various kind of supports for people with special needs in structured
and assistive environments. In the last years different solutions for supporting
people at home have been developed, based mostly on the monitoring and
analysis of human motion for robot control or human activity recognition in
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assistive environments (Sarcevic et al. 2019), (Poncela et al. 2018). Vision
based systems are employed as interaction technologies to classify gestures
using machine learning methodologies for controlling robots in HRI process
(Mendes et al. 2017). Different approaches have focused on gesture elicitation
that identified the preferred gesture and body language communication to in-
teract with robots, as in (Pons and Jaen 2019), where the body language used
by children to communicate with ground robot has been investigated. The goal
of this kind of studies is to make use of a minimal number of sensors and, at the
same time, being a low cost solution to identify human behaviors that are used
to adapt the way a robot performs. A HRI system, able to recognize gestures
pointing at an object, was developed in (CAN 2016) using a Dynamic Time
Warping (DTW) approach based on gesture specific features computed from
depth maps. The pointed location is estimated in order to detect candidate
objects the user refers to by the use of a Kinect sensor. Another approach,
proposed in (Raheja et al. 2018), has been investigated localizing the 3D posi-
tion of upper human body skeletal joints and tracking the skeleton. This was
achieved with real time constraints using Microsoft Kinect sensor which has
the ability to estimate human joint location which results invariant to pose,
clothing, body shape, etc. The developed method allows selecting the object
using hands and different body configuration. A gesture recognition module
is also in (Tellaeche et al. 2018) developed to be used in collaborative human
robot application in safe environments to command robots: in this case the
presence of the involved robots in a different task proves that they can be
easily integrated also in working environment. The commands can be modeled
as static gestures, maintained for a short predefined period of time.

Different works investigate other approaches for technical gestures recog-
nition using RGB-D camera in a collaborative task between a robot and an
operator. In (Coupeté et al. 2015), technical gestures are performed to enable
the robot to understand which task has been just executed in order to an-
ticipate human actions. The same task of selecting an object and taking it,
can be achieved also by integrating a Brain Computer Interface (BCI) with a
robotic manipulator, as proposed in (Foresi et al. 2019): it consists in select-
ing an object via an assistive interface and moving it by means of a robotic
arm. Also for activities of daily living as dressing, assistive robots can pro-
vide their contribution as in (Chance et al. 2016), where a compliant robotic
arm has been employed. In detail, the Baxter robot was used to dress one
arm of a jacket, by tracking the joints location and calculating their trajec-
tory. Another kind of approach, proposed in (Morales et al. 2017), shows a
human-robot interaction in structured smart environments, where different
robot systems cooperate to realize a task. Vision based systems, as Microsoft
Kinect, are not only employed for the motion and gesture analysis, but also
for recognizing the different types of objects that are involved in the tasks
as in (Wen et al. 2019). In (Mettel et al. 2019), an application of the Kinect
sensor has been investigated for detecting potentially dangerous objects, in a
user walking path, on the base of scene analysis in a depth image. Moreover,
the capability of manipulating objects based on vision systems is essential for
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robot applications in the context of human robot interaction and cooperation
(Wen et al. 2019).

The paper presents integrate mobile robots and robotic manipulators sys-
tems as in (Achic et al. 2016), where an electrical wheelchair with an embedded
robotic arm assists a user to realize a task as picking up a cup of water. With
the same scope, in (Tsui et al. 2008) the authors equipped a wheelchair with
a robotic arm and a graphical interface to select an object to place on a shelf.
In the literature, there are also projects addressing the development of as-
sistive robotics, e.g., the ACCRA (Agile Co-Creation for Roots and Aging)
project, which aims to promote the independent living to support daily life
management (D’Onofrio et al. 2018).

3 Materials and Methods

3.1 Case of study

In the proposed work, a human-robot interaction between a user and a robot
manipulator has been realized to simulate an assisting task for people with
special needs. In detail two different objects, namely a bottle and a box, have
been chosen to be recognized, located, grasped and placed on the user hand.
For the pick and place phase, the Baxter robot was employed to use its two
arms, separately. Once the user is in front of the desk where the desired objects
are presented, a Microsoft Kinect sensor is adopted to recognize the user ges-
ture by means of the joints position and orientation estimated by the Tracking
Skeleton System.

The task is composed by different phases: a first one related to the user
detection in front of the kinect with the recognition of the gesture associated to
the desired object, a second one related to the object recognition by a dedicated
algorithm, and a pick and place phase that completes the motor task, leaving
the object on the user hand (see Fig.1); all phases are implemented in the
Robotic Operating System (ROS).

The object detection and recognition, together with pick and place were
preliminarily tested in a simulator environment, the Gazebo 3D simulator,
where the robot, the desk and the used objects are reproduced to test the
algorithm and the pick and place. Also the Kinect sensor camera is introduced
in Gazebo environment but, since it was not possible to reproduce the subject
in Gazebo, the release point of the object is fixed a priori.

3.2 Hardware: Anthropomorphic Baxter robot and Kinect

The Baxter robot and its two robotic arms, illustrated in Fig.2(a), have been
chosen to realize the interaction with the user for the pick and place phase.
The Baxter robot communicates directly with the controller via a ROS node
created to manage the pick and place. The controller provides joint angle
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Fig. 1 Scheme of the proposed interaction task, structured in the user and object recogni-
tion phases and the pick and place on the user hand.

trajectories for Baxter’s 7 degree-of-freedom arms in order to take the object
selected by the user.

The chosen RGB-D vision sensor camera is the Microsoft Kinect v1 (see
Fig.2(b)) that allows to compute a 3D structure of the scene, with a good
invariance against illumination changes, color and texture. Microsoft for Win-
dows v1 sensor employs the Structured Light (SL) cameras with the trian-
gulation system (Chen et al. 2013). The Kinect v1 provides a depth map
resolution (640 × 480), allowing to recognize thin objects and solving some
ambiguity problems. Moreover, Kinect v1 is a cheap, unobtrusive and easy
to set up sensor that can be used both at home or structured environment.
The depth features allow the recognition of different people and different body
parts in the field of view, while the resolution permits to identify the 3D points
of 20 distinct body parts at 30fps, that have been considerated for the gesture
recognition.

3.3 Software: ROS and Gazebo

The software architecture is composed by ROS and the Gazebo simulator,
chosen for their easy interfacing and possibility of integration.

ROS is a robotic middleware (i.e., collection of frameworks for robot soft-
ware development) and, although it is not an operating system, it provides
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(a) (b)

Fig. 2 The hardware setup: (a) the Baxter Research Robot; (b) the kinect sensor camera.

services designed for heterogeneous computer cluster such as hardware abstrac-
tion, low-level device control, implementation of commonly used functionality,
message-passing between processes and package management. Running sets of
ROS-based processes are represented in a graph architecture where processing
takes place in nodes that may receive and send messages, and control multiple
sensors and actuators (Quigley et al. 2009). All the implemented algorithms
are managed by ROS structure nodes.

While ROS serves as the interface for the robot, Gazebo is a 3D simulator
by which it is possible to create a 3D scenario on the computer with robots, ob-
stacles and many other objects; it also uses a physical engine for illumination,
gravity, inertia, etc.. Gazebo was designed to evaluate algorithms, for many
applications; in fact, it is essential to test the developed robot applications,
like error handling, battery life, localization, navigation and grasping.

3.4 Simulator implementation

All the algorithms related to the object recognition by means of the kinect
sensor camera, were tested in the Gazebo simulator (see Fig.3). The first step
was to add the external Kinect system, Fig.4, in Gazebo by a predefined ROS
package and the recognition of the kinect reference system of the frame by
the Baxter robot. Moreover, it was possible to convert the pixel coordinates
of the kinect system in the Baxter system coordinates in order to realize the
pick and place task of objects such as a box and a cylinder, for the simulator
interface.

In order to integrate the Kinect sensor in the Gazebo simulator, the first
problem was that of assigning a static position to the Kinect in order to guar-
antee a complete vision without obstacles of the desk. An image of the Kinect
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Fig. 3 Description of all the steps realized in the Gazebo simulator related to the integration
of the Kinect sensor and the algorithm for object recognition and pick and place.

vision in the simulated environment is reported in Fig.4(b) where it is possi-
ble to focus the object on the desk. Moreover, it was necessary to delete the
attribution of gravity for the Kinect sensor, allowing the position of the sen-
sor everywhere in Gazebo. At the same time, it was necessary to realize the
interaction between the Baxter and the Kinect camera, expressing the coor-
dinates of the kinect position with respect to the Baxter reference system. In
order to realize this step, the conversion from Euler angles to quaternions was
requested for Rviz that is a specific software in ROS to visualize the recorded
frames acquired by Kinect.

Moreover, an image of the object to grasp is acquired by Kinect in order to
extract the object centroid, the edge and the center in the pixel image, so that
conversion from the pixel vision system to the cartesian coordinates observed
from the base of the Baxter can be performed. This step is necessary to realize
the pick and place in the robot reference system.

3.5 User Recognition

The algorithm for the user recognition allows to cooperate with the robot by
means of the gesture recognition and is able to locate the user hand where the
object has to be placed. In order to interact with the Microsoft Kinect sensor, it
is necessary to communicate through the open source OpenNI (Open Natural
Interaction) library package. This package can be easily integrated in the ROS
system and lunched by a package openni camera to acquire and publish the
camera raw data. The package openni tracker allows the real-time tracking of
the user joints framed by Kinect. Also in the Gazebo simulator all the reference
systems related to the joints are mapped and reproduced by the broadcasting
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(a) (b)

Fig. 4 In (a) the Kinect and the Baxter robot integrated in the simulator environment; (b)
the Kinect sensor camera vision from a top view upon the Baxter robot.

of the reference systems transformation. To realize the body tracking, the user
has to reproduce the Psi pose in front of the camera (see Fig. 5) standing with
the legs slide apart, elbows at right angles and hands pointing upwards.

Fig. 5 Description of the Psi pose that the subject has to assume for the calibration phase
in front of the kinect.

Two kind of gestures have been associated to the different objects on the
desk: the position of the left arm stretched upwards is the command to get
the box, and the right arm stretched outwardly is that for the bottle (see
Fig. 6(a)). The two configurations are strictly related to the position of the
shoulder, the elbow and the wrilst joints for the two arms as they are described
in Figure 6(b). The algorithm ignores any other configuration of the skeleton
joints not included in the command list. In order to avoid erroneous gesture,
it has been set that the gesture has to be kept for two seconds.
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(a) (b)

Fig. 6 (a) Gesture for object selection (b) body joints recognized by kinect camera.

Finally, the estimation of the hand position to receive the object has been
calculated and a tolerance area of ±2 cm of diameter plus the accuracy sug-
gested by the producer has been considered (see Fig. 7) during the placing of
the object.

Fig. 7 User hand image acquired by the kinect sensor. The yellow circle indicates the area
of tolerance for the object to be placed on the user hand.

3.6 Object Recognition

For the object recognition phase, the Baxter Research Robot is equipped with
two colour cameras with an effective resolution of 640x400 pixels, located on
each arm, namely “left hand camera” and “right hand camera” (see Fig.
8(a)). The goal of this stage is to recognize via the gripper camera, one among
the two objects presented in Fig. 8(b), which are physically placed in the robot
workspace, on a desk 40 cm under the robot arm camera. Once the user selects
the object, it is recognized from the image captured by the Baxter camera,
the object image is then inscribed within a rectangle whose center point falls
within the object image itself.
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(a) (b)

Fig. 8 (a) Position of the RGB camera under the left arm; (b) image of different objects
taken by the left hand camera.

In order to realize this goal, a solution composed by the application of
the algorithm of Histogram of Orientation Gradient (HOG) and the Support
Vector Machine (SVM) classifier is proposed. After a training phase, with all
the images related to the possible objects, the SVM is able to recognize an
object on the base of the feature extraction obtained by the HOG, from the
analysis of the acquired image.

The first step was to acquire the single snapshot (i.e., image) of the objects
on the desk, the box and the bottle, by one of the two cameras mounted on
each of the robot arms, and an image with all objects on the desk. The model
creation process involves a large amount of positive and negative images of the
objects by which it is possible to realize the training of the classifier. To obtain
a good classification, it is better to have a huge amount of negative images
related to the different objects with respect to the object to identify. During
the training phase, images of the object that has to be found, are chosen as
positive samples. All the positive and negative images were realized centering
the object in the new image and limiting the background of each image. For
each object, different images have been cropped and resized (100x100 pixels),
the original images have been converted to gray-scale and resized, editing
them by different transformations to get more positive images, for a total
of approximately 2000 positive images. The image processing was related to
blur filter (smoothing, median, bilateral filter), brightness (plus and minus)
and contrast. By means of the HOG algorithm, it is possible to extract the
features of each object in order to produce a feature vector. The features are
extracted both for the positive and the negative images.

Once the features are obtained, it is possible to train the SVM classifier. For
each object to classify, all the features are inserted in a matrix that includes
the information related to the positive and negative images. For each object
a model of classifier is generated in order to determine if an object is present
or not in the image. In the testing phase, once the image from the Baxter
arm camera is acquired, it is necessary to determine if the object is present or
not in the scene, so in the snapshot to analyze, a sliding window of 100x100
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pixels with a step size of 20x20 pixels scans the image in order to find and
recognize the desired object. After every window scanning, the features are
extracted through the HOG algorithm and checked with the SVM that will
find or not the desired object. When the whole snapshot is analysed, a factor of
1, 1 is introduced and then the procedure is iterated until the dimension of the
sliding window is bigger than the snapshot. Once this phase is completed, it is
possible to have track of all the positive occurrences with the relative scores.
The window with the maximum confidence score is that with the highest
probability to find the desired object.

3.7 Pick and place algorithm via Baxter Robot

The movement of the Baxter arm for picking the object and placing it to a
different position is performed by applying the Inverse-Kinematics (IK) Pick
and Place. This method combines a simulated IK service to obtain the joint
angles solutions for a given cartesian orientation endpoint, and for a controlled
position movement together with grasping and releasing services. The position
of the object on the desk is calculated as the center of the designed rectangle
that inscribes the desired object, recognized among all those presented in the
database by the SVM classifier. Also the orientation of the object on the desk
has been considered in order to address with the same angle the arm gripper.
This has been realized by knowing the pose of the Baxter arm, its height from
the table where the object is located, the camera calibration factor and using
the following formula

B = (Ip− Cp) × cc× d + Bp + Go (1)

where B is the Baxter point in x or y direction, Ip is the image pixel, Cp
is the centre image pixel: height/2 (x direction) or width/2 (y direction), cc
is the camera calibration factor (=0.0029), d is the distance from the table
(=0.30m), Bp is the Baxter point in pixels coordination and Go is the gripper
offset. It is important to note, that the calculation in x-direction is for the
front/back movement of the Baxter arm, while the calculation in y-direction
is for the left/right movement of the Baxter arm. The setup of the Baxter
Robot Pick and Place experiment, with an old and new position related to
the box, can be seen in Fig. 9. For the proposed task the new position was
represented by the user hand localized by means of the kinect sensor.

The test has been conducted for the two considered objects: the box and
the bottle. While for the box grasping, the gripper was directly positioned
upon the object at a fixed distance along the z axis in correspondance of the
center of the rectangle that incribes the object, for approaching the bottle, the
gripper is slowly moved around the object in order to avoid possible collision
that can affect the grasping.
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Fig. 9 Description of the pick and place service realized by Baxter Robot with an example
of the old and new position of the box.

4 Results

Following the preliminary tests in the Gazebo simulator, different experimental
tests have been realized in the laboratory. The obtained results are reported
and commented. About the calibration and the joint skeleton tracking, no
errors have been recorded and the tracking was correctly completed for the
subject. The user calibration was tested on different people with various light
conditions and the results were always satisfying. The object recognition and
its coordinates position extraction have been successfully realized for the two
considered objects. Even if the light conditions have affected in some analysis
the edge extraction, this problem has not influenced the final object grasp-
ing. As reported in Table 1, the results for the box and the bottle recognition
are affected by the different parameters configuration tested for the classifier
training, and used to generate the file model for each single object. The com-
bined parameters are related to the number of positive and negative images,
the cropping and smoothing actions and the downscaling. The results are re-
lated to different test realized on white and green desks in order to evaluate
the best conditions for object recognition. In general, the object grasping re-
sulted stable and no object loss ever occurred for all the realized tests. A minor
question is connected with the field of view of the kinect sensor. Sometimes,
to raise the hand, the robot arm can stretch blocking the camera view in the
area where the subject can position the hand. This condition verified rarely in
the proposed test but it constitutes a specific critical issue.

To evaluate the accuracy estimation of the user hand position, a comparison
with the object placing from its position to a fixed point in the Baxter reference
system was considered. In (Cremer et al. 2016) the results related to different
tests, about object manipulation and in particular pick and place task, were
presented. The main index chosen to evaluate the algorithm performances is
the norm of the vector that measures the distance between the desired position
and that reached by the robotic arm. On the base of this analysis, in this study
the data related to 20 tests of object placing have been acquired varying the
choice of the object and moving the hand in different positions. The values
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Table 1 Comparison among performance results of Baxter robot for object recognition
related to the used box and bottle on white and green desks.

Object Recognition
BOX

Recognition
BOTTLE

Recognition Parameter
Percentage Percentage Combination

White Green White Green
desk desk desk desk
4/5 5/5 90% 5/5 3/5 80% 1
4/5 5/5 95% 3/5 4/5 70% 2
4/5 5/5 90% 3/5 5/5 80% 3
4/5 5/5 90% 3/5 5/5 80% 4
3/5 5/5 80% 2/5 3/5 50% 5
4/5 5/5 90% 3/5 4/5 70% 6
5/5 5/5 100% 3/5 4/5 70% 7

Table 2 Comparison among performance results of Baxter robot for object manipulation
and those obtained for the presented task.

On the performance Grasping of the
of the Baxter research objects released

robot 2016 on the user hand
(Cremer et al. 2016)

Error Vector
Mean (mm) 1.4 2.9

Standard 0.6 1.2
deviation (mm)

obtained in our tests did not overcome the threshold of ±5 mm fixed by the
producer, and are compatible with the values reported in the study (Cremer
et al. 2016) even if higher than those as it is possible to see in Table 2. For the
sake of completeness, a validation study about the estimation performance
of the kinect sensor for the joint position has been reported. With respect
to the study conducted in (Mobini et al. 2013), the RMSE is of 17 mm for
a left hand joint pose estimation, realized by Kinect v1, at a distance from
1 to 3 m. An analogous study has been conducted by (Mishra et al. 2015)
and in our department (Capecci et al. 2016) to test the validation of the
Kinect sensor with respect to a gold standard system, namely the Vicon motion
capture system. The obtained results are comparable with those presented in
the literature.

5 Conclusion and Future Works

The work, presented in this paper, proposed the development of an architecture
for human-robot interaction towards assisted daily living environments. In
details, the following three main aspects were faced:

– the development of the simulator for the robot arm in order to test the
implemented algorithms;

– the development of a gesture recognition algorithm for the object selection;
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– the interaction between the manipulator robot and the user hand with the
object transfer from the robot manipulator to the user hand.

All the implemented algorithms have been tested in a simulator environ-
ment, namely Gazebo, where also the Kinect sensor, that represented the ex-
ternal camera, was introduced. The results related to the tests in Gazebo for
the object recognition and for the picking were satisfying and they were con-
firmed when the task was reproduced in the laboratory directly from a user.
Also the recognition of the gesture and the localization of the hand, where the
object is placed, fell into the tolerance limits of the sensor accuracy.

There are some possible improvements to realize:

– in the context of assistive architecture systems, using the Kinect for the
gesture recognition could be a limit as in the case of a person, forced on
a wheelchair, for the calibration phase. For this step, the person would be
indeed asked to stay standing in the well known Psi Pose, characterized
to have the arms pointing upwards. Moreover, the placing position of the
object could present some issues if the subject is sat on a wheelchair;

– the impossibility of representing the subject in the Gazebo simulator limits
the study of the interaction in the simulator environment, thus limiting
the possibility to test the algorithm related to the gesture recognition only
experimentally.

Another aspect for future works is the improvement of the database that
contains all the possible objects and that can be enriched with more objects
of common use. Moreover, the database could add some information for the
Baxter, related to the objects available for the pick and place.
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