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DRAFT

Linear-Phase Octave Graphic Equalizer*

VALERIA BRUSCHI,1,2AES Student Member, VESA VÄLIMÄKI,1 AES Fellow, JUHO LISKI,1 AND
STEFANIA CECCHI,2 AES Member

(v.bruschi@staff.univpm.it)

1Acoustics Lab, Department of Signal Processing and Acoustics, Aalto University, FI-02150 Espoo, Finland
2Department of Information Engineering, Universitá Politecnica delle Marche, 60124 Ancona, Italy

A computationally efficient octave-band graphic equalizer having a linear phase response is
introduced. The linear-phase graphic equalizer is useful in audio applications in which phase
distortion is not tolerated, such as in multichannel equalization, parallel processing, phase
compatibility of audio equipment, and crossover network design. The structure is based on
the interpolated finite impulse response (IFIR) philosophy. The proposed octave-band graphic
equalizer uses one prototype lowpass filter, which is a halfband FIR filter designed using the
window method. Stretched versions of the prototype filter and its complementary highpass
filter implement all ten band filters needed. The graphic equalizer is realized in the parallel
form in which the outputs of all band filters, scaled with their individual command gain, are
added to compute the equalized output signal. The command gains can be used directly as
filter band gains. The number of operations needed per sample is only slightly more than that
needed for the graphic equalizer based on minimum-phase recursive filters. A comparison
with other implementation approaches demonstrates that the proposed structure requires 99%
less operations than a high-order FIR filter. The proposed filter uses 39% less operations per
sample than the FFT-based filtering method and causes over 78% less latency.

0 INTRODUCTION

Graphic equalizers (GEQ), named after the fact that
the user controls plot the approximate magnitude response
[1–3], are widely used in audio. The bands of the GEQ
have a fixed center frequency and a fixed bandwidth, so
the user can adjust only the gain of each band by changing
slider positions. This paper focuses on the design of a com-
putationally efficient linear-phase GEQ comprised of finite
impulse response (FIR) band filters.

Analog GEQs have minimum-phase, which is a widely
used property for digital GEQs as well. Minimum-phase
EQs have by definition the smallest possible latency mak-
ing them highly suitable for, e.g., live music applications.
In addition, they do not produce pre-ringing artifacts, since
the impulse response of the EQ is zero before the main
spike. However, for certain applications, such as multi-
channel equalization, parallel processing, phase compati-
bility of audio equipment, and crossover network design,
minimum-phase EQs are undesirable.

For example, in multichannel audio equalization where
the target magnitude responses for different channels vary,
the phase responses differ as a result, which can affect the

*To whom correspondence should be addressed, e-mail:
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spatial impression [4]. A linear-phase GEQ is thus required
for these applications, since it retains the original phase of
the signal [5] and does not produce phase distortions that
might cause undesired audible effects, especially equaliz-
ing speech [6].

Traditionally, a GEQ is formed by a set of infinite im-
pulse response (IIR) filters connected either in cascade
[1, 7–9] or parallel [1, 10–12], and only the band filter
gains are adjustable [13]. Recently, good accuracy has been
reached using band filters that are second-order IIR sec-
tions (a.k.a. biquads), which results in a low overall fil-
ter order and a small number of operations per sample
[9, 12, 14].

With an IIR-based GEQ, the phase response is typically
minimum phase, even though other phase responses are
also possible. The other phase responses often require high
filter orders or the phase response is only an approxima-
tion [15], so they are not considered further. On the other
hand, when a linear phase response is desired, FIR filters
may be used [3], since they can have an arbitrary phase re-
sponse. An additional advantage of FIR filters is that they
do not suffer from numerical problems, which may require
attention in IIR filter implementations [16]. Digital FIR
GEQs have existed since the 1980s [17–19], and similarly
to IIR GEQs, the parallel structure is an option [17,18,20].
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An FIR GEQ can also be implemented as a single high-
order filter [20]. The single FIR filter is used to approx-
imate the target frequency response specified by the user
[20]. This can be based on the interpolation of the target
curve [19, 21], which is not a trivial task, since the EQ tar-
get curve is not well-defined between the command-gain
points. In addition, the filter length is determined by the
lowest band filter, and, in order to accurately match the tar-
get response at low frequencies, a filter order of at least sev-
eral thousand is required [19,22–24]. Moreover, depending
on the design, the single FIR may need to be redesigned
completely whenever a gain is modified, requiring addi-
tional computing, which is unsuited for real-time modifi-
cations of the target response.

There are ways to affect the computational cost of FIR
GEQs. Frequency-warped FIR filters [25, 26] can be used
to shorten the required filter lengths especially at low fre-
quencies. This, however, results in a non-linear phase re-
sponse, due to the warped FIR filters being IIR filters in
practice. This is why frequency warping is not considered
further here.

Fast convolution [27] is also used in FIR GEQ design to
reduce the computational cost [28–31]. Here, the equaliza-
tion is achieved as the complex multiplication of the dis-
crete Fourier transforms of the signal and the filter’s im-
pulse response, inverse transforming the result, and pro-
cessing the signal this way in frames. The transforma-
tions are realized using the fast Fourier transform (FFT),
which ensures computational efficiency. The frame-based
processing causes much latency, but the FFT-based pro-
cessing allows for a linear phase response [29].

Multirate processing can be applied to implement a
linear-phase FIR GEQ [18, 19, 23, 32]. In multirate GEQs,
the sample rate may differ for all band filters so that
the highest frequency band uses the largest sample rate,
whereas the lowest frequency band uses the slowest rate.
After the filtering, all bands are upsampled back to the orig-
inal sample rate and are summed.

Hergum [33] proposed an interesting FIR GEQ design,
which is based on interpolated FIR (IFIR) filters [34]. Re-
cently, a similar design was proposed for another band di-
vision [35]. An IFIR filter contains a cascade of two fil-
ters with the first producing a periodic frequency response
and the second attenuating the unwanted repetitions [34].
IFIR filters achieve linear phase and small ripple at a low
computational cost. While Hergum’s design is clever and
efficient, the audio frequencies are divided in equal bands,
as is the case with the equalizer proposed in [35]. This is
incompatible with standard graphic equalizers, which use
a logarithmic band division [3].

This paper proposes an efficient linear-phase GEQ based
on IFIR filters. The design utilizes an octave band division,
and its band filters are arranged in a parallel structure. In
this way, the design has logarithmically spaced center fre-
quencies, which is mandatory in audio applications due to
the human perception of sound and the nature of music.
The accuracy of the proposed design is comparable to the
state-of-the-art IIR GEQs having an approximation error
less than ±1 dB at the center frequencies. The linear-phase

characteristic is achieved with a minor increase in compu-
tational cost compared to the IIR filter-based designs. In
comparison to previous linear-phase FIR GEQ designs, the
proposed design achieves a similar accuracy with a reduced
latency and an improved computational efficiency.

The structure of the paper is as follows. Sec. 1 describes
in detail the structure and the design of the proposed linear-
phase GEQ based on IFIR filters, and shows the perfor-
mance of the proposed system. Sec. 2 compares the pro-
posed and other linear-phase FIR GEQ designs. Finally, the
conclusions are presented in Sec. 3.

1 PROPOSED GRAPHIC EQUALIZER DESIGN

This section proposes the new design for a linear-phase
GEQ in parallel form. The octave equalizer is consid-
ered with the following ten band center frequencies, or
command frequencies: 31.25 Hz, 62.5 Hz, 125 Hz, 250 Hz,
500 Hz, 1.0 kHz, 2.0 kHz, 4.0 kHz, 8.0 kHz, and 16.0 kHz.
The bands are numbered from lowest to highest using in-
dex m = 1,2,3, ...,10. This design uses the sample rate of
fs = 48 kHz, which is common in professional and mobile
audio.

1.1 Filter Structure
The overall scheme of the proposed linear-phase octave-

band equalizer is shown in Fig. 1. The proposed structure
is a tree structure that reminds the one obtained by classic
wavelet transformation [36]. The highest band is obtained
by the signal path at the top of the figure, while the lowest
one by the path at the bottom. The final output is computed
by summing the branch outputs.

The filterbank of Fig. 1 is designed starting from a half-
band lowpass prototype FIR filter HLP(z), which must be
symmetric and of odd length, i.e., even order. The delay
D to the center point of the prototype filter, in samples, is
D = N/2, where N is the prototype filter order, which is
even. Thus, the filter length, which is N + 1, is odd and the
delay D is an integer.

The highest band of the equalizer H10(z) is designed as
a complementary highpass filter HHP(z) of the prototype
filter, so H10(z) = HHP(z), where

HHP(z) = z−D − HLP(z). (1)

Due to the fact that integer interpolation factors are used,
the cutoff frequency of the lowpass filter is fc = 12 kHz,
which is half of the Nyquist limit 24 kHz. In the proposed
design, this corresponds to the cutoff frequency of the high-
est band, which in an octave GEQ is the band edge be-
tween the 8-kHz and 16-kHz octave bands equaling to√

8× 16 ≈ 11.3 kHz. Therefore, the cutoff frequency of
the proposed highest band filter is slightly shifted with re-
spect to the usual octave-band filterbank. This does not af-
fect the final realization or accuracy of the graphic equal-
izer, as it is only required to monitor the magnitude error at
the command frequencies.

According to Eq. (1), the filter HHP(z) can be imple-
mented using a delay line and a subtraction, once the low-
pass filtered signal going to the lower bands has been com-
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Fig. 1. Block diagram of the proposed parallel graphic equalizer for ten octave bands. The signal path at the top produces the highest
band (16 kHz) whereas the bottom one produces the lowest band (31.25 Hz).
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Fig. 2. Scheme of the complementary filter.
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Fig. 3. Magnitude response of the prototype lowpass filter, its
complementary highpass filter, and the total response of their
sum.

puted using HLP(z), as shown in Fig. 2. In addition to com-
putational efficiency, another advantage of complementary
filters is the fact that the total response is completely flat,
when the neighboring band filters have the same gain, as
shown in Fig. 3. Hergum also pointed out this advantage in
his study [33].

The rest of the bands of the filterbank are obtained with
stretched versions of the prototype filter, such as HLP(z2)
and HLP(z4), which are prepared by inserting one or three
zero samples between each two coefficients of the proto-
type FIR filter, respectively [37]. The general scheme of
delay and filtering operations for the mth band is presented
in Fig. 4. The Z transform of the mth band output signal
Ym(z) is obtained from the input signal X(z) as follows:

Ym(z) = Hm(z)X(z), (2)

where Hm(z) is the transfer function of the mth band and is
computed as

Hm(z) = z−∆m [z−DLm − HLP(zLm)]Gm(z), (3)

HLP(z
Lm)

z- mz-DLm +
-

+

xm-1

xm ym
Gm(z)

x

HHP(z
Lm)

Fig. 4. Filters and delay lines associated with a single band for
m = 2,3, ...,M, cf. Fig. 1. This mth band transfer function Hm(z)
represents the relation between Ym(z) and X(z).

where the mth interpolation factor Lm is computed as

Lm = 2(M−m) = 2(10−m), (4)

and the transfer function Gm(z), which is shown in detail
in Fig. 5, is composed of the cascade of all previous band
filters:

Gm(z) = HLP(z)
M−1

∏
k=m+1

HLP(zLk), (5)

with m = 2,3, ...,M and M = 10. Looking at Fig. 4, the in-
put signal x(n) is first filtered by the filter Gm(z) and the
resulting intermediate signal xm(n), shown for each band
in Fig. 1, is then filtered by HHP(zLm) that is implemented
through a delay line and a subtraction, according to Eq. (1).
Note that in Fig. 4, when m = 9, the signal x10(n) corre-
sponds to the input signal x(n), which is also seen in the
top left corner in Fig. 1.

Fig. 6 shows a design example of the sixth band, with a
center frequency of 1 kHz. In this case, the transfer func-
tion of the sixth band H6(z) is obtained by the concatena-
tion of the filter G6(z) and the filter HHP(zL6) = z−DL6 −
HLP(zL6).

A synchronization delay ∆m, also shown in Fig. 4, must
be applied in order to align all the band outputs, and is
determined as

∆m = τ − [2(M+1−m) − 1]D = τ − [2(11−m) − 1]D, (6)

where τ is the total delay of the equalizer in samples:

τ = [2(M−1) − 1]D = 511D. (7)
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Fig. 5. Details of the transfer function Gm(z) used in Fig. 4.
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Fig. 6. Example of the design of the magnitude response of the
band filter centered at 1 kHz. Cascading the filters (a) G6(z) and
HHP(zL6) = z−DL6 − HLP(zL6) results in (b) the band filter H6(z).

In Fig. 1, the synchronization delays ∆m are shown one
upon the other on the right-hand side, next to the command
gain factors gm. In the highest band (the top signal path
in Fig. 1), the total delay of 511D samples is formed by
the cascade of the delay line z−D and the synchronization
delay z−510D. In the lowest band, the synchronization de-
lay is formed by the cascade of all the delay lines between
the input (top left corner in Fig. 1) and the output y1 (bot-
tom right corner in Fig. 1), which have the lengths D, 2D,
4D, 8D, 16D, 32D, 64D, 128D, and 256D. This adds up to
511D samples of delay.

The lowest band filter of the equalizer is obtained as a
byproduct, when the signal x2(n) is filtered with the proto-
type filter stretched by a factor of 28, or 256, as shown in
Fig. 1. The resulting signal x1(n) does not require further
processing, as it is the output signal y1(n) of the lowest
band filter. The filter HLP(z256) also implements the largest
input-output delay, so a synchronization delay is unneces-
sary in the two lowest bands, as seen in Fig. 1.

Finally, as presented in Fig. 1, the desired gain factor
gm of each band is applied and the total response of the
equalizer y(n) is obtained as a weighted sum of all band

output signals:

y(n) =
M

∑
m=1

gmym(n). (8)

Since the band filters determine the gain on their own band
very accurately, optimization of filter gains is unnecessary,
and command gains can directly be used as weights gm.
This is an advantage with respect to recursive GEQs, for
those applications where command gains are varying con-
stantly, such as unmasking EQs for ambient noise [38].

1.2 Prototype Filter Design
The overall performance of the proposed GEQ depends

on the prototype filter HLP(z), which is imposed to be a
halfband lowpass filter. A peculiarity of halfband filters is
the fact that one every second sample of the impulse re-
sponse is zero by definition, except for the middle coeffi-
cient [37]. This characteristic allows to reduce the compu-
tational cost by avoiding multiplications with zero coeffi-
cients during the filtering computation. Moreover, the lin-
ear phase characteristic implies that the impulse responses
are symmetric, approximately halving the number of mul-
tiplications.

The FIR filter could be designed by optimization meth-
ods, as the least squares or the Remez algorithm [39], or
by other efficient possibilities, such as a method based on
iterated sine [40]. In contrast, in this paper the filter is de-
signed using the windowing technique [39], that is the sim-
plest method, but effective for the proposed system. Start-
ing from the cutoff frequency fc = 12 kHz, the prototype
filter coefficients are computed as

hLP(n) = w(n)

[
sin
(
ωc(n− Dwin)

)
π(n− Dwin)

]
, (9)

where ωc = 2π fc/ fs, w(n) is the window function applied,
and Dwin is the delay of the filter. Assuming Lwin as the
length of the filter, that is obtained as Lwin = N + 1, with
N the filter order, the delay Dwin is calculated as Dwin =
(Lwin − 1)/2 = N/2.

In this study, several window functions w(n) have been
tested for the design of the prototype filter: rectangular,
Bartlett, Hamming, Hanning, Blackman and Kaiser win-
dow. The rectangular and the Bartlett (triangular) windows
are characterized by a modest attenuation in the stopband.
For this reason, they do not guarantee an acceptable per-
formance and have not been included in the paper. The
Hamming and Hanning windows have similar properties
in terms of transition band and attenuation. The Blackman
method ensures the largest stopband attenuation, but has a
wide transition band. The attenuation of the Kaiser window
depends on the parameter β : a bigger β guarantees a higher
attenuation in the stopband of the filter [41]. In view of this,
only Hamming, Hanning, Blackman and Kaiser methods
are considered in the following. Fig. 7 and Table 1 show
an example filter design, using the Kaiser window with a
length of Lwin = 19 and β = 4. The final filter has an or-
der of N = 18 and the number of non-zeros elements is
Nnz = 11.
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0 2 4 6 8 10 12 14 16 18

Samples

Fig. 7. Design of the prototype filter with the Kaiser window
(β = 4). The filter length is Lwin = 19, but is has only Nnz = 11
non-zeros coefficients (shown with black dots).

Table 1. Coefficients of the FIR prototype filter of Fig. 7.
Index Value Index Value

0 0.00313 10 0.31158
1 0 11 0
2 -0.01338 12 -0.08718
3 0 13 0
4 0.03593 14 0.03593
5 0 15 0
6 -0.08718 16 -0.01338
7 0 17 0
8 0.31158 18 0.00313
9 0.5

1.3 Performance of the Proposed Equalizer
The proposed equalizer is evaluated in terms of error of

the magnitude response, comparing different orders and
four windowing methods for the prototype filter design:
Hamming, Hanning, Blackman, and Kaiser. The latency
and the computational complexity are proportional to the
filter order. For the experiments, we use a sampling fre-
quency of 48 kHz. For the Kaiser window, the parameter
value β = 4 is chosen for all the simulations after empiri-
cal studies, since it ensures the lowest error when using low
filter orders, i.e., when having as low computational cost
as possible. Lower values of β do not guarantee a suffi-
cient attenuation to obtain an acceptable accuracy. Instead,
higher values allow to obtain a better attenuation, but the
error of the total equalizer becomes acceptable only by in-
creasing the filter order.

Table 2 shows the obtained results. The error is calcu-
lated as the maximum difference between the desired and
the obtained gains at the octave center frequencies, consid-
ering all the possible configurations with ±12 dB, which
leads to 1024 cases in total [42]. Moreover, when two ad-
jacent bands have the same gain, the error is computed as
the maximum deviation from the straight line that connects
the two gains at the center frequencies. The error is con-
sidered acceptable when it is below 1 dB, according to pre-
vious publications that applied the same method to have
a quantitative estimation of the GEQ accuracy [42, 43]. In
addition, in [44,45], listening experiments have proven that
the audible peak level for octave filters is below 1 dB when
white noise is considered as input, while the just notice-
able difference in the deviation of the magnitude response
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Fig. 8. Design of the prototype lowpass filter varying the order
N, using a Kaiser window function with β = 4.

Table 2. Performance of the proposed equalizer with varying
lengths and designs of the prototype lowpass filter. The error is
calculated as the largest maximum difference between the desired
and the obtained gains, considering all the possible configurations
with ±12 dB (1024 test cases). The designs having their maxi-
mum error below 1 dB are highlighted.

Lwin
N

τ
Mul Add Window Err

(Nnz) (sym) [dB]

19 4599 108

Kaiser 0.79
18 109 Hamming 2.44

(11) (64) Hanning 0.99
Blackman 5.92

27 6643 144

Kaiser 1.03
26 145 Hamming 1.99

(15) (82) Hanning 1.13
Blackman 0.76

55 13797 270

Kaiser 0.82
54 271 Hamming 0.96

(29) (145) Hanning 0.91
Blackman 0.05

is higher than ±1 dB with other signals, as declared also
in [46].

In Table 2, Lwin = 19 is the lowest filter length consid-
ered, since it is the shortest window that leads to a 1-dB
accuracy, and all shorter windows tested lead to a larger er-
ror. Looking at Table 2, it is worth noting that sometimes
the error increases with the increase of the filter order. In
particular, this happens with Kaiser and Hanning windows
that are characterized by a lower attenuation. In fact, the
increase of the filter order N makes the transition band
steeper but produces more lobes in stopband maintaining
the same attenuation, as shown in Fig. 8. These lobes can
cause a wider ripple on the total response of the GEQ that
may make the error exceed 1 dB, especially when the com-
mand gain is−12 dB. The latency τ is the delay in samples
of the total equalizer and is computed following Eq. (7).

The filtering is implemented avoiding the operations
with zero elements of the filter, so the number of multi-
plications for each output sample is calculated as

n◦mult. = (M − 1)Nnz + M, (10)

where Nnz is the number of non-zero elements of the proto-
type filter and M = 10 is the number of bands. The number
of multiplications can be further reduced by accounting for
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88 92 96 100 104

Time [ms]

Fig. 9. Band filter impulse responses of the proposed GEQ, using
the Kaiser window, from the highest band (top) to the lowest one
(bottow).

the symmetry of the impulse responses as

n◦mult. (sym) = (M − 1)
Nnz + 1

2
+ M. (11)

Finally, the number of additions is computed as follows:

n◦ add. = (M − 1)Nnz + M − 1. (12)

Analyzing the results of Table 2, the Blackman tech-
nique with Lwin = 57 shows the lowest error (0.05 dB), but
the computational cost (541 operations per sample) and the
latency (13797 samples, or 287 ms) are the highest. A la-
tency that large is unacceptable for some applications, such
as live sound or sound with moving image; however, for au-
dio playback, without visual or other reference, even such a
latency may be acceptable. The Hamming window has the
worst performance in terms of both computational cost and
error. Finally, the Hanning method with Lwin = 21 and the
Kaiser method with Lwin = 19 both guarantee an accept-
able error (below 1 dB) with the lowest computational cost
(64 multiplications and 108 additions, or 172 operations
per output sample). The Kaiser technique shows a lower er-
ror equal to 0.79 dB, is thus considered the best design, and
is used in the comparison with the other methods. The total
latency of the equalizer is τ = 4599 samples, or 95.8 ms at
the sample rate of 48 kHz.

The output signals of each band of the proposed equal-
izer as a response to a unit impulse are shown in Fig. 9 from
the highest band (on the top of the figure) to the lowest one
(on the bottom). All band filters are seen to be symmetric,
which implies a linear phase response.

Fig. 10 shows the magnitude frequency response of each
band and the total frequency response of the equalizer
when all the gains are set to the same value of 0 dB. The use
of complementary filters guarantees a completely flat total
response. Even if the single bands present ripple, the total
response is flat thanks to the compensation of the stopband
ripples of the adjacent filters, as shown in Fig. 10(b).

(a)

(b)

Fig. 10. (a) Magnitude responses of the band filters with all
the command gains (circles) at 0 dB and (b) its details between
−0.5 dB and 0.5 dB. The solid black line shows the total response.

Fig. 11 shows example magnitude frequency responses
of three different test configurations:

a) the zigzag command settings (±12 dB);
b) the special zigzag setting: [12 -12 -12 12 -12 -12 12 -12

-12 12] dB, which is declared the most difficult case for
the equalizer of [47];

c) an arbitrary setting [8 10 -9 10 3 -10 -6 1 11 12] dB.

In Fig. 11, the response obtained by applying the Black-
man window with N = 54 and the one obtained with the
Kaiser window with N = 18 are reported. Although the
Blackman window with N = 54 guarantees the lowest er-
ror (0.05 dB), the final equalizer shows steeper transition
bands. However, sharp transitions lead to a lengthening of
the impulse response, and, thus, more audible preringing
for linear-phase filters, which can ruin the important tran-
sients of musical instrument sounds.

Fig. 12 shows total impulse responses of the proposed
GEQ for the first configurations of Fig. 11 comparing the
Blackman widow and the Kaiser window. All the impulse
responses in Fig. 12 are symmetric, which also proves the
linear phase of each band filter and the total response of the
equalizer.

The proposed system has been tested also varying the
sampling frequency fs. A sampling frequency of 44.1 kHz
produces a slight decrease of the center frequencies with
the ratio of 44.1/48 = 0.918, but otherwise the same per-
formance is obtained using the same filter coefficients.
However, higher sampling rates, such as 88.2 kHz and
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Fig. 11. Magnitude response of the proposed equalizer for two
different prototype filters, considering (a) the zigzag configura-
tion (±12 dB), (b) the gains [12 -12 -12 12 -12 -12 12 -12 -12
12] dB, and (c) the arbitrary gains [8 10 -9 10 3 -10 -6 1 11 12] dB.

96 kHz, would require a larger prototype filter order N to
guarantee an acceptable error.

2 COMPARISON WITH OTHER METHODS

Next, the proposed equalizer is compared with previous
linear-phase FIR GEQ designs in terms of latency and com-
putational cost. The FFT-based equalizer of Schöpp and
Hetze [29] and a single FIR GEQ [20] obtained from the
proposed structure are included in the comparison. Other
linear-phase multirate state-of-the-art approaches, such as
the multirate GEQ of [32], have not been considered in the
comparison, since they have a very large latency and com-
putational cost, not competitive with the proposed method.

The FFT-based equalizer of [29] consists in the design
of a target frequency response of the equalizer that de-
pends on the desired gains and on the filtering of the input
signal with that frequency response using the overlap and
add method with an overlap of 50% [48]. Here, the target

(a)
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(b)

Fig. 12. Impulse response of the proposed equalizer designed us-
ing (a) the Blackman window with an order of N = 54 and (b) the
Kaiser window with an order of N = 18 for the configuration of
Fig. 11(a).

Table 3. Performance of the proposed equalizer (the Kaiser win-
dow design) compared with other linear-phase GEQs. The sym-
metry has been accounted for in the number of multiplications.
The best result in each column is highlighted.

Method Latency Mul Add
Single FIR 4599 4600 9198
FFT 20983 116 168
Proposed 4599 64 108

frequency response is calculated by summing the filter re-
sponses of the proposed IFIR structure. The FFT length of
16384 is chosen to obtain the same response and the same
error as the proposed implementation, so the frame size of
the overlap and add method has a length of 8192 samples.

The single FIR method, similarly to the FFT-based one,
is formed as the sum of the filter responses of the proposed
IFIR structure and executes the time-domain convolution.
The length of the single FIR filter is 9199, and it produces
the same error as the proposed equalizer.

Table 3 compares the proposed equalizer and the other
two methods in terms of latency and computational cost.
For each method, the table shows the latency in samples of
the total equalizer and the number of multiplications and
additions per output sample. All three methods have ex-
actly the same transfer function, and thus, the same error
equal to 0.79 dB, as shown in Table 2.

The FFT-based and the single FIR methods use the same
filters, but apply different implementations. Table 3 shows
that the FFT method presents the largest latency because
of the frame-based FFT processing that introduces an al-
gorithmic delay of 16384 samples in addition to the filter
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group delay of 4599 samples. The latency could be reduced
using the zero-latency partitioned convolution [49, 50]. In
that case, the latency would be the same as that of the pro-
posed method but the computational cost would be larger.
Table 3 also shows that the FFT GEQ needs considerably
more multiplications and additions (284 operations, in to-
tal) than the proposed method (172 in total). The proposed
method thus requires 39% less operations per sample than
the FFT method.

The time-domain filtering carried out with the single FIR
presents the same latency as the proposed method, but 80
times larger computational complexity, which is seen by
comparing the number of multiplications and additions in
Table 3. The proposed method shows the best performance
in terms of latency (4599 samples or 95.8 ms, which is 78%
less than the FFT method) and computational complexity
(172 operations per sample, of which 64 multiplications
and 108 additions).

The computational complexity of the proposed equal-
izer is competitive even with IIR filters. The state-of-the-art
IIR octave GEQ uses 50 multiplications per sample [51],
that is 78% of the multiplications needed by the proposed
GEQ (64 multiplications per sample). The required delay
memory is much larger in the proposed method than in IIR
equalizers, however. Additionally, the proposed GEQ does
not require any operations, when the command gains are
changed, whereas in IIR-based GEQs, the filter gains must
be optimized, e.g., using a neural network [9, 52].

The fairly large latency of the proposed method, almost
100 ms, seems large, but is acceptable in audio playback.
It still raises a question whether this much latency could
cause a synchronization problem when sound is associ-
ated with video. However, an ITU recommendation states
that the detection threshold for latency of sound with re-
spect to vision is 125 ms and the acceptability threshold is
185 ms [53]. This implies that the latency of the proposed
method by itself does not exceed the detection threshold in
audiovisual synchronization.

3 CONCLUSION

This paper presents a novel design of a linear-phase
graphic equalizer with octave-band division. The design is
based on IFIR filters, which use the concept of interpola-
tion of filter responses, but does not split the input signal
into subbands. All band filters are based on a linear-phase
lowpass prototype FIR filter, which is designed using the
windowing method. The use of the proposed GEQ is ef-
fortless, as the command gains can be used as weights in
the filter structure without optimization. The performance
of the proposed equalizer has been evaluated considering
different window functions in the prototype filter design.
The best performance is obtained using the Kaiser window.

The proposed graphic equalizer has been compared
with other existing linear-phase graphic equalizers in
terms of computational load and latency. The proposed
method guarantees the lowest computational cost, which
is smaller than that of the FFT-based implementation and
only slightly larger than that of a state-of-the-art IIR GEQ.

The proposed design offers the lowest latency among the
tested linear-phase techniques, which is less than 100 ms.
The proposed method also has a maximum frequency-
response error smaller than 1 dB among all the possible
command settings with ±12-dB gains. Therefore, the ex-
perimental results prove the effectiveness of the proposed
linear-phase structure based on IFIR filters. The linear-
phase GEQ is useful in audio applications where it is
important not to distort the phase of the signal, such as in
stereo and multichannel equalization.
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[11] J. Rämö, V. Välimäki, and B. Bank, “High-
Precision Parallel Graphic Equalizer,” IEEE/ACM Trans.
Audio Speech Lang. Process., vol. 22, no. 12, pp. 1894–
1904 (2014 Dec.), https://doi.org/10.1109/
TASLP.2014.2354241.

[12] J. Liski, B. Bank, J. O. Smith, and V. Välimäki,
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neering from Università Politecnica delle Marche, Ancona,
Italy. She is currently a PhD student at the Department
of Information Engineering at Università Politecnica delle
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