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Abstract

The analysis of people’s comments in social platforms is a widely investigated topic because

comments are the place where people show their spontaneity most clearly. In this paper, we present

a network-based data structure and a related approach to represent and manage the underlying

semantics of a set of comments. Our approach is based on the extraction of text patterns that

take into account not only the frequency but also the utility of the analyzed comments. Our

data structure and approach are “multi-dimensional” and “holistic”, in the sense that they can

simultaneously handle content semantics from multiple perspectives. They are also easily extensible,

because additional content semantics perspectives can be easily added to them. Furthermore, our

approach is able to evaluate the semantic similarity of two sets of comments. In this paper, we also

illustrate the results of several tests we conducted on Reddit comments, even if our approach can

be applied to any social platform. Finally, we provide an overview of some possible applications of

this research.

Keywords: Comment analysis; Social Network Analysis; Text Pattern Mining; Semantic Similar-

ity; Reddit

1 Introduction

In recent years, content analysis of people’s comments on social media has received an increasing

boost [6, 9, 53, 14] as part of a trend that has affected a wide variety of contexts somehow related to

data and process analysis (see, for instance, [23, 22]) . In fact, comments on social media represent one

of the places where a person expresses her opinion on certain topics most spontaneously [11, 21, 58]. As

a consequence, they are an extremely powerful tool to know the true feelings and thoughts of a person
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and, ultimately, to reconstruct her profile [20, 45, 13, 1, 5, 40]1. However, while spontaneity is the

main strength of comments, it can also become their main weakness. Indeed, just because comments

are written on the spot, their content is often unstructured, sometimes apparently confused, other

times apparently contradictory. Nevertheless, there is no doubt that an in-depth analysis of a large

set of comments, written for example by a single user, could allow the extraction of a “fil rouge”, a

common thread representing a thought, a content profile beyond the apparent inconsistencies of single

comments. However, identifying this “fil rouge” requires a very thorough and holistic analysis of the

content semantics.

In this paper, we aim at providing a contribution in this setting by proposing a data structure

and a related approach to extract content semantics from a set of comments. In our experiments, we

focused on Reddit comments and posts. However, as we will see, our approach is general and can

also be employed in other social platforms. The activities that our approach performs on comment

content are many, but they can be grouped into two phases, which we can call “pre-processing” and

“knowledge extraction”.

The pre-processing phase aims at cleaning and annotating available comments and, then, selecting

the most significant ones. Cleaning is necessary to remove bot-generated content, errors, inconsis-

tencies, etc., as well as to perform tokenization and lemmatization of comments. Annotation allows

important information to be added to each lemmatized comment automatically. Examples of this

information are the sentiment value associated with the comment, the post which it refers to, the

author who wrote it, etc.

Filtering is based on text pattern mining tasks and is used to identify the most significant lemma-

tized and annotated comments. In order to carry out this activity, our approach takes into account

not only the frequency of patterns, as most of the approaches proposed in the past literature do

[3, 25, 27], but also, and above all, their utility [27, 4, 46, 29], measured on the basis of a utility func-

tion. Interestingly, our approach is orthogonal to the utility function used and, therefore, choosing

different utility functions allows it to give priority to certain properties of comments instead of other

ones. A first utility function could be the sentiment of the comments in order to select, for instance,

patterns involving only positive comments or only negative ones. A second utility function could be

the comment rate, which would allow our approach to select, for example, patterns involving only

high rate comments or only low rate ones. A third utility function could concern the Pearson’s corre-

lation [49] between sentiment and rate, which would allow it to select, for instance, patterns involving

only comments with discordant sentiment and rate or only comments whose sentiment and rate are

in agreement with each other.

Once the comments and patterns of interest have been selected, our approach defines a data

structure for their representation, which we call CS-Net (Content Semantics Network). The nodes of a

CS-Net represent comments’ lemmas. Its arcs can be of two types, reflecting two different perspectives

of viewing content semantics. The first is based on the concept of co-occurrence and considers that

two semantically related lemmas tend to appear together very often in sentences. It summarizes the

results of many researches carried out in the field of Information Retrieval [19]. The second concerns

the concept of relationships and semantically related terms. It summarizes many researches carried

1In this paper, we deal with comments written by people to whom correspond well-defined accounts. We do not

consider anonymous comments both because they are less reliable and because they would be useless for our research.
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out in the field of Natural Language Processing [12]. The CS-Net model is extensible so that, if

we want to consider further content semantics perspectives in the future, it will be sufficient to add

another type of arcs for each new perspective.

The last contribution of this paper concerns the definition of an approach to evaluate the semantic

similarity of two CS-Nets. It takes into account the two components that are represented by the

CS-Net arcs (i.e., co-occurrences and semantic relationships), weighting them differently, based on

their extension (and, thus, on the number of their arcs). In particular, our approach privileges the

most extended component because it represents a greater portion of the content semantics than the

other. Analogously to the CS-Net model, our approach can be easily extended in case we want to add

further content semantics perspectives.

Our approach first evaluates separately, and then combines appropriately, the semantic similarity of

each pair of subnetworks obtained starting from the original CS-Nets and considering only one content

semantics perspective. When evaluating the semantic similarity of a pair of homogeneous subnetworks

(i.e., subnetworks of only co-occurrences or subnetworks of only semantic relationships), it considers

two additional aspects, namely the topological similarity of the subnetworks and the similarity of the

concepts expressed by their nodes. The former is computed using an approach already proposed in

the literature, i.e., NetSimile [10]. The second is determined by computing an enhanced version of the

Jaccard coefficient, capable of taking synonymies and homonymies into account. Considering these

two additional features (i.e., topological and concept similarities) in the computation of the semantic

similarity of the subnetworks, together with the two features adopted for the overall networks (i.e.,

co-occurrences and semantic relationships), makes our overall approach even more holistic.

We believe that the approach and data structure proposed in this paper allow us to extract the “fil

rouge” connecting a set of comments. We mentioned above that if these were the comments published

by a single user, we could employ the extracted knowledge to reconstruct her profile. However, this

is not the only possible application of our approach. In fact, the comments under consideration could

also be those written by more users on a single community, or a set of comments on a certain topic

(e.g., COVID-19) or a set of comments written during a certain time period (e.g., during the Tokyo

Olympics).

Depending on the set of comments, which it operates on, our approach has several applications.

These may concern, for example, the construction of content-based or collaborative filtering rec-

ommender systems, the construction of new user communities, the identification of outliers or the

construction of new thematic forums (e.g., subreddits in Reddit) from the existing ones. Some of the

most interesting applications will be described below.

The outline of this paper is as follows: In Section 2, we discuss the related literature. In Section

3, we illustrate the pre-processing activities of our approach, devoted to comment filtering and text

pattern extraction. In Section 4, we present the CS-Net model. In Section 5, we describe our approach

for evaluating the semantic similarity of two CS-Nets. In Section 6, we present the experiments

we performed to test our approach. In Section 7, we provide an overview of some of its possible

applications. Finally, in Section 8, we draw our conclusions and have a look at some possible future

developments.
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2 Related work

Research on social networks has undoubtedly gained a lot of attention over the past few decades. This

is motivated by both the enormous growth of the social network phenomenon and the variety of ways

in which social networks interface with users. In such a scenario, the analysis of content semantics

has become a hot topic, because it allows researchers to investigate phenomena in greater depth than

they could do with the structural analysis of networks alone. Our paper is positioned exactly in this

context.

One of the research lines most closely related to the one characterizing our paper is semantic

network analysis [28, 37, 61]. It examines the way in which two words are associated with each

other within a set of texts. To this end, it constructs suitable networks whose nodes represent words

and whose arcs denote ties between words. In general, dyadic ties are considered to represent how

frequently a pair of words co-occurs within a textual atom of analysis, e.g., a paragraph or a sentence.

The networks thus constructed are investigated by means of the concepts and theories of classic

network analysis. Our approach shares some similarities with the semantic content analysis ones. In

particular, it also builds networks from content and relationships between text units, i.e., comments.

An important distinction between our approach and the semantic network analysis ones is that the

latter does not consider classic text mining; instead, the former leverages pattern mining and utility

functions to identify representative concepts in a text. Furthermore, our approach uses two very

different sets of arcs between nodes, and further sets may be added in the future. Instead, semantic

network analysis approaches use only one set of arcs. As pointed out in [15], semantic network analysis

approaches could be improved by including statistical testing in word selection. Our approach goes

exactly in that direction when it considers utility functions and text patterns for the selection of the

words to consider for the network construction.

An approach using semantic analysis, in combination with social network analysis, is presented in

[28]. Here, the authors analyze online travel forums to predict tourism demand. Specifically, they first

extract data from TripAdvisor using specifically crafted crawlers. Then, they focus on data from seven

European capitals. For each city, they construct a social network whose nodes represent users; an arc

from u to v indicates that u responded to a post submitted by v. After that, they use group degree and

betweenness centrality to study the connectivity of created networks. Finally, they analyze language

usage by considering two dimensions, namely sentiment and complexity. The former indicates whether

the post is positive or negative, while the latter measures the complexity of the language used in the

post. The approach of [28] shares few similarities with ours. Indeed, both of them use a measure of

sentiment. However, the goals and the way it is used are very different in the two cases.

In [37], the authors present an approach that uses semantic network analysis to study social media

rumors in Twitter discourses during a specific event. They collected 16,000 tweets selected through

different keywords. After a pre-processing phase, they get 2,300 unique tweets, which they use to

perform two analyses. The former is a content analysis to verify if a tweet contains noise or not. The

latter uses semantic network analysis and creates three networks starting from three different sets of

labeled tweets. The nodes of these networks are selected through a probabilistic approach; specifically,

a node appears in a network if the corresponding word has the highest frequency probability in the

related set of tweets. The authors combine content and semantic network analysis to study the three
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networks and identify clusters. A component of the approach of [37] uses semantic network analysis;

from this point of view, we can consider this approach related to ours. However, the goals of the two

approaches and the methodologies to achieve them are very different. Furthermore, in our approach,

the CS-Net model has two types of arcs, representing co-occurrences and semantic relationships, and

further arc types could be added in the future. The network used in the approach of [37] is more

classical and has only one type of arcs.

In [61], the authors adopt semantic network analysis to investigate user experiences on men-

tal disorders shared on Reddit. Specifically, they consider two subreddits, namely /r/Bipolar and

/r/Depression. They initially collect posts from these two subreddits. Then, they perform a pre-

processing activity to obtain the set of words present in them, along with the corresponding Term

Frequency - Inverse Document Frequency (TF-IDF) [7] values. Starting from that, they build a word

matrix and a semantic network for both subreddits. In addition, they analyze the emotional compo-

nent of words by means of LIWC (Linguistic Inquiry and Word Count) [56], a software that allows the

analysis and categorization of texts according to word class, emotions and speech features. Finally,

they exploit additional indicators, such as authenticity and emotional tone. Using all these tools, they

compare the characteristics of the two networks and draw several conclusions. The approach of [61]

shares several similarities with ours. In particular, both of them consider text content, although the

former restricts the analysis to words for semantic network construction, while the latter considers text

patterns, occurrences and semantic relationships also obtained from utility functions and knowledge

bases. Both approaches consider emotional values. However, our approach adopts them to define the

utility functions contributing to the extraction of patterns, which are then used to build the network.

Instead, the approach of [61] performs only a static analysis of such values.

In the context of community detection approaches, the content and semantics of the underlying

network are often analyzed. In [50], the authors propose a community detection approach using

topological and content information. In particular, they adopt a non-negative matrix factorization.

They also address the overlapping community discovery problem. The approach of [50] uses a network

in which each node is associated with one or more attributes. It considers the mismatch between

network topology and content to measure how much a community represents a set of similar nodes.

The approach of [50] and ours are similar in that both of them consider content to achieve their

goals. However, they differ both in their goals and in the methodology for achieving them. In

particular, the approach of [50] is more focused on the topological aspects of the network and does not

consider semantic relationships between words. Moreover, it also handles the problem of community

overlapping, which is not addressed by our approach. However, the latter is scalable and allows the

easy addition of new types of arcs to the network, each representing a new perspective that we decide

to handle.

In [39], the authors propose a community detection approach using Markov-network based models

and frequent pattern mining. Here, the goal is to study the behavioral interactions among users and

discover latent links between social objects. To perform the latter task, the authors employ frequent

patterns in behavioral observation. Specifically, they first mine frequent patterns and then build a

Markov-based model from them. The latter is used in the algorithm for community detection, which

aims to find a certain type of maximum clique. Both the approach of [39] and ours use frequent pattern

mining in Social Network Analysis. However, our approach extends this technique by considering the
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utility of a pattern. Furthermore, it also considers semantic relationships between words.

In [52], the authors propose a community detection framework in ranking-based social networks.

They aim to find overlapping communities in which members are interested in the same topic, with

their relationships measured based on the rate of their viewpoints. In particular, the authors study

the case of a social network where users can rate movies and each movie has a genre. Their approach

creates topological subgroups for each genre. It computes the semantic relationships between users by

weighing their communications; these also include the rating of the same movie. The approach of [52]

and ours share the generic idea of using content for their goals. However, they are quite different. In

fact, the approach of [52] considers a limited representation of content in a social network to identify

communities.

Topic oriented community detection is also studied in [62]. Here, the authors combine social

objects clustering and link analysis to define the semantics within a network. Their methodology is

very similar to the one proposed in [52]. However, they consider the text involved in user interactions

as social objects. In fact, they define a text social object as a set of pairs ⟨w,m⟩, where w is a word

and m is a measure of w, e.g., the corresponding TF-IDF value. They cluster users involved in these

social objects to identify topical communities. The main similarity between the approach of [62] and

ours is in the use of content to achieve their goals. However, the latter and the way to reach them are

very different from our approach.

An interesting recent work is the one presented in [51]. Here, the authors perform a socio-semantic

analysis of a particular context concerning the Italian “twittersphere” along a period of eight months.

In particular, they collect a set of approximately 5 million targeted tweets from a collection of hashtags.

Then, they identify a set of communities and analyze them from both a structural and a temporal

viewpoint. After that, they consider the semantics of collected data and identify conductive hashtags,

i.e., the most relevant hashtags representing entities like topics, actors, etc. Finally, they study

communities at a mesoscale level by applying both a k-core and a core-periphery decomposition. The

latter analysis allows them to conclude that hashtags are hierarchically arranged within discussions and

that the most relevant ones are located at the innermost k-shell of the studied semantic network. The

approach of [51] and ours share the attempt to analyze the extracted networks by tracing the semantics

they express. However, at the methodological level, the two approaches are very different. In fact,

the approach of [51] does not consider any form of content within the collected tweets; consequently,

the network extraction is carried out starting only from structural relationships. On the other hand,

content is one of the two main “ingredients” for determining the semantics of the CS-Nets in our

approach.

The community detection context has been influenced in the past by methods using pattern mining.

For example, in [46], the authors propose an approach adopting frequent pattern mining on operations

performed by users, such as posting and suggesting content. This approach employs the database of

user actions as input for pattern mining algorithms. In this case, a pattern represents a sequence of

users performing similar operations. Extracted patterns are then employed to identify homogeneous

groups of users performing similar operations on the social network. Both the approach of [46] and

ours build networks based on interactions and patterns. However, our approach also considers content

within the network. It also extracts patterns based not only on their frequency but also on their

utility.
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In [59], the authors introduce the concept of cosine pattern mining and use it to detect communities

from large scale social networks. This approach mines sets of nodes based on an extended cosine

similarity. Both our approach and the one of [59] first select patterns whose frequency is higher than

a certain threshold. Then, the approach of [59] discards some of these patterns based on the value of

cosine pattern similarity, while our approach performs the same task based on the content exchanged

by users and their interactions.

Frequent pattern mining is also applied in [2] to perform community detection. In this case, the

authors model a dataset of entities as a social network. Then, they apply frequent pattern mining

algorithms to generate features representing information between entities. In this context, patterns

are adopted to model the set of user tasks. The main similarity between the approach of [2] and ours

concerns the adoption of pattern mining. However, the two approaches have important differences. In

particular, our approach is strongly based on content and the semantics it expresses.

3 Comment filtering and text pattern extraction

In this section, we present our approach to filter the starting set of comments and construct a set of

text patterns from them. These represent the core for the construction of the CS-Nets to be used in

the various applications of interest and which we illustrate in Section 7.

Our approach receives a set of comments. These should hopefully be homogeneous (e.g., comments

related to the same post, comments written by the same user, comments present in a certain subreddit,

comments related to a very specific topic or written at a very particular time of the year). Actually,

in principle, comments should also be randomly selected, although this would make little sense in real

applications.

Our approach first proceeds with a phase of Data Cleaning and Annotation. During this phase, it

performs:

� The removal of bot-generated content.

� The cleaning of the textual content present in the comments and the next tokenization and

lemmatization of these last ones.

� The annotation of data performed by associating a sentiment value with each comment; for this

purpose, we use the compound score [35]. This last technique returns a sentiment value between

-1 (most extreme negative) and +1 (most extreme positive).

� The enrichment of comments with features regarding them, their users and the posts they refer

to.

Once the Data Cleaning and Annotation activities have been completed, our approach proceeds

with the extraction of text patterns from the comments thus obtained. In this activity, an important

role is played by pattern mining. This is a well known task in the literature, which aims at extracting

text patterns with certain characteristics from a set of lemmatized texts (which, in our case, are the

lemmatized comments obtained at the end of the previous phase).
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Generally, the extraction of patterns is carried out based on their frequency assuming that a

pattern is more important the more frequent it is [27, 4, 46, 29]. This assumption is true in most

cases, but there are situations where it does not hold. In fact, there could exist patterns characterized

by a low frequency but an extremely high utility (given a certain notion of it). For example, in a

sales database, a pattern may have a low co-occurrence frequency but may provide a higher profit

than more frequent patterns (think, for instance, of the pattern ⟨car, car alarm⟩ against the pattern

⟨windshield washer fluid, new windshield wipers⟩).
Several utility functions have been introduced to handle this situation. In this way, the focus shifts

from frequent pattern mining to High Utility Pattern Mining (hereafter, HUPM) [26, 30, 60]. In this

case, a utility function denotes an ordering of user preferences over a set of choices [32]. Consequently,

it is a subjective measure and depends on the user’s preferences. Clearly, the utility of an item or

a pattern can be defined from different points of view according to the preferences of the user who

wants to adopt it. This is especially true in our reference scenario where users, posts and comments

can be considered from multiple perspectives. To better address this issue, in this paper, we extend

the standard notion of HUPM, which considers only one utility function. In this way, we pass from

a one-dimensional to a multi-dimensional view of the utility concept. According to this view, several

utility functions can coexist simultaneously and interact with each other. It follows that the values

they assume for an item or a pattern can be properly combined to obtain an overall value to be

associated with it.

Having introduced the notions of frequency and utility, we are now able to illustrate our approach

for the extraction of high utility patterns. It starts from a set L of possible lemmas and a set C of

lemmatized comments. Both each comment of C and a pattern ph can be represented as a set of

lemmas, and thus as a subset of L. We call Ch the set of comments in which ph is present. The

frequency of ph is given by the cardinality of Ch, while the set of features of ph consist of the set of

features of the comments of Ch. An utility function of ph is a function applied to the features of ph or

on a subset of them. The choice of the features and the utility function determines the point of view

that is being adopted in the pattern analysis. For example, if we focus on the compound score and

the avg function, the utility function of ph calculates the average value of the compound scores of the

comments of Ch. It can be used, for instance, to select those patterns whose presence in the comments

leads to a positive sentiment (or, conversely, to a negative one). Once the features of interest and

the suitable utility functions have been defined, our approach can proceed with the selection of the

patterns having frequency and utility values greater than a certain threshold. In particular, if we

desire to give a higher weight to utility than to frequency, we can set a low frequency threshold in

order to filter out only very rare patterns and keep all the others. These are then selected based on

utility.

Our approach works as follows. First, it extracts patterns having a frequency higher than a

minimum threshold. For this purpose, it can use one of the classical techniques for frequent pattern

mining, such as FPGrowth [34]. Then, it associates each pattern with the features appearing in the

comments it is present in. These features will be used for the next analyses. Afterwards, it applies

the chosen utility function to each pattern for computing the pattern’s utility value. Finally, it selects

and returns those patterns whose utility value is greater than a minimum threshold.

If we choose to filter only extremely rare patterns, and therefore to give a little weight to frequency,
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the utility function plays a key role in filtering patterns and allows us to direct the pattern selection

towards a strategy rather than another. Two utility functions very interesting in our case are the

following:

� The average sentiment value of the comments which the pattern of interest, say pj , refers to. It

can be formalized as:

fs(pj) = avgcjk∈Cj{γ(cjk)}

Here: (i) fs(·) is the utility function we are defining; (ii) pj is the generic pattern, of which we

want to compute the utility function; (iii) Cj is the set of comments in which pj is present; (iv)

γ(·) is a function that receives a comment and returns its compound score (and, therefore, its

sentiment value); (v) avg(·) is a function computing the average of the values received as input.

� The Pearson’s correlation [49] between the sentiment and the score of the comments where a

certain pattern pj is present. Here, we feel it appropriate to point out that the score of a

comment is a very different concept from the compound score mentioned above. In fact, by

score of a comment we mean the evaluation that, in most social platforms, users can give to each

comment posted by another user. For example, considering Reddit, the score of a comment is

given by the difference between the number of upvotes and the number of downvotes it received.

Having clarified this aspect, we can proceed with the application of the Pearson’s correlation to

our case. Remember that it is a measure of the linear correlation between two sets of data. Its

value belongs to the real interval [−1, 1], where -1 (resp., 1) denotes a negative (resp., positive)

linear correlation, while 0 indicates a lack of correlation. It can be formalized as follows:

fp(pj) =
∑n

i=1(xi−x)(yi−y)√∑n
i=1(xi−x)2

√∑n
i=1(yi−y)2

Here: (i) pj and Cj have been already explained for fs(·); (ii) X (resp., Y ) is the set of sentiment

values (resp., score) related to the comments of Cj ; (iii) xi (resp., yi) indicates the ith element of

X (resp., Y ); x (resp., y) represents the mean of the values of X (resp., Y ). Note that a positive

(resp., negative) value of fp(·) indicates that there is a direct (resp., inverse) correlation between

the sentiment elicited by a comment and the score it gets. During the experimental campaign,

which we describe in Section 6, we observed that there exist many patterns and comments with

negative values of fp(·). This allows us to say that a positive (resp., negative) sentiment in

a comment does not necessarily lead it to receive a high (resp., low) score. This is especially

true for certain kinds of comment, e.g., those related to Not Safe For Work (resp., NSFW)

posts, which are the ones investigated in the experiments of this paper. Regarding this utility

function, some observations are in order. In fact, correlation coefficients are one of the most

common topics in statistics and are also widely used in many data analytics applications. Various

correlation coefficients have been proposed in the past literature. For example, in addition to

the Pearson’s correlation mentioned above, other very common forms of correlation are the

Spearman’s rank correlation [54], the Kendall’s rank correlation [54], the association strength
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between non-linear random variables [55], the logistic regression [43], etc. In our approach, we

decided to use the Pearson’s correlation for several reasons. First, it can be easily interpreted and

explained. Second, it does not require a high computational cost, and this property is crucial in

a context like ours where the number of elements involved in the computation of the correlation

between two features is huge. Third, the variables whose correlation we want to compute (e.g.,

sentiment values and scores) are both quantitative. In presence of this kind of variable, it is

possible to apply the Pearson’s coefficient and it is not necessary to adopt more sophisticated

correlation coefficients capable of handling non-quantitative variables. Finally, the relationship

between the variables of interest are linear and, again, this is a case handled very well by the

Pearson’s correlation. In presence of non-linear relationships we would have had to use other

more sophisticated forms of correlation. These forms (for example, the distance correlation)

would have been able to handle non-linear relationships, but at the price of a computational

cost higher than that required by the Pearson’s correlation.

We end this section by pointing out that many other utility functions could be defined. Here, we

have focused on fs(·) and fp(·) to give an idea of their potential and possible variety. These two utility

functions, like others we might define in the future, have pros and cons. In particular, fs(·) models

a simple and intuitive relationship between posts and the sentiments of the corresponding comments.

Simplicity is both the strength and the weakness of this utility function. In fact, it guarantees to fs(·)
a very low computational cost. However, it makes fs(·) not able to catch possible more sophisticated

information (for example, the presence of trends or spikes in the sentiment of the comments related

to a post). The second utility function, that is fp(·), allows the identification of those patterns whose

presence in the comments with high (resp., low) score is accompanied by a positive (resp., negative)

sentiment. The identification of this correlation between score and sentiment is a valuable and not

obvious task, since there could be comments with high scores and a null or negative sentiment or

comments with a low score and a null or positive sentiment. A potential drawback of fp(·) is that, in
presence of rare patterns, a high correlation between score and sentiment returned by fp(·) may not

be statistically significant.

4 Content Semantics Network definition

Let C = {c1, c2, · · · cn} be a set of lemmatized comments and let L = {l1, l2, · · · , lq} be the set of all

lemmas that can be found in a comment of C. Each comment ck ∈ C can be represented as a set of

lemmas ck = {l1, l2, . . . , lm}. As a consequence, we have that ck ⊆ L.
A text pattern ph is a set of lemmas; more specifically, ph ⊆ L. In principle, ph can occur in zero,

one or more comments of C. Actually, as pointed out above, we are interested in those patterns whose

frequency and utility function are higher than two suitable thresholds. In the following, we call P this

set of patterns.

Actually, as pointed out above, we are interested in those patterns whose values of frequency and

utility function belong to a suitable interval. In particular, as for frequency, it is presumable that

we are interested in patterns with a frequency value higher than a certain threshold. Instead, as far

as the utility function is concerned, the situation is more articulated, and everything depends on the
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utility function used and the context in which we are adopting our approach. Specifically:

� If we are using fs(·), we can select patterns characterized by a compound score (and, therefore,

a sentiment value) very high (positive patterns), very low (negative patterns) or belonging to a

certain interval (for example, neutral patterns, non negative ones or non positive ones).

� If we are using fp(·), we can select: (i) patterns with a high sentiment value that stimulate posi-

tive comments; (ii) patterns with a low sentiment value that stimulate negative comments; (iii)

patterns with a high sentiment value that stimulate negative comments; (iv) patterns with a low

sentiment value that stimulate positive comments. Clearly, in the great majority of applications,

the patterns of interest are those pertaining to option (i) or, at most, (ii). However, there may

be niche applications, where patterns belonging to options (iii) and (iv) are also of interest.

A Content Semantics Network (hereafter, CS-Net) N is defined as:

N = ⟨N,Ac ∪Ar⟩

N is the set of nodes of N . There is a node ni ∈ N for each lemma li ∈ L. Since there

exists a biunivocal correspondence between ni and li, in the following we will use these two symbols

interchangeably.

Ac is the set of co-occurrence arcs. An arc (ni, nj , wij) ∈ Ac indicates that the lemmas li and lj
appear at least once together in a pattern of P. wij is a real number in the interval [0, 1] denoting

the strength of the co-occurrence. The higher wij , the higher this strength. For instance, wij can be

computed considering the number of patterns in which li and lj co-occur.

Ar is the set of semantic relationship arcs. An arc (ni, nj , wij) ∈ Ar denotes that there exists a

form of semantic relationship between li and lj . wij is a real number in the interval [0, 1] denoting

the strength of the relationship. The higher wij , the higher this strength. For instance, wij can be

computed using ConceptNet [38] and taking into account the number of times in which lj is present

in the set of “related terms” of li, along with the values of the corresponding weights.

A comment about the structure of the CS-Net is in order. As specified in the Introduction, in

this paper we want to make an effort to define the semantics of a set of contents, for example those

published in comments to Reddit posts. The CS-Net is intended as a tool to support this activity.

For this purpose, it considers two perspectives derived from the past literature.

The first is related to the concept of co-occurrence and specifies that two semantically related

lemmas which tend to appear together very often in sentences. This perspective is probably the most

natural one in the field of text mining, where it is well known that the frequency with which two or

more lemmas appears together in a text is an index of the correlation existing between them. Its

potential weakness is the need to compute the frequency of each pair of lemmas. In addition, this

computation must be continuously updated because the addition of a new text to be examined (e.g.,

a new comment) may lead to a change in all frequencies.

The second concerns the concept of relationships and semantically related terms. These summarize

the results of several researches carried out in the past both in Information Retrieval [19] and Natural

Language Processing [12]. This perspective takes the meaning of terms, i.e., their semantics, into
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account. In fact, semantic relationships between terms (such as, for example, synonymies) are a

very common feature in natural languages. Its main problem concerns the need to have available a

theasurus, where all semantic relationships are stored. If such a thesaurus exists, the computation of

the strength of the semantic relationships is immediate.

Clearly, additional perspectives could be considered and we also do not exclude doing so in the

future. For example, a very interesting perspective would be one in which a human expert is involved in

determining the correlation between two terms. It may seem obsolete because it is very time consuming

and does not take advantage of the computation power of modern processors or the presence of useful

tools, such as thesauruses. However, it can become very important in specialized contexts (e.g.,

bioinformatics and proteomics), where the existence of relationships between certain terms can only

be determined by a human expert.

From this point of view, we highlight that our model is highly scalable. In fact, if we wanted to

consider a further perspective, it will be sufficient to flank Ac and Ar with an additional set of arcs

that represents this new perspective.

5 Evaluation of the semantic similarity of two CS-Nets

In this section, we illustrate our approach for computing the semantic similarity of the contents

expressed by two CS-Nets N1 and N2. In the previous section, we have said that the CS-Net model

currently adopts two perspectives for the semantic similarity evaluation, namely co-occurrences and

semantic relationship between lemmas (see Section 4). We have also said that this model is scalable

allowing the adoption of new perspectives, if desired. We aim to preserve such scalability also in the

approach to evaluate the semantic similarity of two CS-Nets we are presenting here.

Given this premise, we are now ready to describe our approach. It receives two CS-Nets N1 and

N2 and returns a coefficient σ12 that measures the semantic similarity of the contents represented by

N1 and N2. For this purpose:

� It constructs two pairs of subnetworks (N c
1 ,N c

2 ) and (N r
1 ,N r

2 ), obtained by selecting only the

co-occurrence and semantic relationship arcs from the networks N1 and N2, respectively. Specif-

ically:

N c
1 = ⟨N1, A

c
1⟩ N c

2 = ⟨N2, A
c
2⟩ N r

1 = ⟨N1, A
r
1⟩ N r

2 = ⟨N2, A
r
2⟩

If, in the future, the number of perspectives, and therefore the number of arc sets, increases, it

will be sufficient to build a pair of subnetworks for each perspective.

� It determines the weights to be associated with the two subnetworks. These weights are com-

puted as:

ωc
1 =

|Ac
1|

|Ac
1|+|Ar

1|
ωc
2 =

|Ac
2|

|Ac
2|+|Ar

2|
ωr
1 = 1− ωc

1 ωr
2 = 1− ωc

2

ωc
12 =

ωc
1+ωc

2
2 ωr

12 =
ωr
1+ωr

2
2
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The reasoning underlying these formulas is that, in determining the overall semantics of a con-

tent, the importance of a perspective with respect to the other ones is directly proportional to

the number of pairs of lemmas it is able to involve.

� It computes the semantic similarity degree σc
12 and σr

12 for the pairs of networks (N c
1 ,N c

2 ) and

(N r
1 ,N r

2 ), respectively. We describe this computation in detail in Subsection 5.1.

� It computes the overall semantic similarity degree σ12 associated with the networks N1 and N2

as a weighted mean of the two semantic similarity degrees σc
12 and σr

12:

σ12 =
ωc
12·σc

12+ωr
12·σr

12
ωc
12+ωr

12

If we set:

α =
ωc
12

ωc
12+ωr

12
=

ωc
1+ωc

2
2 = 1

2 ·
(

|Ac
1|

|Ac
1|+|Ar

1|
+

|Ac
2|

|Ac
2|+|Ar

2|

)
then, the formula for the computation of σ12 can be written as:

σ12 = α · σc
12 + (1− α) · σr

12

In this formula, α is a coefficient that weights the semantic similarity defined through co-occurrences

against the one defined through semantic relationships between lemmas. The rationale behind the

formula of α is that the greater the amount of information carried by one perspective, compared to an-

other, the greater its weight in defining the overall semantics. Now, since |N c
1 | = |N r

1 | and |N c
2 | = |N r

2 |,
the amount of information carried by co-occurrences with respect to semantic relationships between

lemmas can be computed by considering the cardinality of the corresponding sets of arcs. Finally,

note that σ12 ranges in the real interval [0, 1]. The higher σ12, the greater the similarity of N1 and

N2.

Our approach for the computation of σ12 is extensible, because if in the future we want to enrich

the CS-Net model with additional perspectives to model content semantics, it will be sufficient to

flank to σc
12 and σr

12 an additional similarity coefficient for each perspective and modify the formula

for the computation of σ12 accordingly.

5.1 Semantic similarity degree computation

In the previous section, we have seen that our approach for computing the similarity between two

CS-Nets N1 and N2 constructs “projections” or “subnetworks” for each network (i.e., N c
1 and N r

1 for

N1, and N c
2 and N r

2 for N2), computes the similarity coefficients σc
12 between N c

1 and N c
2 , and σr

12

between N r
1 and N r

2 separately, and then combines them appropriately. In this context, the way in

which the coefficient σx
12, x ∈ {c, r}, is computed becomes extremely important.

In order to define an approach for the computation of σx
12 as holistic as possible, we strove to define

a formula that takes into account more factors that may influence the semantic similarity degree of

13



two networks N x
1 and N x

2 , x ∈ {c, r}. In particular, there are at least two factors that we think can

contribute to define this semantic similarity degree.

The first factor concerns the topological similarity of the networks, and thus the similarity of their

structural features (e.g., number of nodes and arcs, density, clustering coefficient, etc.). In fact, the

structure of a network is determined by the arcs existing between the corresponding nodes. In our

case, nodes represent lemmas involved in comments and arcs represent features (i.e., co-occurrences

or semantic relationships) playing a key role to define the semantics of the lemmas they link. This

reasoning is also reinforced by the fact that the definition of the semantics of a lemma is certainly

improved by looking at the lemmas to which it is related in the network (in this claim, the extension,

to the CS-Net model, of the homophily principle [42] characterizing social networks, comes into play).

The second factor is much more straighforward and concerns the semantic meaning of the concepts

expressed by the network nodes, because each of them represents a lemma of the corresponding

comments.

As for the first factor, in the literature there are many approaches designed for computing the

similarity degree of the structural features of two networks (see [31, 10, 24], just to cite a few of them).

We decided to adopt one of them and our choice fell on NetSimile [10]. In fact, this approach has a

much shorter computation time than most of the other ones performing the same task proposed in the

past literature. Furthermore, the accuracy level it guarantees is adequate for our application context.

NetSimile extracts and evaluates the structural characteristics of each node based on the structural

characteristics (such as the average clustering coefficient, the average number of nodes and arcs, etc.)

of its ego network . As a consequence, in order to obtain the similarity score of two networks, NetSimile

computes the similarity degree of their vectors of features.

As far as the second factor is concerned, we decided to consider the portion of nodes with the same

meaning, or rather with similar meanings, present in the two subnetworks. A simple, but very effective,

way to evaluate this portion could consist of the computation of the Jaccard coefficient between the

sets of lemmas associated with the nodes of the two networks. Actually, to increase the result accuracy,

it is necessary to take lexicographic relationships (e.g., synonymies and homonymies) [48, 17] between

lemmas into account. As we mentioned above, these can be identified from an advanced dictionary,

such as ConceptNet [38], which includes WordNet [44], a thesaurus widely used in the past literature

for this purpose. In the following, we will adopt the symbol J∗ to denote the Jaccard coefficient

enhanced in such a way as to take lexicographic relationships into account.

We are now able to define the formula for computing σx
12. Specifically, we have:

σx
12 = βx · ν(N x

1 ,N x
2 ) + (1− βx) · J∗(Nx

1 , N
x
2 )

Here:

� ν(N x
1 ,N x

2 ) is a function computing the topological similarity of N x
1 and N x

2 by applying the

NetSimile approach.

� βx is a coefficient defining the weight of the topological similarity of the networks with respect

to the semantic similarity of the lemmas associated with the corresponding nodes. In order

to define a formula for βx, we made the following reasoning. Intuitively, one can assume that
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the denser the networks, the more the information about their topology (and, thus, ν) becomes

relevant. In other words, while the information contained in the nodes (expressed by J∗) does

not vary against the density of the networks, the information contained in the arcs varies. In

fact, a larger number of arcs implies an increase of the amount of information available, as well

as of the strength of the relationships between the lemmas in the network. This is due to the fact

that: (i) arcs represent semantic relationships existing between lemmas; (ii) for the homophily

principle, a higher number of arcs implies, for each node, a higher number of neighbors that can

contribute to better define the semantics of the lemma associated with it.

The above reasoning is at the basis of our formula for computing βx. In order to define it, we

need to introduce the concept of mean density of a set of CS-Nets. In fact, as will be clear

in the following, the formula of βx depends on whether the density of N x
1 and N x

2 is greater

or less than the mean density dx of the CS-Nets generally present in the reference context. In

fact, we do not have a predefined set of CS-Nets on which we can operate, but these are derived

from the subset C ⊆ C of the comments returned at the end of the comment filtering and text

pattern extraction activities. Therefore, in order to compute the mean density dx, we built a set

CN = ⟨N1,N2, · · · ,Nt⟩ of CS-Nets by deriving it randomly from the comments of C. The process
of constructing CN was as follows. First, we randomly constructed a set CS = ⟨C1, C2, · · · , Ct⟩
of comment sets such that Ch ⊆ C, 1 ≤ h ≤ t. The randomness in the construction of Ch involves

both its cardinality and the lemmas comprising it. A CS-Net Nh = ⟨Nh, Ah = Ac
h ∪Ar

h⟩ can be

constructed for each subset Ch, 1 ≤ h ≤ t, by applying the approach described in Section 4. Let

N x
h = ⟨Nx

h , A
x
h⟩, x ∈ {c, r}, be the subnetworks of Nh obtained by selecting only the arcs of type

x. Let CN x = ⟨N x
1 ,N x

2 , · · · ,N x
t ⟩ be the set of subnetworks of type x.

The density dxh of N x
h is defined as:

dxh =
|Ax

h|
|Nx

h |·(|N
x
h |−1)

2

The mean density of CN x is defined as:

dx =

∑t
h=1 d

x
h

t

Consider now the subnetworks N x
1 and N x

2 of our interest. We define their average density dx12
as:

dx12 =
dx1 + dx2

2

where the formula to compute dx1 and dx2 is the same as the one presented above for dxh.

At this point, we are able to define βx. In particular, we have that:

βx =

 min
(
0.5 +

dx12−dx

dx
, βx

max

)
if dx12 ≥ dx

max
(
βx
min, 0.5−

dx−dx12
dx

)
if dx12 < dx
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This definition of βx takes into account the reasoning expressed above regarding the correlation

between the density of N x
1 and N x

2 and the importance of their topological components in the

computation of σx
12. However, at the same time, it imposes that βx can oscillate in a range

between βx
min and βx

max (which we set at 0.25 and 0.75, respectively). This constraint allows

the contribution of ν (resp., J∗) not to become irrelevant, in case the density is very low (resp.,

high).

Note that σx
12 ranges in the real interval [0, 1]. The higher σx

12, the greater the similarity of N x
1

and N x
2 .

We will return to the choice of the values of βx in Section 6.3, where we illustrate an experiment

that we conducted about this issue.

We point out that our approach for computing σx
12 is capable of operating on any projection N x

1

and N x
2 of the networks N1 and N2. The only constraint it imposes is that all arcs must be of the same

type x. This helps making our overall approach scalable in that, if in the future we want to add an

additional perspective of modeling content semantics, then the similarity degree of the corresponding

projections of N1 and N2 can be still computed using it.

Note that both the formula for σ12 and the one of σ∗
12 are based on a weighted mean, where the

weights are α and β, respectively. Actually, we could have considered other aggregation operators in

these formulas. In fact, this kind of operator has been highly investigated in the literature. Here,

researchers have studied what mathematical properties an aggregation operator should enjoy, and

have mentioned, for example, boundary conditions, monotonicity, continuity, associativity, symmetry,

bisymmetry, absorbent element, neutral element, idempotence, compensation, counterbalancement,

reinforcement, stability for a linear function and invariance. They also have identified some behavioral

properties that these operators should have, such as decisional behavior, interpretability of parameters,

and weights on arguments. Based on these studies they proposed several aggregation operators,

each enjoying all or some of the above properties. Examples of such operators are the arithmetic

mean, the weighted mean, the median, the minimum and the maximum, the weighted minimum and

the weighted maximum, the geometric mean, the harmonic mean, the symmetric sum, the Ordered

Weighted Averaging (OWA) operators, the Choquet & Sugeno discrete fuzzy integrals. We do not

want to go in detail on this issue because it is beyond the scope of this paper. The interested reader

can find a complete discussion in [18].

For our case, the choice fell on the weighted mean because, with only two values to aggregate, the

maximum, minimum and median made little sense. The arithmetic mean would have been a simpler

operator but would not have taken into account an important part of the information available. The

geometric mean and the harmonic mean, like the arithmetic mean, would not have taken into account

the weights and would have produced a result that was much less intuitive to understand. All the

other operators mentioned above were designed for very complex situations, in which the values to be

aggregated are many and with heterogeneous characteristics. Therefore, their application in our case

would have been unnecessarily expensive and would have led to unintuitive results.
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6 Experiments

6.1 Dataset

As we mentioned in the Introduction, the set of comments on which we apply our approach should

be homogeneous, e.g., related to a specific topic or a specific time of the year, or both. Following this

guideline, we decided to focus on comments related to Not Safe For Work (hereafter, NSFW) posts

in our experiments. This choice is also motivated by the fact that this topic has its intrinsic interest,

regardless of our approach. Therefore, it has a double benefit, i.e., it allows us to test our approach

and shed some light on a relevant phenomenon in Reddit, which is still little studied. Reddit is one

of the few social networks to handle NSFW content in a straightforward and well-structured way.

Despite this, only a few researchers have analyzed the phenomenon of NSFW content in this social

platform [41, 47, 16].

In order to build our dataset of comments on NSFW posts, we used the website pushshift.io [8],

which represents one of the main data repositories for Reddit. Specifically, we considered 449 NSFW

adult subreddits listed at the address https://www.reddit.com/r/ListOfSubreddits/wiki/nsfw

and downloaded comments to all posts published from January 1st, 2020 to March 31st, 2020. The

number of posts considered is 3,064,758, while the total number of comments is 11,627,372.

We performed an ETL (Extraction, Transformation, and Loading) activity on this data. During

it, we observed that some of the posts downloaded from pushshift.io were published by authors who

had left Reddit. We decided to remove these posts and the associated comments from our dataset.

Moreover, we removed all the comments related to posts whose field over 18 was set to false. After

this ETL activity, the total number of NSFW posts in our dataset is 2,981,601, corresponding to

97% of the initial ones. The total number of NSFW comments present in our dataset is 8,383,499,

corresponding to 72.20% of the initial ones.

In Table 1, we report some information about the authors of posts and comments. We can see that

the number of authors who wrote comments is much larger than the number of authors who published

posts. In addition, we can observe that half of the authors who published posts also published

comments.

Parameter January 2020 February 2020 March 2020 Total

Authors publishing posts 91,894 92,530 110,873 218,433

Authors publishing comments 369,014 351,967 392,871 738,216

Authors publishing both posts and comments 46,427 44,733 53,063 115,686

Table 1: Some parameters regarding authors in the dataset

Figure 1 illustrates the distribution of comments against posts. As we can see, it follows a power

law. The values of the corresponding parameters α and δ are 3.0821 and 0.0159, respectively. Figure

2 reports the distribution of scores against comments. As can be seen from this figure, it follows a

power law. The values of the corresponding parameters α and δ are 3.8485 and 0.0255, for the left

part of the curve, and 2.1456 and 0.0158, for the right part of it. In this figure, the values of α and δ

for the left part of the distribution were computed considering the absolute values of scores.
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Figure 1: Distributions of comments against posts
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Figure 2: Distributions of scores against comments

6.2 Analysis of generated Content Semantic Network

We have seen that our approach extracts text patterns from which it constructs the CS-Nets to

analyze. The text pattern detection approaches proposed in the past literature aim at selecting the

most frequent patterns. In addition to the frequency of patterns, our approach takes into account their
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utility, expressed by a utility function, and selects the patterns with the highest values of this function.

However, the main focus of our approach is content semantics. So, it is extremely important to verify

whether, besides extracting the most frequent and useful comments, it is able to build CS-Nets having

a homogeneous and meaningful semantics.

Remember that, in our approach, semantic links between lemmas are expressed by means of arcs

connecting the corresponding nodes. Therefore, we can say that the greater the number of arcs we

observe in the generated CS-Nets, the greater the number of semantic links between the corresponding

lemmas. Moreover, the greater the number of such links, the greater the semantic significance of the

CS-Net and, ultimately, the better the quality of our approach.

To test whether our approach is capable of constructing semantically meaningful CS-Nets from a

set of comments, we planned to compare it with an approach that builds the networks randomly and

can serve as a null model in a significance test. To this end, we considered four sets of comments

C1, · · · , C4. They were selected uniformly at random across random posts from our dataset. For each

set, we initially applied our approach and constructed the CS-Nets N1 = ⟨N1, A1 = Ac
1∪Ar

1⟩, · · · ,N4 =

⟨N4, A4 = Ac
4∪Ar

4⟩. Next, we applied the random approach with the goal of constructing the CS-Nets

N1 = ⟨N1, A1 = Ac
1 ∪Ar

1⟩, · · · ,N4 = ⟨N4, A4 = Ac
4 ∪Ar

4⟩.
In particular, given the set Ck of comments, to construct the corresponding CS-Net Nk, we selected

uniformly at random a number of lemmas from Ck equal to the cardinality of Nk, such that |Nk| = |Nk|.
In this way, Nk and Nk had the same number of nodes. Then, we constructed Ak as follows: given

two nodes ni ∈ Nk and nj ∈ Nk, we inserted an arc acij ∈ Ac
k if the lemmas li and lj , corresponding

to ni and nj , were simultaneously present in at least one comment of Ck. In addition, we inserted an

arc arij ∈ Ar
k if there is a semantic relationship between li and lj in ConceptNet.

For each set Ck of comments, we performed the random approach described above 30 times. Finally,

we computed the number of arcs of Ak obtained through our approach (applying the two different

utility functions fs(·) and fp(·)) and the mean of the number of the arcs of Ak obtained by averaging

the number of arcs of the 30 CS-Nets Nk built by applying the random approach. These numbers are

shown in Table 2.

Sets of comments Number of nodes Number of arcs of Nk Number of arcs of Nk Number of arcs of Nk

of Nk and Nk Utility function: fs(.) Utility function: fp(.)

C1 98 2,351.14 2,116.26 1,587.21

C2 111 3,191.85 2,872.66 1,834.77

C3 103 2,400.97 2,160.87 1,798.34

C4 105 2,527.42 2,274.68 1,311.77

Table 2: Average number of arcs of the CS-Nets generated by applying our approach, with two different

utility functions, and the random one

From the analysis of this table, we can observe that, in all cases, our approach returns CS-Nets

with a higher number of arcs than the random one.

To assess the significance of this result, we performed the t-test between the outputs of our approach

(with the two different utility functions) and those obtained from the null model. More specifically,

the objective of the t-test was to check the significance of the difference between the means of the two

sets (i.e., the real and the random ones). At the end of this task, we computed the corresponding

p-values. They are reported in Table 3.
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Sets of comments fs(.) fp(.)

C1 8.90 · 10−25 8.59 · 10−20

C2 4.51 · 10−21 7.81 · 10−18

C3 2.40 · 10−14 8.59 · 10−20

C4 3.07 · 10−15 5.42 · 10−19

Table 3: p-values obtained by performing the t-test between the outputs of our approach and those

returned by the null model

From the analysis of this table, we can observe that, with both utility functions, the p-values are

very low, much lower than 0.05. This result leads us to conclude that our approach actually returns

CS-Nets with a larger number of arcs, and therefore semantically more homogeneous and meaningful.

Based on what we said at the beginning of this section, this result is very encouraging because it

says that our approach not only selects very frequent and useful patterns but also builds high-quality

CS-Nets from the content semantics point of view.

We described above our experiment for four sets of comments C1, · · · , C4. After obtaining the

results described in Table 3, we repeated it with 50 other sets of comments and obtained similar

results. Due to space constraints, we cannot report here their details.

6.3 Investigating βx

In Section 5.1, we have seen that the semantic similarity degree σx
12 between two subnetworks N x

1 and

N x
2 , obtained from N1 and N2 considering only arcs of type x, with x ∈ {c, r}, depends on a coefficient

βx. This defines the weight of the topological similarity of the networks with respect to the semantic

similarity of the lemmas associated with the corresponding nodes. In the same section, we have also

defined a formula for βx and we have seen that it is essentially related to the density of N x
1 and N x

2 .

In this experiment, we aim at performing some analyses on the trend of the value of βx against

the number of nodes of N x
1 and N x

2 . For this purpose, we performed the following tasks:

� We considered 50 sets of comments of different sizes. Each set was selected uniformly at random

across random posts from our dataset.

� We performed the activities described in Sections 3, 4 and 5 on each set, and obtained 50 CS-Nets

of different sizes.

� We considered all possible pairs (N1,N2) of CS-Nets that could be constructed from the initial

50 networks.

� For each pair (N1,N2) of CS-Nets, we generated two pairs of subnetworks (N c
1 ,N c

2 ) and (N r
1 ,N r

2 ).

� For each pair (N x
1 ,N x

2 ) of subnetworks, x ∈ {c, r}, we computed both |Nx
1 | + |Nx

2 | and βx. In

the following, we call ρx the parameter |Nx
1 |+ |Nx

2 |.

� We constructed 30 bins of values of ρx; specifically, the first bin groups all values of ρx between

1 and 10, the second bin includes all values of ρx between 11 and 20, and so on. The last bin

comprises all values of ρx between 291 and 300.
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� We assigned each pair (N x
1 ,N x

2 ) of subnetworks to the suitable bin, based on the corresponding

value of ρx.

� For each bin, we computed the mean value of βx by averaging the values of βx of all the pairs

of subnetworks assigned to it.

We report the results obtained in the histogram of Figure 3.

Figure 3: Mean values of βx against values of ρx = |Nx
1 |+ |Nx

2 |

Observe that this histogram starts from the range [90, 100] of ρx because no pairs of networks

fall in lower bins. From the analysis of this figure, we can observe that, as ρx increases, the mean

value of βx decreases, although this trend is gradual. From the graph theory point of view, this can

be explained by considering that there is a direct proportionality relationship between βx, on one

side, and dx1 and dx2 , on the other side. Now, as ρx increases, the denominators of dx1 and dx2 grow

according to a quadratic trend, while their numerators grow at most with a quadratic trend, but

generally with a trend between linear and quadratic. This tendency for the numerators to grow less

than the denominators is reflected in the trend of dx1 and dx2 against ρx and, consequently, in the trend

of βx against the same parameter. From our analyses viewpoint, this implies that, as ρx increases, the

importance of the semantic similarity against the topological similarity increases too. This is justified

taking into account that, as ρx increases, the number of lemmas available to define each network

increases as well, and therefore the possibility to better define the semantics expressed by these last

ones grows. This semantics is certainly richer than the one that can be defined through the simple

topological analysis of the network.
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6.4 Investigating α

In Section 5, we have seen that the semantic similarity degree σ12 between two subnetworks N1 and

N2 depends on the coefficient α. This defines the weight of the semantic similarity expressed by

co-occurrences against the one expressed through the semantic relationships between lemmas. In the

same section, we have defined a formula for α and we have seen that it is substantially related to the

values of |Ac
1|, |Ar

1|, |Ac
2| and |Ar

2|.
In this experiment, we aim at performing some analyses on the trend of the value of α against the

variation of the four parameters above. To this end, we have carried out the following tasks:

� We considered 50 sets of comments of different sizes. Each set was selected uniformly at random

across random posts from our dataset.

� We performed the activities described in Sections 3, 4 and 5 on each set and obtained 50 CS-Nets

of different sizes.

� We considered all possible pairs (N1,N2) of CS-Nets that could be constructed from the initial

50 CS-Nets.

� For each pair (N1,N2) of CS-Nets, we computed the value of the parameter ϕ = |N1|+ |N2|
(i.e., the overall number of nodes of N1 and N2) and the value of α.

� We constructed 30 bins of values of ϕ; specifically, the first bin groups all values of ϕ between

1 and 10, the second bin includes all values of ϕ between 11 and 20, and so on. The last bin

comprises all values of ϕ between 291 and 300.

� We assigned each pair (N1,N2) of subnetworks to the suitable bin, based on the corresponding

value of ϕ.

� For each bin, we computed the mean value of α by averaging the values of α of all the pairs of

CS-Nets assigned to it.

We report the results obtained in the histogram of Figure 4. Analogously to what happens for

βx, the first bins are not present in the histogram because there was no pair of CS-Nets belonging to

them.

From the analysis of this figure, we can observe no specific trend in the values of α against ϕ. This

can be explained by considering that, as |N1| and |N2| grow, it is presumable that |Ac
1| and |Ac

2| on
the one hand, and |Ar

1| and |Ar
2| on the other hand, will also grow. The value of α depends on how

fast these values grow. Specifically, if |Ac
1| and |Ac

2| grow faster than |Ar
1| and |Ar

2| then α increases;

in the opposite case, α decreases. However, this fact is totally independent of the growth of |N1| and
|N2|, because it depends exclusively on the number of co-occurrences of the nodes in the text patterns,

on the one hand, and the number of semantic relationships between the lemmas corresponding to the

nodes, on the other hand. In any case, there is a constant element to observe in Figure 4 and it

concerns the fact that α is always between 0.6 and 0.7. This means that, in the computation of σ12,

the component expressing the co-occurrences of lemmas has a higher weight than the one representing
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Figure 4: Mean values of α against values of ϕ = |N1|+ |N2|

the semantic relationships between them. This is reasonable if we consider that the component related

to co-occurrences expresses the semantics derived from the dynamic and real use of the lemmas in

the comments, while the component related to semantic relationships expresses the semantics as

theoretically provided by the language adopted. However, the formula for the computation of α has

been defined in such a way that if, in an application scenario, we have more semantic relationships

and much less co-occurrences between lemmas, the weights of the two components are automatically

inverted.

Thus, as for the variation of their values against the size of the involved (sub)networks, the pa-

rameters α and βx show a completely different behavior.

6.5 Extracting knowledge from a real world scenario

This latest experiment is intended as a demonstration of the potentialities of our approach in a real

world scenario. At the same time, it represents a bridge between the previous subsections, dedicated

to experiments, and the next section, concerning applications. In particular, having a Reddit dataset

at our disposal, we thought to evaluate, given a user following one or more subreddits, the ability of

our approach to recommend new subreddits potentially interesting for her. In this case, our approach

would behave as the engine of a content-based recommender system.

The steps of a recommender system employing our approach as an engine and suggesting to a user

u new subreddits to join are the following:

1. Consider the set Cu of comments that u posted in the past.

2. Apply the first two steps of our approach to construct the CS-Net Nu associated with Cu.
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3. Consider a set SSet of subreddits not yet accessed by u; the subreddits of SSet could be chosen

based on parameters like their creation date (favoring the most recent ones), the number of users

already accessing them, the number of posts and comments already published in them, etc.

4. For each subreddit Sl ∈ SSet, let Cl be the set of its comments.

4.1. For each Cl, apply the first two steps of our approach to construct the CS-Net Nl corre-

sponding to it.

4.2. For each Nl, apply the third step of our approach to compute the semantic similarity degree

σl between Nl and Nu.

5. Sort the values of σl thus obtained in a descending order.

6. Recommend to u the top k subreddits of the list. The value of k can be chosen based on

several parameters, such as the seniority of u on Reddit, the number of subreddits u is currently

accessing, her activity level on Reddit, etc.

We point out that, albeit we presented the previous algorithm with reference to Reddit, it could

be applied to several other social networks (such as Facebook and Twitter) with very few changes.

As it is clear from the previous steps, as well as from the way of proceeding of our approach,

which is the engine of the recommender system we are describing, the presence of a large set of

comments from the user to whom we want to provide recommendations plays a key role on the quality

of the results that can be obtained. On the other hand, this is a typical feature of any content-based

recommender system. As a consequence, in performing this experiment, we decided to filter out users

with few comments. To this end, we computed the distribution of users against comments. It is shown

in Figure 5. From the analysis of this figure, we can observe that, even if this distribution does not

follow a perfect power law, there are in any case many users posting few comments and few users

posting many comments. In our experiment, we judged a number of comments less than 20 as not

significant for tracking the interests of a user. Therefore, we selected only users who published more

than 20 comments.

To evaluate the performance of the recommender system described above, we borrowed the concepts

of true label and Top-k Accuracy from Machine Learning. Specifically, in the classification task, a true

label represents the assignment of a correct class to an observation, while a false label corresponds

to a misclassification. The Top-k Accuracy considers the k predictions of a model having the highest

probability. If one of them corresponds to a true label, it considers the prediction as correct; otherwise,

it considers the prediction as incorrect. Note that the classical concept of accuracy corresponds to a

special case of the Top-k Accuracy one, with k = 1. Given the complexity of our scenario, in which

two or more subreddits could be related to the same topic, and given the huge number of text patterns

that could be extracted from a set of comments, we judged that Top-1 Accuracy was a too rigid metric

to evaluate the performance of our recommender system and, for this reason, we decided to adopt

Top-k Accuracy, with 1 ≤ k ≤ 5. We point out that we chose the maximum value of k empirically.

In particular, we observed that the values of k we selected allowed us to obtain the maximum set of

subreddits reflecting the scenario of interest. Indeed, as shown in Figure 6, larger values of k do not

lead to an improvement in the hit ratio.
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Figure 5: Distribution of authors against comments on linear scale (left) and log-log scale (right)

In order to define the true label of a user, we relied on the homophily principle of Social Network

Analysis [42] and made the following assumption: “the subreddits closest to a specific user are those

where she writes the most comments”. In fact, if a user often visits a subreddit and writes many

comments in it, then it means that the topics discussed therein are of her interest. This also means

that the patterns characterizing her profile are similar to those used in that subreddit.

Similarly to what we have seen for Top-k Accuracy, we considered that assuming the presence of

only one true label for a user is a too rigid hypothesis for the reference context. Therefore, we decided

to assume that, for each user, h true labels are possible, 1 ≤ h ≤ 3 and these are the h subreddits in

which she posted the highest number of comments. Clearly, the comments in these h subreddits were

not used to build Nu. Similarly to the range of k, we set the range of h empirically. In particular, for

larger values of h, we did not observe significant variations in the hit ratio value against k, as shown

in Figure 6.

Having defined how to proceed and the metrics used in our experiment, we are now able to illustrate

how we conducted it. Specifically, we considered all users who posted more than 20 comments. Let u

be one of these users and let Nu be the corresponding CS-Net. We ran our recommendation algorithm

for her and computed the k subreddits whose corresponding CS-Nets have the top-k similarity degree

with Nu. If at least one of the k subreddits is present in the h true labels of u, we considered the

whole prediction as a “hit”; otherwise, we categorized it as a “miss”.

In Figure 6, we report the hit ratio, averaged over all users publishing more than 20 eligible

comments (i.e., different from those used to build the corresponding profiles), with the values of k

ranging from 1 to 5 and the values of h ranging from 1 to 3.

From the analysis of this figure we can see that our recommendation algorithm works very well in

many cases. The results are already promising for h = 1 (although this is a very stringent condition

for the reasons outlined above) as long as the value of k is greater than or equal to 3. However, we

argue that the scenarios best representing the reference context are those with h ≥ 2 and k ≥ 3. In

this case, the results we obtain are really satisfactory in that the average hit ratio ranges from 81.31%

(for h = 2 and k = 3) to 93.46% (for h = 3 and k = 5).

In this experiment, we used the past data at our disposal, in particular the subreddits already
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h = 1 h = 2

h = 3

Figure 6: Hit ratio with different values of h and k

frequented by users, as a test set to evaluate the performance of our recommendation algorithm. It is

clear that, in a real world scenario, our recommendation algorithm would not be employed to suggest

a user the subreddits that she is already following. Rather, it will be adopted to suggest her subreddits

she is not aware of and appearing close to her interests, based on her past behavior.

6.6 Discussion

In this subsection, we want to draw some conclusions from examining the results of our experimental

campaign and to highlight some lessons learned that may be useful to conduct future research in this

area.

First, we note that the dataset available for our tests was derived from pushshift.io [8]. This

repository has proven to be a valuable and reliable source of Reddit data. An Extraction, Transfor-

mation and Loading (ETL) activity was still required, but this was limited. Actually, we believe that

it is physiological to perform some ETL in a data science research. In fact, even if there were no errors

in the data, it would still be necessary to adapt its format and structure to the investigation that

researchers intend to perform. An in-depth study on this part that we could think of carrying out in

the future is the realization of a real Exploratory Data Analysis on the starting dataset. Indeed, in

this research we have already conducted some descriptive analyses on it, but we had a very specific

purpose in mind for the testing campaign we conducted. Therefore, we limited the descriptive analyses

to those necessary to verify the achievement of the goals of the current testing campaign. We believe
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that an in-depth Exploratory Data Analysis may allow us in the future to identify possible correlations

among data and may provide us with insights for further research.

In our opinion, the experiments on the generated Content Semantic Networks represent an impor-

tant component of our research. Remember that one of the goals of the latter was to demonstrate

that high utility patterns can play a key role in the analysis of semantic content. This role could

only be played in a very partial way by the most frequent patterns. The results on the density of the

CS-Nets obtained represent an important confirmation of the ability of high utility patterns to return

semantically cohesive CS-Nets. In the future, we plan to deepen in this analysis by considering various

utility functions and determining which of them return the most semantically significant CS-Net. It

would also be interesting to understand if different utility functions return CS-Nets with the same

level of semantic significance but with different properties and, in the affirmative case, what are the

properties that differentiate one from the others.

We do not feel that we need to dwell on discussing in more detail the results of the test for tuning

α and βx. In fact, although these tests required a considerable design and implementation effort,

from the scientific point of view they represent classic tests for tuning the parameters of a research

approach.

On the contrary, we consider extremely interesting to focus on the last experiment concerning the

extraction of knowledge from a real world scenario. The first result of this experiment concerns the

presence of many users posting few comments and the presence of few users posting many comments.

This result was somehow expected because most of the posting activities in social networks follow

a power law distribution. On the contrary, the second result was not obvious and represents an

important strength of our approach. It tells us that the latter can be used as an engine of a content-

based recommender system capable of suggesting a subreddit to a user on the basis of her past behavior.

This is already an important result in itself, but its relevance goes far beyond we have seen in this

experiment. In fact, the recommendation of a community to a user in an Online Social Network is

one of the most investigated application issues in the Social Network Analysis literature. Also for this

reason, we return to this issue in the next section, where we show how our approach can provide an

interesting contribution in this setting.

7 Possible Applications

As we mentioned in the previous sections, our approach is general in the sense that it proposes: (i)

a data model capable of representing and handling a set of comments, regardless of their source;

(ii) a technique to filter comments based on both their frequency and their utility; (iii) a technique

to construct a CS-Net for each set of filtered comments; (iv) a technique to evaluate the semantic

similarity of two CS-Nets.

As a consequence, it may have various applications depending on the origin of comments. In

this section, we mention some of them while pointing out that several others can be thought once

one or more sets of comments of interest for a given scenario have been identified. Before starting

this examination, we would like to point out that the objective of this section is not to fully and

thoroughly define the various applications with all their technical details. This study, accompanied

by the corresponding tests aimed at highlighting the applications’ correctness and performance, will
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be the subject of future work. Our goal now is showing that the approach defined in this paper might

be exploited in various application scenarios.

We group the application examples that we present in this section into two families, namely

recommender systems and community detection. We describe each family in a separate section. In it,

we first present the applications of the family, one per subsection. Then, we illustrate the advantages

and disadvantages of using our approach for them.

7.1 Recommender systems

A recommender system is a content filtering program that creates personalized recommendations for

the user to help her in her choices (e.g., it recommends movies on streaming services, products on

e-commerce sites, or friends on social networks). Currently, most recommender systems adopt content-

based filtering or collaborative filtering [57]. In the next subsections, we discuss the application of our

approach to support recommender systems.

7.1.1 Content-based recommender systems

Let u1 be a user and let C1 be a set of lemmatized comments that she expressed in a past time interval.

The length of the time interval can be arbitrarily defined taking into account that the further back

in the past we go, the richer C1 could be, but, at the same time, the higher the risk that it includes

topics no longer of interest to u1. Starting from C1, a set P1 of patterns can be derived by applying

the techniques explained in Section 3. Once P1 has been constructed, it is possible to build a CS-Net

N1 that indicates the interest of u1 based on the comments she made in the past. Specifically:

N1 = ⟨N1, A
c
1 ∪Ar

1⟩

N1 is the set of nodes of N1. There is a node ni ∈ N1 for each lemma li present in at least one

pattern of P1. An arc (ni, nj , wij) ∈ Ac
1 indicates that the lemmas li and lj occur together in at least

one pattern of P1; wij depends on the number of patterns of P1 in which li and lj occur together. An

arc (ni, nj , wij) ∈ Ar
1 denotes that there is a form of semantic relationship between li and lj ; according

to what we said about this issue in Section 4, wij denotes the strength of that relationship.

Similarly, let C2 be a second set of lemmatized comments associated with a set PSet2 of posts or

a subreddit S2, which u1 has not commented yet, e.g., because she does not know of its existence.

Starting from C2, it is possible to construct a set P2 of patterns, by applying the techniques explained

in Section 3, and a CS-Net N2 corresponding to C2. The structure and semantics of N2 are similar to

those of N1.

At this point, by applying the technique expressed in Section 5, it is possible to compute a coefficient

σ12 that indicates the semantic similarity betweenN1 andN2. If this similarity is high, we can conclude

that the set PSet2 of posts or the subreddit S2 may be of interest to u1 and, thus, may be recommended

to her. In this way, we can implement a content-based recommender system that can suggest new

posts or subreddits to u1 based on her past history.
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7.1.2 Collaborative filtering recommender systems

Let u1 be a user and let C1 be the set of lemmatized comments that she expressed in a past time

interval. Let USet be a set of users about whom we make no assumptions. Let uh be a user of

USet, let Ch be the set of lemmatized comments she expressed in the same time interval considered

for u1. Applying the same reasoning seen in the previous subsection, we can build a CS-Net N1 that

represents the profile of u1 and a CS-Net Nh for each user uh ∈ USet.

At this point, it is possible to compute the similarity coefficients between u1 and each user uh ∈
USet by computing the corresponding similarity between N1 and N2. Having these coefficients at

disposal, it is possible to apply a k-Nearest-Neighborhood approach to identify the set USet of users

with interests most similar to those of u1. Thanks to the homophily principle of Social Network

Analysis [42], it is possible to assume that the posts and subreddits of interest to users of USet are

also of interest to u1. As a consequence, if u1 does not already know them, they can be recommended

to her.

In this way, we have realized a collaborative filtering recommender system that can suggest new

posts or subreddits to u1, based on the behavior of users with interests similar to her.

7.1.3 Discussion

As reported in [57], the most used algorithm in the context of content-based recommender systems

involves the Vector Space Representation (VSR) of the items of interest to the user and the adoption

of methods such as rule induction, nearest neighbor, Rocchio’s algorithm, linear classifier and prob-

abilistic methods. VSR depends strongly on the choice of the item attributes and the approach to

measure the closeness between two vectors. The knowledge and choice of the attributes is difficult,

and the identification of the closeness function is complex and also depends on the characteristics of

the attributes chosen. Our approach is not based on VSR but on network analysis. This makes it

independent of attribute knowledge. The closeness between two items is provided by the similarity

coefficient σ12, without the need to know the attributes in detail.

As for collaborative filtering recommender systems, as reported in [57], the most widely used

algorithm is the k-Neaest Neighbor. There are two subfamilies of collaborative filtering recommender

systems, namely user-based and item-based. The first subfamily suffers from scalability problems; to

overcome them, the second subfamily was introduced. Our approach belongs to the latter. In it, two

important factors to consider are similarity computation and prediction generation. Our approach

serves exactly as a core to address these two factors. The main problem of collaborative filtering

recommender systems concerns the large level of sparsity in the corresponding dataset. To address this

problem, dimensionality reduction techniques, such as Matrix Factorization, Latent Semantic Index

(LSI) and Singular Value Decomposition (SVD) have been proposed in the past. These techniques are

generally very expensive. Our approach avoids their use as it prevents the sparsity problem during the

construction of the network N1. In fact, in N1, a node is connected to at least another node through

an arc belonging to Ac and/or an arc belonging to Ar.

7.2 Community and outlier detection in social platforms
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Community detection in a social platform deals with analyzing its members to identify communi-

ties. From these investigations, it is possible to deduce the presence of outliers, which are members

considered anomalous due to their different behavior with respect to the one of the members of all

communities [36].

In the next subsections, we discuss the application of our approach first on a generic social platform

and then on Reddit. In the latter case, it allows the creation of new virtual subreddits from real ones.

7.2.1 Building new user communities and/or identifying outliers

Let USet be a set of users on whom we make no initial assumption about their membership in specific

communities or about the similarity of their interests. Let uh be a user of USet and let Ch be the

set of lemmatized comments she expressed in a past time interval. As for the length of this interval,

the same considerations seen in Section 7.1.1 can be applied. Performing the procedure seen in that

section, we can construct a CS-Net Nh, which represents the interests of uh as they emerge from Ch.
At this point, for each pair of users u1 and u2 belonging to USet, we can compute the semantic

similarity coefficient σ12 by applying the procedure described in Section 5. The knowledge of this

coefficient for each possible pair of users of USet gives us the possibility to apply on the users of USet

one clustering algorithm among those existing in literature, e.g. DBSCAN [33] that provides very

accurate results and allows us to identify outliers. The clusters thus defined allow us to build virtual

communities of users (one for each cluster) characterized by similar topics. In Reddit, they could be

exploited to build new subreddits.

Furthermore, the outliers thus identified would correspond to users with interests very far from

those of the other ones. They could become the “seeds” for new communities dealing with issues differ-

ent from those already existing (for instance, extremely innovative issues). In other circumstances, the

detection of outliers could allow the discovery of users with illegal interests (e.g., fanatics, terrorists,

etc.) to be reported to the police.

7.2.2 Building new subreddits and/or identifying outliers

Let SSet be a set of subreddits on which we make no initial assumptions about the similarity of the

interests of the users joining them. Let Sh be a subreddit of SSet, let PSeth be the set of its posts

and let Chk
be the set of comments corresponding to the post phk

∈ PSeth. Applying a procedure

similar to the one seen for the users of USet in Section 7.2.1, we can construct a CS-Net Nhk
that

represents the interests of people involved in phk
as they emerge from their past comments.

At this point, we can apply the approach described in the previous section to the resulting CS-

Nets. In this way, we can identify clusters of posts (perhaps belonging to different real subreddits) with

similar topics. These posts can be grouped into homogeneous virtual subreddits obtained from the

real ones. Each virtual subreddit thus obtained can be recommended to each user who had accessed at

least one post included in it. In this way, the information, knowledge and opinion exchange between

users belonging to different real communities and having similar interests are favored. These users

can look very favorably and enthusiastically at this cross-contamination process.
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Last, but not the least, the presence of outliers is an indicator of the existence of posts with contents

very different from those of the others. These posts could become the seeds of new subreddits, similarly

to what we have seen in the previous subsection.

7.2.3 Discussion

As reported in [36], various approaches for community detection in social networks have been proposed

in the literature. Among them, the most common are: (i) the approaches based on the DBSCAN

algorithm; (ii) those based on the extension of IoT techniques to Social Network Analysis; (iii) those

using the edge content; (iv) those using the arc weight; (v) those based on the Newman-Girvan

algorithm; (vi) those designed for a distributed environment in Web-Scale Networks; (vii) those based

on Bayesian networks and the Expectation Maximization techniques; (viii) those using graph mining;

(ix) those based on spectral clustering; (x) those using overlapping communities. Obviously, there is

not a method that is always better than another, but each of them has advantages and disadvantages,

as reported in [36].

Our approach can be seen as a hybrid one that brings together the features of edge content-based

approaches (which, in our case, would apply to arcs of type Ar) with those of weighted network-based

approaches (which, in our case, would apply to arcs of type Ac). It is intended to bring together the

strenghts of the two approaches while avoiding their weaknesses. In particular, as an edge content-

based approach, it provides a better supervision to the community detection process. Instead, as a

weighted network-based approach, it is able to perform community detection in an accurate way being

guided by weights.

Finally, our approach is modular and scalable because, depending on the circumstances, it is

possible to make one type of arc prevail over the other. In fact, if necessary, it is possible to completely

cancel the contribution of the arcs of Ac (resp., Ar), relying entirely on the arcs of Ar (resp., Ac).

8 Conclusion

In this paper, we have presented a data structure and a related approach for managing comment

semantics in a social platform. Our data structure is network-based and is capable of handling more

perspectives about content semantics. It is also easily extensible if additional perspectives are desired

in the future. Our approach is based on the mining of text patterns from comments. This activity is

carried out based not only on their frequency but also on their utility. The latter is expressed through

a utility function that can be chosen according to the reference scenario and the user’s needs. Our

approach is also able to compute the semantic similarity degree of two sets of comments.

We have also examined several possible applications of our approach, namely: the realization of

content-based and collaborative filtering recommender systems, the construction of new user commu-

nities and/or the identification of outliers. Finally, if applied on Reddit, our approach can also be

used for building new subreddits.

As for future work, we plan to extend our research efforts in several directions. First, we could

investigate the possibility of using our approach to build a system that autonomously identifies offensive

content of a certain type (cyberbullism, racism, etc.) in a set of comments (e.g., those of a certain
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user or community) on a social platform. To do so, we should first build a meaningful set of comments

with characteristics similar to the ones we want to identify and remove. Then, we should construct a

CS-Net Nc corresponding to these comments. At this point, given a new set Cn of comments, if the

corresponding CS-Net Nn has a very high semantic similarity degree with Nc, we can conclude that Cn
is offensive and should be removed. Extending the previous idea further, we might consider building

a virtual moderator. It could not only remove sets of offensive and inappropriate comments, but also

favor the most relevant ones to a certain post or comment. Furthermore, it could associate each user

with a reputation degree rewarding her when she publishes relevant comments and penalizing her

when she submits irrelevant or offensive ones.

A further interesting issue to investigate regards the evolution of CS-Nets over time. In fact, such

an analysis would allow us to identify new trends or topics that characterize a social platform.

Last, but not the least, we could use our approach in a sentiment analysis context. In fact,

in the literature, there are several studies on how people with anxiety, and/or psychological and

emotional disorders, write their posts or comments on social platforms. We could contribute to these

studies by considering a set of comments published by users with such characteristics, constructing the

corresponding CS-Nets and analyzing them in detail. We could also compare a CS-Net thus obtained

with “template CS-Nets”, representative of a certain emotional state, to possibly perform a suitable

classification.
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