UNIVERSITA POLITECNICA DELLE MARCHE
Repository ISTITUZIONALE

End-to-end integration of speech separation and voice activity detection for low-latency diarization of
telephone conversations

This is a pre print version of the following article:

Original

End-to-end integration of speech separation and voice activity detection for low-latency diarization of
telephone conversations / Morrone, Giovanni; Cornell, Samuele; Serafini, Luca; Zovato, Enrico; Brutti,
Alessio; Squartini, Stefano. - In: SPEECH COMMUNICATION. - ISSN 0167-6393. - ELETTRONICO. -
161:(2024), pp. 103081.1-103081.13. [10.1016/j.specom.2024.103081]

Availability:
This version is available at: 11566/330096 since: 2024-07-01T08:35:07Z

Publisher:

Published
DOI:10.1016/j.specom.2024.103081

Terms of use:

The terms and conditions for the reuse of this version of the manuscript are specified in the publishing policy. The use of
copyrighted works requires the consent of the rights’ holder (author or publisher). Works made available under a Creative Commons
license or a Publisher's custom-made license can be used according to the terms and conditions contained therein. See editor’s
website for further information and terms and conditions.

This item was downloaded from IRIS Universita Politecnica delle Marche (https://iris.univpm.it). When citing, please refer to the
published version.

(Article begins on next page)

21 December 2024



2303.12002v2 [eess.AS] 16 May 2024

arxXiv

End-to-End Integration of Speech Separation and Voice Activity
Detection for Low-Latency Diarization of Telephone Conversations

Giovanni Morrone®?*, Samuele Cornell?, Luca Serafini¢, Enrico Zovato?, Alessio Brutti® and

Stefano Squartini®

@Universita Politecnica delle Marche, Ancona, Italy
b Almawave S.p.A., Rome, Italy

“Fondazione Bruno Kessler, Trento, Italy

ARTICLE INFO

Keywords:

online speaker diarization
speech separation

end-to-end learning

overlapped speech
conversational telephone speech

ABSTRACT

Recent works show that speech separation guided diarization (SSGD) is an increasingly promising
direction, mainly thanks to the recent progress in speech separation. It performs diarization by
first separating the speakers and then applying voice activity detection (VAD) on each separated
stream. In this work we conduct an in-depth study of SSGD in the conversational telephone speech
(CTS) domain, focusing mainly on low-latency streaming diarization applications. We consider three
state-of-the-art speech separation (SSep) algorithms and study their performance both in online
and offline scenarios, considering non-causal and causal implementations as well as continuous
SSep (CSS) windowed inference. We compare different SSGD algorithms on two widely used CTS
datasets: CALLHOME and Fisher Corpus (Part 1 and 2) and evaluate both separation and diarization
performance. To improve performance, a novel, causal and computationally efficient leakage removal
algorithm is proposed, which significantly decreases false alarms. We also explore, for the first time,
fully end-to-end SSGD integration between SSep and VAD modules. Crucially, this enables fine-
tuning on real-world data for which oracle speakers sources are not available. In particular, our best
model achieves 8.8% DER on CALLHOME, which outperforms the current state-of-the-art end-to-
end neural diarization model, despite being trained on an order of magnitude less data and having
significantly lower latency, i.e., 0.1 vs. 1 seconds. Finally, we also show that the separated signals
can be readily used also for automatic speech recognition, reaching performance close to using oracle

sources in some configurations.

1. Introduction

Speaker diarization consists in identifying “who spoke
when” in an input audio, by segmenting it into speaker-
attributed regions (Anguera et al., 2012; Park et al., 2022)
that correspond to speakers’ utterances. It is an essential pre-
processing task in many applications, such as lectures, meet-
ings, live captioning, speaker-based indexing, telephone
calls, and doctor-patient conversations.

Historically, diarization has relied on clustering-based
methods, which have been widely investigated since the
90s, and have represented the de-facto standard approach
to diarization for many years. Recently, the invention of
end-to-end neural diarization (EEND) (Fujita et al., 2020)
has shown promising improvements in diarization accu-
racy, especially in the presence of overlapped speech, which
may constitute up to 20% of total speech in real conversa-
tions (Watanabe et al., 2020). Indeed, classical, clustering-
based systems are not able to handle overlapped speech
as clustering is usually applied on single-speaker embed-
dings extracted from short frames. In this case, overlap-
aware diarization can be performed using post-processing
strategies (Bullock et al., 2020; Raj et al., 2021b). There

*Corresponding author
(<] g.morrone@almawave.it (G. Morrone); s.cornell@m.univpm.it (S.
Cornell); 1.serafini@univpm.it (L. Serafini); enrico.zovato@pervoice.it
(E. Zovato); brutti@fbk.eu (A. Brutti); s.squartini@univpm.it (S.
Squartini)
ORCID(S): 0000-0003-2163-1779 (G. Morrone)

also exist methods such as target-speaker voice activity
detection (VAD) (Medennikov et al., 2020), region proposal
networks (Huang et al., 2020) and speech separation guided
diarization (SSGD) (Fang et al., 2021) that do not belong
to these two categories. In particular, SSGD performs di-
arization by combining speech separation (SSep) and VAD.
It is particularly appealing as separated sources could be
readily fed in input to an automatic speech recognition
(ASR) system (see Section 4.6).

The majority of the methods above only work offline and
thus are not suitable for streaming processing. The extension
from offline to online processing is way simpler for EEND.
Clustering-based systems consist of a pipeline of several
modules (i.e., voice activity detection, speaker embedding
extraction, clustering, etc). Each of these modules has to
be updated in order to work online. In contrast, end-to-
end methods can be easily adapted for online diarization
by employing a speaker-tracing buffer (STB) to store pre-
vious input-output pairs that can be exploited for online
inference (Xue et al., 2021a,b; Horiguchi et al., 2023). An
alternative strategy is to simply replace the neural archi-
tecture with another one that allows low-latency streaming
processing (Han et al., 2021). A similar approach, which is
the basis for this work, is proposed by Morrone et al. (2022a)
also for SSGD.

In this preliminary work, SSep and VAD models were
trained independently and combined together with no ad-
ditional training. Despite its simplicity, this approach only
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reaches a sub-optimal diarization performance. Addition-
ally, a major disadvantage is that the SSep module needs a
dataset in which oracle sources for the speakers are available.
This could lead to mismatched training-inference conditions
as in most real-world scenarios oracle speaker sources are
difficult to obtain (Subakan et al., 2022). In this paper, we
build upon this previous work (Morrone et al., 2022a) and
propose a fully end-to-end integration of the SSep and VAD
modules. This approach only requires diarization labels dur-
ing the fine-tuning stage and thus eliminates the need for
oracle speaker target sources. We show that the proposed
end-to-end strategy provides significant improvements on
two widely used datasets, i.e., Fisher Corpus (Cieri et al.,
2004) and CALLHOME (Przybocki and Alvin, 2001). These
reflect two different training vs. inference conditions: fully
matched and unmatched respectively. In particular, our best
online model outperforms the current state-of-the-art EEND
system on the 2-speaker subset of the CALLHOME dataset
despite having an order of magnitude lower latency, i.e., 0.1
vs 1 seconds. Moreover, we review and extend our previous
work (Morrone et al., 2022a) with additional analysis. The
other contributions with respect to the previous paper are
summarized below:

e We consider an additional more performing SSep
model, i.e., DPTNet (Chen et al., 2020a).

e We carry out an analysis of the effect of varying model
latency on diarization performance.

e Since separated sources are not provided in the CALL-
HOME dataset, we create a simulated version that
enables the adaptation of SSep models that further
reduces diarization errors.

e We thoroughly study the effect of the leakage removal
algorithm on both disjoint and end-to-end trained
SSGD.

In the next subsection we report a brief summary of
the diarization state-of-the-art. In Section 2 we provide a
description of the SSGD framework. The experimental setup
is shown in Section 3. Experiments and results are reported
in Section 4. Finally, we draw the conclusions in Section 5.

1.1. Related Works

The conventional clustering-based diarization approach
is typically a cascade of three tasks: voice activity detection,
speaker embedding extraction from speech segments and
clustering of the embeddings. Previous works constantly im-
prove the overall performance by developing better methods
for one or more tasks. Several papers focus on the develop-
ment of better speaker embeddings extractors (Dehak et al.,
2010; Garcia-Romero et al., 2017; Desplanques et al., 2020;
Xiao et al., 2021; Koluguri et al., 2022). In contrast, in Park
et al. (2019), Singh and Ganapathy (2021) and Landini et al.
(2022) different clustering algorithms are proposed. Con-
ventional clustering algorithms can only handle correctly
single-speaker segments, thus overlapped speech is usually

missed out or incorrectly labeled. To deal with overlapped
speech, recent works extend the standard pipeline with over-
lap assignment techniques (Bullock et al., 2020; Raj et al.,
2021b; Jung et al., 2021). These methods need accurate
overlap detection, which is often hard to train. Furthermore,
embedding extractors trained on single-speaker utterances
may not be reliable for overlapping segments, resulting in
speaker confusion errors (Raj et al., 2021b).

Recently, deep learning methods are employed for end-
to-end neural diarization (EEND) approaches. A major ad-
vantage of EEND is that they are able to deal with overlapped
speech without any modification. The first EEND methods
perform diarization as a simple multi-speaker voice activity
detection (VAD) problem, in which each output represents
a different speaker’s speech activity. EEND systems can
employ different neural architectures, such as bidirectional
long-short memory (Fujita et al., 2019a) and self-attention
(SA-EEND) (Fujita et al., 2019b). EEND-based systems are
trained directly to perform diarization using permutation
invariant training (PIT) (Kolbek et al., 2017) as the diariza-
tion problem is inherently permutation-invariant without
any a-priori information. With enough training data, end-
to-end approaches have been shown to outperform current
state-of-the-art clustering-based systems (Horiguchi et al.,
2021c). Contrary to clustering-based approaches, the maxi-
mum number of total speakers is fixed in the aforementioned
EEND architectures. Additionally, end-to-end systems need
to process the entire input signal during inference, resulting
in significant memory consumption for long recordings (e.g.,
>10 minutes). Chunk-wise processing can help but is not
viable as it leads to speaker label permutation across chunks
due to PIT. Horiguchi et al. (2020) solves the first problem by
extending the basic EEND with an auto-regressive encoder-
decoder (EEND-EDA) architecture. The second issue is
generally addressed by combining clustering and EEND. In
Horiguchi et al. (2021a) EEND is exploited to refine the
results of a clustering-based algorithm. Bredin and Laurent
(2021) proposes a speaker segmentation model inspired by
EEND to perform overlap-aware resegmentation in a con-
ventional diarization pipeline. However, these approaches
result in more complex systems in contrast to the simplicity
of fully end-to-end architectures. A tighter integration of
EEND and clustering, i.e., EEND-vector clustering (EEND-
VC), is proposed in Kinoshita et al. (2021a,b). It performs
chunk-wise processing to ensure that a given maximum
number of active speakers can be present in each chunk (e.g.,
2 or 3). The original EEND is modified to output global
speaker embeddings that are aggregated across chunks using
a constrained clustering algorithm. This method can both
deal with an arbitrary number of speakers and solve the inter-
chunk speaker permutation problem. An approach similar to
EEND-VC, named EEND with global and local attractors
(EEND-GLA), is proposed in Horiguchi et al. (2021b) which
combines EEND-EDA and unsupervised clustering to deal
with cases where the number of speakers appearing during
inference is higher than that during training. Another system
(Zeghidour et al., 2021) employs a different architecture that
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iteratively builds embeddings for each speaker which are
exploited to condition a VAD module.

An alternative framework to deal with overlapped speech
is continuous speech separation (CSS) (Chen et al., 2020b;
Morrone et al., 2022b). CSS extends PIT-based SSep to
long recording scenarios, by applying separation in a chunk-
wise manner, where each chunk is assumed to contain a
fixed number of speakers (usually 2-3). Since the underlying
separator is trained via a PIT objective, output permutation
consistency between chunks is not guaranteed. CSS solves
this problem by performing overlapping inference (i.e., using
strides shorter than chunk sizes) and reordering adjacent
chunks based on a similarity measure over the portion in
which they overlap. Several recent works have proposed
diarization systems inspired by CSS. In Raj et al. (2021a)
and Xiao et al. (2021) separation is done in windowed
segments. In this case, speaker permutation is addressed
by applying a diarization method (e.g., clustering-based)
across the separated audio streams. On the other hand, Fang
et al. (2021) proposes speech separation guided diarization
(SSGD), where diarization is performed by first separating
the input mixture and applying a conventional VAD to detect
speech segments in each channel. In Morrone et al. (2022a),
we improve the SSGD architecture using a neural-based
VAD and a novel post-processing algorithm that removes the
channel leakage generated by separation. In addition, SSGD
is adapted to allow online inference employing causal SSep
and VAD models.

All the aforementioned approaches, with the exception
of Morrone et al. (2022a), are not suitable for streaming ap-
plications (e.g., live captioning) as they only work offline. To
deal with online processing, Xue et al. (2021b) extends the
SA-EEND with an STB mechanism. Inference is performed
on short chunks and the speaker permutation information
is selected from input-output pairs of previous frames and
stored in a buffer. The permutation ambiguity is solved using
the buffered frames to condition the output of the current
chunk. Xue et al. (2021a) and Horiguchi et al. (2023) propose
similar STB-based extensions for EEND-EDA and EEND-
GLA, respectively. Instead, Han et al. (2021) improves the
online EEND-EDA using chunk-level recurrence to process
the chunk hidden states making the model complexity linear
in time. Coria et al. (2021) designs a different approach
that combines the use of EEND with an x-vector extractor
and online clustering. The EEND model is used to gate the
representation before the x-vector statistical pooling layer, to
extract per-speaker embeddings even in overlap regions.

2. SSGD Framework

Our SSGD pipeline is shown in Fig. 1 and consists of
three modules: speech separation, voice activity detection
and leakage removal. The system is fed with a single-channel
mixed audio input, denoted Y € R>T where T is the
number of audio samples.

input mixture .
speech separation module

___________________________________________________

Css framlng CSs stltchlng '
(optional)

E i > (optional) |
' :I N “’ separator —)% '
5 — %

VAD Ieakage
removal

estimated sources

diarization output

Figure 1: General diagram of the SSGD method.

2.1. Speech Separation Module

In our experiments we employ causal separation models
as SSep modules (i.e., Conv-TasNet (Luo and Mesgarani,
2019), DPTNet (Chen et al., 2020a) and DPRNN (Luo et al.,
2020)). A streaming modified version of DPTNet is attained
in this work by simply masking the future frames in each
self-attention layer in the inter-processing blocks, with the
rest being equal to causal DPRNN (DPTNet is identical to
DPRNN except for self-attention layers).

To compare the proposed SSGD with both clustering-
based and EEND state-of-the-art offline systems, we also
experiment with non-causal SSep models. Additionally, we
consider the use of CSS with non-causal SSep models. In
such a configuration, the latency of these models is tied
to the CSS window size and thus making offline SSep
models suitable for streaming inference. We do not apply
CSS in causal SSep models as they do not require chunk-
wise processing to work online.

CSS is composed of three stages: framing, separation
and stitching. In the framing stage, a windowing operation
splits Y into I overlapped frames Y; € R>XW i=1,..,1,
with I = [%], where W and H are the window and hop
sizes, respectively. Each frame Y; is fed to the separator,
which generates C separated output frames Q; € RV,
C is the maximum number of speakers in each frame. In
this work, C is fixed to 2 as it is a common assumption
for telephone conversations. The output channels could be
misaligned due to permutation-free training. The stitching
module solves the permutation ambiguity by aligning the
channels of two consecutive separated outputs O; and O, ;.
The correct alignment is estimated according to the cross-
correlation between the overlapped portion of the consec-
utive frames. Finally, the aligned outputs are merged into
the final output stream X € RXT by using an overlap-add
method with Hanning window.

2.2. Voice Activity Detection Module

The VAD module is fed with the estimated separated
sources and detects active speech segments. VAD is ap-
plied on each separated source f(f independently and the
outputs are combined to produce the diarization output. We
investigate the use of two different models: an energy-based
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conventional VAD (Landini et al., 2021) and a neural-
based VAD which employs a temporal convolutional net-
work (TCN) (Bai et al., 2018), as proposed in Cornell et al.
(2022). The first method does not require additional training,
whilst the latter is data driven.

2.3. Leakage Removal Module

State-of-the-art SSep models have reached impressive
performance when tested on short fully overlapped utter-
ances (Wang and Chen, 2018). However, such models could
generate channel leakage in sparsely overlapped conversa-
tional speech when only one speaker is active (Xiao et al.,
2021). Thus, the VAD module can detect as speech the
“leaked” segments. This negatively affects the diarization
output by introducing false alarm errors. We propose a
lightweight post-processing algorithm to mitigate this prob-
lem. It does not introduce additional latency and has very lit-
tle impact on separation quality, missed speech and speaker
confusion errors.

The leakage removal post-processing algorithm is sum-
marized in Algorithm 1. The algorithm is fed with an input
mixture Y and two estimated sources X! which are split into
disjoint segments Y 4, X;, Xf, of length L. For each segment,
we compute the Scale-Invariant Signal-to-Distortion Ratios
(SI-SDR) (Le Roux et al., 2019) s},, si between segments
of every source x!, X? with the associated segment Y, of
input mixture. A leaked segment is detected when both s},,

s?, are above a threshold 7,.. In the SSGD framework leakage
is removed by filling with zeros the segments with lower
SI-SDR. Then, the post-processed estimated sources f(g are
passed as input to the following VAD module.

Algorithm 1 Leakage Removal
Input: Y,~X1,~X2, T,L,t,,
Output: X}, X3
X! « X, X2 < X2
fori <~ OtoT by L do
sLL « SI-SDR(Y[i:i+L], X'[i:i+L])
sf, « SI-SDR(Y[i:i+L], X2[i:i+L])
if s} >1 tor aznd 57 > t,, then
if s ¢Sy then
| X2[ii+L] < 0
else
| XLli:i+L] <0

2.4. End-to-End Training

In our previous work (Morrone et al., 2022a) diarization
is performed by cascading the SSep, leakage removal and
VAD modules. In such a case, the SSep and VAD models
are trained independently. We refer to this configuration as
disjoint SSGD.

In the end-to-end SSGD SSep and VAD are jointly
optimized, while removing the leakage removal during train-
ing. The SSep and VAD modules are initialized with the

parameters of the disjoint SSGD and fine-tuned following
two methods. In the first approach, i.e., VAD fine-tuning,
we freeze the SSep model and only optimize the VAD
parameters. Instead, in the SSep+VAD fine-tuning method
all parameters are optimized jointly.

Also for end-to-end fine-tuned SSGD systems we apply
the proposed leakage removal post-processing algorithm.
However, for end-to-end SSGD we apply the masking di-
rectly on the VAD output to avoid changing the distribution
of estimated sources. This is because we found that doing
so could degrade the VAD performance after end-to-end
adaptation, since it was fine-tuned on the output of the SSep
module.

3. Experimental Setup

3.1. Datasets

Because the focus of our work is on the CTS sce-
nario, we use the Fisher Corpus Part 1 and Part 2 (Cieri
et al., 2004) for both training and test purposes. The whole
Fisher consists of 11699 telephone conversations between
two participants, totaling approximately 1960 hours of En-
glish speech sampled at 8 kHz. The amount of overlapped
speech is around 14% of the total speech duration. Since
separated signals for the two speaker are provided, we can
use this dataset to train and evaluate a separation model
using common metrics as the SI-SDR improvement (SI-
SDRi) (Le Roux et al., 2019). We split the data in 11577,
61 and 61 conversations for training, validation and test
sets respectively, assuring that there is no overlap between
speaker identities.

In addition, we generate a simulated fully-overlapped
version of Fisher for the purpose of pre-training the SSep
models, as done in Morrone et al. (2022b). This portion is
derived from the training set and amounts to 30000 mixtures
for a total of 44 hours.

To compare with state-of-the-art EEND methods, we
also evaluate the proposed algorithms on the portion of the
2000 NIST SRE (Przybocki and Alvin, 2001) denoted as
CALLHOME. 1t consists of real telephone conversations in
multiple languages. We use the same 2-speaker subset of
CALLHOME and the adaptation/test split proposed in Fujita
et al. (2019a). In this case, the amount of overlapped speech
is around 13% of the total speech duration.

Since separated sources are not available for CALL-
HOME, we create simulated conversations which are used
to adapt SSep models to CALLHOME data. We exploit
the provided annotations to extract single-speaker segments
from recordings taken by the original adaptation set, discard-
ing segments shorter than 0.1 s. Then, the extracted segments
are combined to mimic real-world conversational scenarios
similar to SparseLibriMix (Cosentino et al., 2020). Each
conversation is created by alternately picking utterances
from the two speakers, until a total minimum length of 30
s is reached. To increase variability, we also mix speakers
belonging to different recordings. With this procedure, we
generate an additional training and validation sets of 3000
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(27.3 h) and 500 (4.5 h) examples, respectively. In this case,
speakers overlap approximately 16% of the time.

3.2. Architecture, Training and Inference Details

We experiment with SSep architectures both in online
and offline settings. In particular, we consider 3 differ-
ent SSep models: Conv-TasNet, DPTNet and DPRNN. For
Conv-TasNet we employ the best hyperparameter configu-
ration proposed by Luo and Mesgarani (2019). Instead, for
DPRNN and DPTNet we use the hyperparameters proposed
in Luo et al. (2020) and Chen et al. (2020a), respectively,
with some changes. The kernel size for encoder/decoder
is increased to 16 to reduce memory consumption. The
chunk and hop sizes are set to 100 and 50 (i.e., 50% over-
lap). In addition, the global layer normalization is replaced
with standard layer normalization for online/causal models.
We use the implementations available through the Asteroid
toolkit (Pariente et al., 2020). We pre-train SSep models
on the simulated fully overlapped Fisher maximizing the
SI-SDR function. We observed that the SSep pre-training
converged much faster compared to training from scratch on
real data. We use Adam optimizer (Kingma and Ba, 2015),
batch size 4 and learning rate 1073, We clip gradients with
I, norm greater than 5. Then, we fine-tune each SSep model
on 60 s long random segments from real Fisher recording
using a batch size of 1 and reducing the learning rate to
10~*. For Conv-TasNet and DPRNN, learning rate is halved
whether SI-SDR does not improve on the validation set for
10 consecutive epochs. For DPTNet, we employ the learning
rate scheduler used in Chen et al. (2020a) with k; = 1,
ky = 4107, dypq = 64, and warmup_n = 5n,,,.p,
where n,,,.;, is the number of training steps performed in a
single epoch. If no improvement is observed for 20 epochs on
validation, training is stopped. For the CALLHOME dataset,
the separators are adapted on the simulated CALLHOME
using the same hyperparameters of the fine-tuned models,
except for the length of training segments which is set to 30 s.

We employ the TCN-based causal VAD proposed by
Cornell et al. (2022). The latency of the VAD is set to 0.1
s, as the hop size of the log-Mel filterbanks input features.
This model is trained on the original Fisher Part 1, using each
speaker source separately, to classify speech vs. non-speech
for each input frame. We use the following weighted binary
cross-entropy loss:

N
1 N A
Lot =~ ; Ay 5,-10g(3,)+ (1 =s,)-log(1=3,). (1)

where N, n, s, and §, are the total number of frames,
the frame index, the target speech/non-speech label and the
estimated speech probability, respectively. 4, is a parameter
that is adjusted according to training data distribution. We
set it to 0.9 for all experiments.

The VAD is trained on 2 s long segments and the batch
size is set to 256. We employ the same optimizer, learning
rate scheduler, gradient clipping and early stopping policy
used for Conv-TasNet and DPRNN. At inference the VAD
is applied on estimated separated sources independently.

For each frame, the VAD predictions above a threshold ¢,
are labeled as speech. Then, the thresholded predictions are
smoothed using a median filter and segments shorter than
a threshold 7, are removed to mitigate false alarm errors.
The median filter length, 7, and ¢, parameters are tuned
on the Fisher validation set for each SSGD architecture.
Likewise, these parameters are tuned on the CALLHOME
adaptation set for CALLHOME models. The threshold z,,
and the segment length L of the leakage removal algorithm
are tuned manually and set to 3 and 0.1 s, respectively, to not
affect the latency of the VAD.

The end-to-end models (i.e., VAD and SSep+VAD fine-
tuning) are trained with the same hyperparameters above,
except for the initial learning rate which is set to 1075, The
SSep module is initialized with the model trained on real
Fisher and simulated CALLHOME when fine-tuned with
Fisher and CALLHOME, respectively. Instead, we initialize
the VAD with the model pre-trained on Fisher for both
datasets. Finally, all models are fine-tuned using the real
datasets to minimize the loss £, (cfr. Equation 1).

4. Experiments and Results

Diarization performance is evaluated in terms of di-
arization error rate (DER) on Fisher and CALLHOME test
sets. Following Fujita et al. (2019b), we consider overlapped
speech and use a start and end-point collar tolerance of 0.25
s (i.e., fair evaluation setup). Moreover, we also report the
DERs without collar tolerance (i.e., full evaluation setup)
obtained by end-to-end training strategies. The evaluation is
carried out using the standard NIST md-eval' (version 22)
scoring tool. Since oracle sources are available for the Fisher
test set, we also measure the separation capability using the
SI-SDRi metric (e Roux et al., 2019).

4.1. Online Diarization
4.1.1. Disjoint SSGD

The results for online disjoint SSGD (i.e., SSep and
VAD are trained separately) diarization models on Fisher
are reported in Table 1. Results for CALLHOME are shown
in Table 2. In this case, we do not fine-tune neither SSep
nor VAD on CALLHOME data. Oracle sources refer to
SSGD with oracle SSep, thus with error coming only from
the VAD module. Note that oracle evaluation is missing for
CALLHOME, as separated sources are not available. We
also show the results of EEND on the CALLHOME test set,
as reported in their respective original works.

The comparison between the TCN VAD and the energy-
based one highlights that, as expected, the former performs
overall better. The difference however is not major, high-
lighting the fact that, if the separator performs well a simple
VAD may be sufficient in some instances.

The separation capability of the Conv-TasNet model was
very poor, generating large false alarm errors. Indeed, it
is limited by its short receptive fields, i.e., ~1.5 s, which
prevents it to learn long term dependencies. Such a problem

1https ://github.com/usnistgov/SCTK

Morrone et al.: Preprint submitted to Elsevier

Page 5 of 13


https://github.com/usnistgov/SCTK

End-to-End Integration of Speech Separation and Voice Activity
Detection for Low-Latency Diarization of Telephone Conversations

Method | VAD | Leakage Removal | Latency (s) | SI-SDRi MS FA  SC DER
Oracle sources 00 7.3 1.8 0.1 9.2
Conv-TasNet Ener X 0.01 8.9 95 269 16 38.0
DPTNet erey 0.1 216 75 26 08 106
DPRNN 0.1 22.7 7.5 1.7 0.8 10.0
Oracle sources 00 35 1.8 0.1 5.3
Conv-TasNet TCN X 0.01 8.9 74 309 5.3 43.6
DPTNet 0.1 21.6 43 3.2 0.6 8.0
DPRNN 0.1 22.7 33 35 0.7 7.5
Conv-TasNet 0.01 5.9 77 43 133 253
DPTNet TCN v 0.1 21.2 4.1 2.2 1.1 7.3
DPRNN 0.1 22.3 3.7 2.6 0.8 7.1

Table 1

Disjoint SSGD: speech separation and diarization results on the Fisher test set in the online scenario. Separation is assessed using
the SI-SDR (dB) improvements over the input mixtures. Diarization is assessed using diarization error rate (DER), missed speech
(MS), false alarm (FA) and speaker confusion errors (SC). Algorithmic latency is reported in seconds. The best results among

the proposed techniques are shown in bold.

Method | VAD | Leakage Removal | Latency (s) | MS FA  SC DER
SA-EEND w/STB (Xue et al., 2021b) 1 12,5
BW-EDA-EEND (Han et al., 2021) n.a. n.a. 10 11.8
SA-EEND-EDA w/STB (Xue et al., 2021a) 10 10.0
EEND-GLA w/BW-STB (Horiguchi et al., 2023) 1 9.0
Conv-TasNet 0.01 74 353 3.0 457
DPTNet Energy X 0.1 5.5 6.3 0.8 126
DPRNN 0.1 57 52 18 127
Conv-TasNet 0.01 122 362 51 534
DPTNet TCN X 0.1 6.6 45 0.6 117
DPRNN 0.1 59 38 17 116
Conv-TasNet 0.01 132 63 13.0 325
DPTNet TCN v 0.1 6.3 26 12 10.0
DPRNN 0.1 6.8 2.2 2.2 11.2
Table 2

Disjoint SSGD: diarization results on the CALLHOME test set in the online scenario. Diarization is assessed using diarization
error rate (DER), missed speech (MS), false alarm (FA) and speaker confusion errors (SC). Latency of the system is reported in
seconds. The best results among proposed techniques are shown in bold, and among EEND methods are underlined.

is solved by the DPRNN and DPTNet which can track the
speakers for much longer due to LSTMs (coupled with self-
attention in DPTNet) in the inter-block. This leads to much
better diarization results. These two models reached similar
performance on Fisher, whereas DPTNet performed better
on CALLHOME when used in conjunction with leakage
removal.

Crucially, the proposed leakage removal post-processing
consistently improved diarization performance for all SSep
models. We observed the major benefits when leakage re-
moval is used with the TCN-based VAD. Indeed, since it
is trained on real Fisher data and not on the output of the
separators (disjoint training), it is prone to classify channel
leakage as active speech. For Conv-TasNet, the DER was
reduced by 42.0% and 39.1% on Fisher and CALLHOME,
respectively. However, the diarization accuracy remained
relatively low due to poor separation capability. For DPTNet

and DPRNN, the leakage removal almost halved the false
alarm errors. We observed a larger improvement with DPT-
Net as the DER is reduced by 8.8% and 14.5%, as opposed
to DPRNN for which the DER improved by 5.3% and 3.4%
on Fisher and CALLHOME, respectively.

As a comparison, the current best performing online
system on the CALLHOME dataset (i.e., EEND-GLA with
block-wise speaker tracing buffer (Horiguchi et al., 2023))
obtains 9.0% DER, which is slightly better than ours but is
obtained with higher latency of 1 s. Our approach works with
alatency of 0.1 s, making it appealing for applications where
strict real-time requirements are very important (e.g., real-
time captioning).

4.1.2. End-to-End SSGD
We focus on the DPRNN-based architecture as it per-
forms best on the Fisher dataset. Additionally, we observed
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Method | Online | si-sDRi Fair Eval Full Eval.

MS FA SC DER MS FA SC DER
Oracle sources ‘ n.a. ‘ S 35 18 01 53 70 41 03 115
Disjoint SSGD w/LR 22.3 3.7 26 0.8 7.1 73 51 11 135
VAD fine-tuning 22.7 39 16 0.7 6.2 77 36 08 121
VAD fine-tuning w/LR v 22.7 53 09 0.9 7.1 108 23 1.0 14.0
SSep+VAD fine-tuning 14.9 19 16 07 4.2 43 35 07 85
SSep+VAD fine-tuning w/LR 14.9 21 14 07 4.2 39 41 0.7 8.7
Disjoint SSGD w/LR 22.8 39 20 0.2 6.1 77 41 05 122
VAD fine-tuning 23.2 40 13 0.1 5.4 80 33 03 117
VAD fine-tuning w/LR X 23.2 57 0.8 0.1 6.7 11.8 2.2 04 144
SSep+VAD fine-tuning 17.7 31 09 02 41 55 27 0.2 84
SSep+VAD fine-tuning w/LR 17.7 32 08 0.2 4.2 58 25 0.2 8.6

Table 3

End-to-end SSGD: separation and diarization results on the Fisher test set. The best

shown in bold.

results among proposed techniques are

Method ‘ Online ‘ Fair Eval. Full Eval.

| |MS FA SC DER MS FA SC DER
Disjoint SSGD w/LR 68 22 22 112 9.8 106 3.1 236
Disjoint SSGD w/LR (sim-CH adapt.) 67 22 06 95 65 112 15 221
VAD fine-tuning v 6.8 23 0.6 9.8 109 69 13 19.1
VAD fine-tuning w/LR 76 15 038 9.8 125 53 15 193
SSep+VAD fine-tuning 63 21 04 8.8 8.8 70 0.7 16.5
SSep+VAD fine-tuning w/LR 65 19 04 8.8 9.3 6.5 08 16.6
Disjoint SSGD w/LR 62 26 15 102 85 121 23 229
Disjoint SSGD w/LR (sim-CH adapt.) 56 29 08 93 77 129 15 221
VAD fine-tuning X 72 21 10 102 113 6.2 1.6 19.1
VAD fine-tuning w/LR 76 13 12 100 123 50 18 191
SSep+VAD fine-tuning 65 20 07 9.2 9.2 62 1.0 164
SSep+VAD fine-tuning w/LR 67 18 07 9.2 98 57 1.0 16.6

Table 4

End-to-end SSGD: diarization results on the CALLHOME test set.

bold.

that the adaptation of DPRNN on simulated CALLHOME is
more stable compared to other separators (i.e., Conv-TasNet
and DPTNet) leading to better final performance on the real
CALLHOME test set.

We experiment with different adaptation and end-to-
end training strategies. Contrary to what we have reported
for disjoint SSGD models, we also report here the full
evaluation (no collar evaluation) as it can provide a better
estimation of segmentation accuracy.

Table 3 reports the results on the Fisher test set. The two
fine-tuning strategies provided meaningful improvements
over the online disjoint SSGD with leakage removal. In
particular, the VAD and SSep+VAD fine-tuning strategies
reduced the fair/full DER by 12.7/10.3% and 40.8/37.0%,
respectively. Both approaches helped a lot to reduce FA er-
rors. In these cases, the use of the leakage removal algorithm
was not useful. It even degraded the performances when
used with the VAD fine-tuning. Note that the SSep+VAD
fine-tuning strategies also outperformed the evaluation with

The best results among proposed techniques are shown in

oracle sources, meaning that the model was able to estimate
“custom” separated sources which resulted in better diariza-
tion outputs. The significant improvement in diarization
performance was obtained at the cost of lowering separation
performance which however still remains acceptable.

The results on the CALLHOME test set are shown in
Table 4. The adaptation of the separator on the simulated
CALLHOME was very effective to reduce SC errors and
then the overall DER. As such, we apply all the end-to-end
strategies starting from this SSGD adapted on the simulated
CALLHOME. The VAD fine-tuning only improved with the
full evaluation. Instead, the SSep+VAD fine-tuning reduced
the fair/full DER by 7.3/24.9% over the adapted disjoint
SSGD.

To the best of our knowledge, the SSep+VAD ap-
proach fair evaluation outperformed all online state-of-the-
art EEND methods on the 2-speaker CALLHOME test
set with significantly lower latency, i.e., 0.1 vs 1 or 10 s.
Additionally, the SSGD is trained using a dataset of ~1900
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Method | VAD | Leakage Removal | SI-SDRi MS FA SC DER
VBx (Landini et al., 2022) TCN 100 03 05 108
VBx (Landini et al., 2022) Kaldi 89 04 09 102
+ Overlap assignment (Bullock et al., 2020) | Kaldi n.a. n.a. 44 21 09 74
Spectral clustering (Park et al., 2019) Kaldi 89 04 02 95
+ Overlap assignment (Raj et al., 2021b) Kaldi 52 20 02 74
Oracle sources 0 73 18 01 92
Conv-TasNet Ener X 20.1 76 41 09 127
DPTNet erey 22 75 21 04 100
DPRNN 23.2 75 16 02 93
Oracle sources © 35 18 01 53
Conv-TasNet 20.1 41 52 07 100
DPTNet TCN X 22.2 48 24 01 73
DPRNN 23.2 34 31 01 6.5
Conv-TasNet 19.7 49 13 16 79
DPTNet TCN v 21.9 55 14 01 7.0
DPRNN 22.8 39 20 0.2 6.1
Table 5
Disjoint SSGD: speech separation and diarization results on the Fisher test set in the offline scenario. The best results among

proposed techniques are shown in bold, and among baselines are underlined.

Method | VAD | Leakage Removal | MS FA SC DER
VBx (Landini et al., 2022) TCN 73 19 31 123
VBx (Landini et al., 2022) Kaldi 83 09 26 117

+ Overlap assignment (Bullock et al., 2020) | Kaldi 53 25 24 103
Spectral clustering (Park et al., 2019) Kaldi 83 09 53 145

+ Overlap assignment (Raj et al., 2021b) Kaldi n.a. 57 27 58 141
SA-EEND (Fujita et al., 2019b) n.a. 9.5
SA-EEND-EDA (Horiguchi et al., 2020) n.a. 8.1
EEND + VC (Kinoshita et al., 2021b) n.a. 40 24 05 70
EEND-GLA (Horiguchi et al., 2021b) n.a. 6.9
DIVE (Zeghidour et al., 2021) n.a. 6.7
Conv-TasNet 55 47 07 109
DPTNet Energy X 54 53 04 111
DPRNN 55 52 09 116
Conv-TasNet 65 44 05 11.4
DPTNet TCN X 70 33 04 107
DPRNN 65 40 07 112
Conv-TasNet 6.1 26 09 96
DPTNet TCN v 63 24 08 95
DPRNN 6.2 26 15 102

Table 6

Disjoint SSGD: diarization results on the CALLHOME test set in the offline scenario. The best results among proposed techniques
are shown in bold, and among baselines/EEND methods are underlined.

hours of speech, which is about 5x smaller than the ones
used to train the state-of-the-art EEND models (i.e., ~10000
hours).

4.2. Offline Diarization

We compare the offline SSGD with both clustering-
based and EEND methods. As clustering-based baselines we
use VBx (Landini et al., 2022) and spectral clustering (Park
et al., 2019), along with their overlap-aware counterparts

(Bullock et al., 2020; Raj et al., 2021b). In this case, we use
the publicly available Kaldi ASpIRE VAD (Peddinti et al.,
2015) model?. For overlap detection, we fine-tune the Pyan-
note (Bredin et al., 2020) segmentation model® on the full
CALLHOME adaptation set. We tune the hyperparameters
for each aforementioned module on the associated validation
sets. To perform a fair comparison, we also tested the use

2I'wttps ://kaldi-asr.org/models/m4
3https ://huggingface.co/pyannote/segmentation
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Figure 2: Separation and diarization results on the test sets with different CSS windows. The overlap between windows is set to
50%. The results are obtained with the disjoint SSGD model (DPRNN+TCN+Leakage removal).

of the TCN-based VAD in the VBx system, which however
led to lower performance. For CALLHOME, we also report
diarization errors of state-of-the-art EEND systems, as done
in Table 2.

The results for the offline setting are reported in Tables 5
and 6 for Fisher and CALLHOME, respectively.

Regarding separation performance (SI-SDRi), we can
see that the offline DPTNet and DPRNN slightly outper-
formed their online counterparts. The offline Conv-TasNet
was able to obtain good separation capability, resulting in
diarization performances similar the DPTNet and DPRNN
for CALLHOME. Here, the use of non-causal convolutions
and global layer normalization allows the model to track
correctly the speakers. However, the dual-path SSep meth-
ods outperformed Conv-TasNet on the Fisher test set on all
metrics. The overlap-aware VBx resulted the best among
the clustering-based baselines, which were all surpassed
by our best SSGD systems on the two test sets. Regard-
ing separation performance (SI-SDR1i), the offline DPRNN
and DPTNet slightly outperformed their online counterparts
which confirmed that both dual-path SSep online models are
very effective when only past context is available.

As in the online setting, the TCN VAD outperformed
the energy-based one and the proposed leakage removal
algorithm continued to be useful.

Regarding the proposed adaptation and end-to-end train-
ing methods, we can make similar considerations with re-
spect to the online scenario (cfr. Section 4.1.2).

For the CALLHOME data, the best performing offline
model is comparable with SA-EEND (Fujita et al., 2019b),
although it is not competitive with the current best perform-
ing approaches (Kinoshita et al., 2021b; Zeghidour et al.,
2021; Horiguchi et al., 2021b), making it less attractive
for offline applications. However, it can be a cost-effective
solution as the separated signals can be readily used in
downstream applications such as ASR. We will show this
in Section 4.6.

4.3. CSS Window Analysis

The CSS framework allows the processing of arbitrar-
ily long inputs using chunk-wise processing. We can also
exploit CSS to reduce latency of a non-causal SSep model
to the CSS window length. In this way, we implement an
alternative approach to perform online diarization which
employs an offline SSep model in an SSGD framework.

For our purposes, we consider the offline DPRNN-based
disjoint SSGD with leakage removal from Table 5 to analyze
how varying CSS windows size affects diarization perfor-
mance.

The results are shown in Fig. 2 for both datasets. Gener-
ally, we observed that the main source of error came from
speaker confusion which consistently decreased for larger
CSS windows, while missed speech and false alarm error
rates remained approximately constant. In the presence of
longer input recordings the CSS benefited from using longer
windows to reduce errors in computing the correct permu-
tation across frames during the stitching stage. Indeed, the
correct permutation is computed on the overlapped portion
using the cross-correlation, which is more reliable when
computed on larger segments. The performances were close
to the offline ones for windows larger than 60 and 30 s for
Fisher and CALLHOME, respectively. The different slope
of DER curves in Fig. 2a and 2b is due to the different
average recording duration, which is 10 minutes and 72 s
for Fisher and CALLHOME, respectively. This finding also
suggests a parallelization strategy for offline CSS. Indeed,
using shorter windows (e.g., 30 or 60 s) results in a lower
memory footprint and higher inference speed-ups without
affecting separation and diarization capabilities.

Compared to the online SSGD approach with causal
SSep (Sec. 4.1), the CSS framework requires higher latency
to obtain the same performance (i.e. 0.1 vs 30/60 s). On the
other hand, it could be an appropriate option in applications
in which a lower memory footprint and better ASR accuracy
are important requirements rather than low latency, espe-
cially for very long recordings (e.g., > 10 minutes).
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with the online DPTNet-based SSGD by varying latency.
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Figure 4: Diarization results of the disjoint SSGD with and without leakage removal on the test sets by varying VAD threshold.

4.4. Latency Analysis with DPTNet

We employ the online DPTNet-based SSGD to study
how diarization performance changes by varying model
latency from 0.1 to 5 s using the inter-chunk self-attention
layers. In this way, the additional latency allows the separator
to exploit more future context which may improve separation
and diarization capabilities. We do not experiment with the
online DPRNN-based model as it is not possible to mod-
ify latency while keeping the same hyper-parameters (e.g.,
intra-chunk size) thus performing a fair analysis. The results
are shown in Fig. 3. For both Fisher and CALLHOME test
sets, there is not a clear trend meaning that DPTNet is not
able to take much advantage of more future information
at least till 5 s lookahead. For this reason, it is always
convenient to use the model with the lowest latency (i.e., 0.1
s) or the full offline system when streaming processing is not
required.

4.5. Leakage Removal Analysis

We perform a study in order to analyze the effect of
the leakage removal algorithm on disjoint and end-to-end
SSGD. In particular, we employ the same DPRNN-based
model by varying the VAD threshold 7,,.

Fig. 4 shows the results of the disjoint SSGD on the
Fisher and CALLHOME datasets. As expected, lower thresh-
olds generated higher FA and lower MS errors, whilst
higher thresholds produced the opposite behavior (i.e., lower
FA and higher MS). On the other hand, SC remained
roughly constant. The use of leakage removal consistently
reduced DER and FA when the VAD threshold is below
a value depending on the dataset. When the threshold is
above that value, FA errors are very close to zero and the
higher degradation of MS resulted in higher DER. On the
CALLHOME dataset, the leakage removal algorithm was
way more effective compared to Fisher. Indeed, the VAD is
only trained on Fisher data, and leakage removal was able to
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Figure 5: Diarization results of the end-to-end SSGD with and without leakage removal on the test sets by varying VAD threshold.

mitigate the mismatch between the data distributions of the
two datasets.

The results of the end-to-end SSGD are depicted in Fig.
5. Contrary to the disjoint SSGD, the leakage removal did
not improve overall diarization performance not even for low
thresholds. This demonstrated that the end-to-end training
was able to mitigate channel leakage as the VAD is updated
with the separator output. In this case, the use of leakage
removal would be a convenient choice only when having
lower FA is desirable.

4.6. ASR Evaluation

The SSGD framework outputs both separated sources
and segmentation which can be readily fed in input to a
back-end ASR system. It is a great advantage over other
diarization methods. We investigate the ASR performance
when estimated sources from DPRNN models are fed to a
downstream ASR, considering or not leakage removal. We
also analyze the effect of the TCN-based VAD compared to
oracle segmentation. We use the pre-trained Kaldi ASPiRE
ASR (Povey et al., 201 1) model # and report the performance
in terms of word error rate (WER). Additionally, we also
report the results obtained with input mixture and oracle
sources, which represent the upper and lower bound for ASR
evaluation.

The results are reported in Table 7. The degradation of
all SSGD systems, except for SSep+VAD fine-tuning, was
very small compared to the evaluation with oracle sources.
Additionally, the SSGD obtained large improvements over
the mixtures. These findings confirm the effectiveness of
the proposed SSep methods. In general, the significant gap
between the proposed model with the fully oracle system
(i.e., oracle VAD + oracle sources) demonstrated that the
VAD segmentation represents the main source of error. This

4https ://kaldi-asr.org/models/m1

Method ‘ Online ‘ VAD

‘ TCN  Oracle
Mixture 38.74 30.69
Oracle sources n-a 25.44  19.50
DPRNN 26.28  20.63
+ Leakage removal 26.67 21.12
+ Leakage removal (seg-only) v 26.23  20.63
+ VAD fine-tuning 26.04 20.63
+ SSep+VAD fine-tuning 31.82 29.29
DPRNN 25,77 19.98
+ Leakage removal 26.22  20.34
+ Leakage removal (seg-only) X 25.79 19.98
+ VAD fine-tuning 25.65 19.98
+ SSep+VAD fine-tuning 27.48 21.79

Table 7
WER evaluation on the Fisher test set. The best online/offline
non-oracle results are reported in bold.

finding is consistent with diarization results where the errors
mainly came from MS and FA.

Although the leakage removal post-processing gener-
ally improves diarization, the filled zeros could produce
less natural utterances which negatively affect the WER.
On the other hand, in the proposed framework it could
be only exploited for obtaining the segmentation using the
non-processed estimated sources (+ Leakage removal (seg-
only)). In this latter case the DER is slightly reduced, as
well for the VAD fine-tuning. Indeed, better segmentation
improves performance when used with the same separated
sources. The lower separation capability of models (cfr.
Table 3) trained with the SSep+VAD fine-tuning resulted in
higher WER as, during fine-tuning, there are no guarantees
the output of the separator will be distortion-free, and even
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subtle distortions, while minimal in terms of SI-SDR, are
known to affect ASR models significantly (von Neumann
et al., 2020). Adding distortion-free constraints while fine-
tuning, such as multi-frame minimum variance distortion-
less response (Tammen and Doclo, 2021) is a possible future
direction.

5. Conclusion and Future Work

In this paper, we have explored end-to-end integration of
SSGD components, i.e. the speech separator and VAD. We
have focused on low-latency models which allow diarization
for arbitrarily long inputs in a frame-online fashion. The
proposed fine-tuning strategies showed significant improve-
ments on both Fisher and CALLHOME datasets compared
to the system without fine-tuning. In particular, our best
online model, i.e., SSep+VAD fine-tuning, outperformed
the current state-of-the-art methods based on EEND on the
CALLHOME dataset with an order of magnitude lower
latency (i.e, 0.1 s vs. 1 s).

Additionally, we have extended our previous work by
performing a more comprehensive analysis of SSGD in real-
world telephone conversation scenarios. We have experi-
mented with another SSep model, i.e., DPTNet, which can
be easily adapted to perform online inference with desired
latency. Experimental results demonstrated that additional
latency did not improve diarization accuracy, thus it was
always convenient to use the model with the lowest latency.
We have also generated a simulated dataset for the pur-
pose of adaptation of SSep models to CALLHOME data.
Adaptation on such data provided significant improvements,
especially for DPRNN. The use of the proposed leakage
removal algorithm was investigated both for disjoint and
SSep+VAD fine-tuned SSGD. Experiments clearly showed
that the post-processing algorithm was very effective to
reduce both FA and DER in disjoint SSGD. However, when
used in conjunction with fine-tuned models it did not im-
prove the overall performance as the models learned to
handle leaked segments directly from data. Finally, we have
demonstrated that estimated sources generated by SSGD
could be readily fed in input to an ASR system. The ASR
performance largely improved over the input mixture and
in some instance was even close to the one obtained with
oracle sources. However, the end-to-end integration led to
significant ASR performance degradation.

In future works, the SSGD framework will be extended
to domains in which a higher number of speakers is typically
involved (e.g., meeting scenarios). This will need likely the
development of new techniques for speech separation. One
of the major issues of having more than two speakers is that
the speaker tracking for arbitrarily long inputs is significantly
more difficult, potentially leading to confusion errors. An-
other issue is that the channel leakage problem also becomes
more challenging as the number of output streams grows
(e.g. 4 channels for a max of 4 local speakers). This latter
can be addressed by adopting separation methods which
can handle a variable number of output channels Nachmani
et al. (2020). At the same time, novel strategies should

be investigated to mitigate the separation/ASR degradation
when using end-to-end fine-tuned SSGD models. This in-
cludes distortion-less constraints and/or continual learning
approaches.
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