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A B S T R A C T   

The European Union defined the ambitious carbon-neutrality goal for 2050. Such a transition must be done 
gradually to avoid huge investments; therefore, medium-term energy planning of energy supply systems must be 
performed properly considering both economic and environmental aspects. Sector coupling measures aid to 
achieve this ambitious target, although they require a remarkable financial investment. This paper presents an 
innovative methodology for the medium-term energy planning of the university campus “Marche Polytechnic 
University” located in Italy towards the carbon neutrality, i.e., 50 % of carbon emissions reduction by consid
ering financial investment aspects. The university campus is a multi-carrier local energy community with mul
tiple technologies such as photovoltaic, combined heat and power, gas-fired boilers, absorption, and electric 
chillers that satisfy the end-users’ energy demand. A different mix of installed and new technologies (e.g., energy 
storage or hydrogen) are investigated through the Calliope framework. The case studies present the economic- 
based optimal scenario of a typical year planning, guaranteeing the same 50 % carbon emissions reduction. 
Results underline the importance of exploiting synergies among multiple carriers and the essential role of i) 
renewables (e.g., additional 3.3 MW of photovoltaic to be installed), ii) batteries with a capacity of 7 MWh, and 
(iii) sector coupling technologies.   

1. Introduction 

The European Union wants to pursue the ambitious plan of making 
Europe a pioneer in the fight against climate issues, thus being the first 
climate-neutral continent by 2050. To do this, the European Green Deal 
was presented by the European Commission in 2019 to achieve such a 
challenging goal in a short/medium-term plan [1]. Even though the 
guidelines proposed by the European Commission are more inclined to 
policymakers, there are still technical aspects of Renewable Energy 
Systems (RESs) to be addressed since, if on the one hand RESs are the 
current driving force towards a sustainable transition, on the other hand 
the uncertain nature of intermittent renewables represents the main 
issue to be solved. Indeed, the synergic operation of RESs with other 
technologies such as Energy Storages Systems (ESSs) allows to achieve 
more energy-efficient scenarios thanks to the greater flexibility offered 

by these systems, especially at the local level. In this regard, the effects 
of the high penetration of renewables in local energy systems were 
widely investigated in the scientific literature [2,3], underlining the 
strategic importance of storage technologies. 

To further contribute to the decarbonization process of local energy 
systems, sector coupling strategies aim at integrating different energy 
sectors and exploiting synergies from multiple energy carriers such as 
electricity, heat, cooling, gas, and mobility [4]. There are two main 
different approaches to foster the sector coupling [5]: the first approach 
is based on the electrification of the final uses, thus shifting the end- 
user’s demand towards the electricity sector fed by renewables [6]. For 
instance, the use of heat pumps for space heating instead of conventional 
natural gas boilers, especially in countries that are highly reliant on 
natural gas, would have a major impact in terms of emissions reduction 
thanks to the higher conversion efficiency [7]. On the other side, the 
deployment of electric vehicles can be also seen as a measure to pursue 
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such a strategy: if the electricity flow between the national grid and the 
electrical vehicles is bidirectional, the latest will be also used as energy 
storage by adopting the Vehicle-to-Grid function [8,9]. The second 
approach is based on cross-sector coupling, which means a synergic 
coupling of different energy carriers and related networks like the use of 
hydrogen to couple electrical and gas networks. Indeed, hydrogen can be 
produced by electrolysers fed by the electrical network, and then it can 
be injected into the natural gas grid for being stored while being mixed 
with the natural gas itself. Staffell et al. [10] carried out a comprehen
sive literature review on the current status of hydrogen applications, 
demonstrating that a mixture of natural gas-hydrogen blending up to 
20% in volume does not require any changes in the current infrastruc
ture. Regarding the sector coupling measures, Victoria et al. [11] 
addressed the role of different energy storage systems integration at the 
European level concluding that, while Photovoltaic (PV) systems are 
preferable to counterbalance their variability with batteries, the fluc
tuations of wind systems can be tackled with hydrogen storage solutions. 
Additionally, the coupling of both heat and electricity carriers com
pensates the thermal energy storage sizes, which otherwise would be 
overestimated due to the seasonality of the different sources. Malka et al. 
[12] assessed the energy storage benefits in the case study of Drin 
Cascade by comparing different technologies, concluding that the most 
suitable technologies are compressed air energy storage, pumped-hydro 
energy storage, and sodium-sulphur batteries. 

Storage and sector coupling technologies enable the viability of 
achieving the environmental goal previously mentioned, but they are 
still economically expensive compared to other fossil fuel-based tech
nologies as reported in a recent technical report [13]. Although RESs are 
still financially onerous, especially for large-scale plants (multi-MW or 
GW capacity), a major cost breakdown is currently undergoing thanks to 
the ongoing research and development activities, leading to specific 
costs of 310–1,700 €/kWe for PV systems and 830–1,800 €/kWe for 
wind ones [14]. Compared to 2010, their costs have been reduced by 
more than 80% and 40%, respectively, as reported in [15]. As for the 
storage systems, different types of ESSs still require high investment 
costs, especially Li-ion batteries that are close to 200 €/kWh [16], while 
thermal energy storage does not have high specific costs (10 €/kWh) 
[17]. As for the sector coupling technologies, heat pumps require 
250–1,700 €/kWth [18], while the hydrogen infrastructure is the most 
economically intensive due to the lack of maturity, i.e., low technology 
readiness level. Indeed, low temperature electrolysers operating under 
100◦C, namely Alkaline and Proton Exchange Membrane (PEM), require 
1,000–1,500 €/kW and 2,000–3,000 €/kW, respectively, where the 
installation costs are included [19]. Hydrogen storage ranges from 200 
to 2,000 €/kgH2 (the low-temperature fuel cells need an investment cost 

of around 1,500 €/kW [16]). However, considering the long-term 
perspective, the energy systems are expected to shift completely to
wards these technologies to reach the climate-neutrality goal due to the 
increase of their maturity and economic competitiveness. 

The large-scale, i.e., regional-national decarbonization policy, can 
result in an arduous problem due to its complexity and large numbers of 
actors involved. For this reason, researchers are now focusing on a 
bottom-up approach represented by Local Energy Communities (LECs) 
that are then replicated on a larger scale [20]. A LEC is defined as a 
Small-Medium Enterprise or a no-profit organization with shareholders 
or members cooperating in the generation, distribution, storage, and 
supply of energy at local level [21]. The members of a LEC are called 
“prosumers”, i.e., consumers that can also produce energy and thus they 
can actively participate in the electricity market. The optimal planning 
of LECs is a challenging task due to the presence of multiple energy 
technologies operating with different carriers that interact one to each 
other to satisfy the time-varying end-users’ energy demand. In addition, 
economic aspects are not sufficient to be considered for the optimal 
planning problem, whereas environmental constraints should be also 
taken into account. In summary, the most convenient LEC configuration 
and related operation strategies should be identified in terms of the 
choice of the energy technologies, their sizes, and their operation by 
ensuring both the economic and the environmental sustainability of the 
system. This topic has been widely addressed in the scientific literature. 
Among others, Doubleday et al. [22] analysed different aspects related 
to the inclusion of distributed energy resources, district services, and 
transportation. In particular, they provided an overview on how to deal 
with the district planning and improve the design tool by including some 
important features, i.e., power distribution systems in the district 
planning process. In this regard, two case studies in England and Japan 
have been analysed and discussed. Dal et al. [23] developed an approach 
to optimize both the design and the operation of LECs focusing on the 
Demand Side Management, concluding that these LECs can obtain lower 
economic expenses and, at the same time, significant emissions reduc
tion. Foiadelli et al. [24] presented a multi-objective optimization model 
to obtain the optimized configuration of interconnected distributed 
energy resource systems in a LEC while considering economic and 
environmental aspects. A Mixed-Integer Linear Programming (MILP) 
approach was proposed, and the objective was the optimal selection and 
sizing of distributed energy resources in the LEC with corresponding 
operation strategies and optimal configuration of the heating pipeline 
network by minimizing a weighted sum of total annual costs and annual 
carbon emissions. Mehleri et al. [25] proposed a mathematical pro
gramming approach based on the MILP approach for the optimal design 
of distributed energy systems at the neighborhood level to select the 

Nomenclature 

Acronyms: 
BAU Business As Usual 
CAPEX CAPital Expenditure 
CHP Combined, Heat and Power 
COP Coefficient Of Performance 
CTES Cooling Thermal Energy Storage 
DER Distributed Energy Resource 
DH District Heating 
DSM Demand Side Management 
DSO Distribution Service Operator 
EC Electrical chiller 
ESS Energy Storage System 
EZ Electrolyser 
FC Fuel cell 
HHV Higher Heating Value 

HP Heat Pump 
IEA International Energy Agency 
LC Levelized cost 
LCOE Levelized Cost of Energy 
LEC Local Energy Community 
MILP Mixed Integer Linear Programming 
MV Medium Voltage 
NG Natural Gas 
O&M Operation & Maintenance 
OPEX OPErational EXpenditure 
PEM Proton Exchange Membrane 
PV Photovoltaic 
RES Renewable Energy Systems 
SPORES Spatially-explicit Practically Optimal REsultS 
TES Thermal Energy Storage 
UNIVPM Marche Polytechnic University  
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system components among several candidate technologies and design 
the heating pipeline, thus allowing to have the heat exchange among the 
different nodes by minimizing the total annual costs. Vu et al. [26] 
analysed the optimal design of a campus microgrid in South Korea based 
on a techno-economic analysis that incorporates real market conditions. 
Various incentives were considered such as those of renewable energy 
and ESSs to discharge their energy during on-peak hours on weekdays. 
Comodi et al. [27] assessed the optimal energy planning of a hot-climate 
university campus in Singapore by exploiting the synergies among five 
energy hubs connected with an internal district cooling network. Ren 
et al. [28] proposed a MILP model for an integrated plan and evaluation 
of distributed energy systems for an eco-campus in Kitakyushu (Japan) 
to minimize the overall energy cost for a test year by selecting the units 
to be installed and determining their operating schedules. 

From the scientific literature, the energy systems modeling is widely 
used at the urban district level as a support measure for planning and 
operating local multi-carrier energy systems, typically through proper 
optimization algorithms. In such a context, more than 145 models were 
reviewed by Klemm et al. [29], and they were classified by (i) time 
resolution, (ii) time horizon, (iii) mathematical formulation, and (iv) 
assessment criteria. It was concluded that most of the district-level 
optimization tools have an hourly resolution with a time horizon of at 
least one year. The MILP approach is the mostly adopted, and economic 
criteria are typically considered in the optimization problems [30]. 
Wirtz et al. [31] analysed the influence of the level of detail of the 
modelling approach for the design optimization problem of local multi- 
carrier energy systems. From their study, it emerged that the level of 
detail of the selected modelling approach can significantly vary not only 
the computation efforts, which range from 10 s to 10 h, but also the 
value of the objective function resulting from the problem resolution up 
to 5%. 

The selection of the right model for designing a local multi-carrier 
energy system from scratch, while finding a trade-off between model 
fidelity and computation efforts, is not a trivial task. Therefore, it is 
preferable to design LECs starting from a baseline scenario and then 
analyse further ones with different design possibilities and objectives to 
be compared with the baseline one. Indeed, since the analysed scenarios 
share the same level of detail for the modeling approach, their differ
ential evaluation eliminates the uncertainty of the results. Following this 
latter approach, the aim of this paper is to propose an innovative 
methodology for the medium-term energy planning of the university 
campus “Marche Polytechnic University” located in Ancona (Italy) to
wards carbon neutrality, i.e., 50 % of carbon emissions reduction 
without neglecting the crucial economic aspect. This university campus 
fits well the concept of multi-carrier LEC with multiple technologies 
such as PV, Combined Heat and Power (CHP), gas-fired boilers, ab
sorption and electric chillers aiming at satisfying the users’ energy de
mand. Starting from this baseline scenario, different mixes among the 
installed technologies and new ones such as electrolysers, fuel cells, heat 
pumps, and electric/thermal/hydrogen storage are investigated for the 
medium-term planning purpose by ensuring the environmental and 
economic sustainability of the LEC. 

Based on both energy demand and primary energy consumption, a 
Spatially-explicit Practically Optimal REsultS (SPORES) mode within 
the Calliope framework [32] has been used to deal with the oscillation of 
the investment cost without using a stochastic programming approach, 
thereby reducing the computational efforts. The main contributions to 
the current literature are highlighted below:  

• Proposing a methodology for the optimal expansion plans of a real 
multi-carrier LEC, thus investigating the involvement of new energy 
carriers such as hydrogen and emerging ones such as ESSs and sector 
coupling technologies, and considering both environmental and 
economic aspects;  

• Providing insights on the strategies to be adopted and replicated in 
similar multi-carrier LECs to achieve medium-term emission goals, 

which have been set to 50 % emissions reduction, without neglecting 
economic aspects;  

• Investigating the correlations and synergies among the present and 
candidate emerging technologies to be part of the LEC;  

• Classifying the considered emerging technologies by priority based 
on their size variability in multiple scenarios. 

The paper is structured as follows: Section 2 describes the framework 
and the methodology used in this work. Section 3 presents the case study 
under investigation considering the different studied scenarios. Section 
4 discusses the results of the different scenarios. Finally, Section 5 re
ports the conclusions of the work. 

2. Methods 

In this section, both modelling framework (Calliope) and method
ology used for carrying on this work, which has been applied to the 
university campus “Marche Polytechnic University”, are described in 
detail. The characteristics of the tool are stated; subsequently, the case 
study’s current status and the possible expansion plans in the medium 
term have been and described as well. 

2.1. Modelling framework and three-phases approach 

In this subsection, an overview of the adopted modelling framework, 
namely Calliope, is reported in Sub-subsection 2.1.1, which describes its 
customizability and modelling potential required to properly face with 
the medium-term energy planning of the university campus “Marche 
Polytechnic University” located in Ancona (Italy). These features are 
fundamental to apply the methodology specifically adopted in this work 
that is subsequently presented in Sub-subsection 2.1.2. 

2.1.1. Modelling framework 
Calliope is an open-source multi-energy system modelling frame

work: it is user-friendly and highly customizable [32]. Indeed, Calliope 
allows to evaluate energy systems with user-defined spatial and tem
poral resolutions, besides their modelling at different levels using a 
scale-agnostic mathematical formulation based on power nodes 
modelling framework which has been proposed by Heussen et. al. [33]. 
Calliope executes many runs based on the same base model and has a 
clear separation of the framework (code) and model (data): it provides 
internally coherent scenarios on how the energy is extracted, converted, 
transported, and used as well as how these processes might change in the 
future. Calliope adopts a bottom-up approach and a MILP optimization 
problem formulation to minimize the overall user-defined costs of the 
whole scenario (Eq. (1)), which is the sum of each technology cost 
considering multiple energy balance restrictions per each energy carrier. 
The mathematical modelling of the energy systems and the energy 
balance constraints can be found in [34]. 

min : z =
∑

loc,tech,k
(cost(loc : tech, cost = costk) ) [34] (1) 

where loc, tech, k represents three levels of the model: (i) locations/ 
sites, (ii) technology, and (iii) type of costs, whereas loc : tech, cost =
costk refers to a specific cost voice related to a specific technology 
installed in a determined location. 

Calliope allows to define different types of costs, namely (i) invest
ment costs related to the capacity of the technology and (ii) Operation 
and Maintenance (O&M) costs, which are expressed as a fraction of the 
investment cost or/and an annual capacity-based cost. Furthermore, the 
depreciation rate is adopted to compare various technologies’ in
vestments as defined in Eq. (2): 

dr =
i⋅(i + 1)lt

(i + 1)lt
− 1

[34] (2) 
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where dr is the depreciation rate, lt is the lifetime of the technology 
(expressed in years), and i is the interest rate. The depreciation rate al
lows to compare all the technologies considering the same equivalent 
year, different lifetimes, and interest rates. Hence, the overall cost of a 
single technology considering a year of reference is the sum of all the 
cost types: 

Ctot = S⋅dr(1 + O&M%) + S⋅O&Myear [34] (3) 

where S is the capacity of the technology and the design variable of 
the optimization model. 

Regarding the constraints, all the energy carriers coming from the 
modelled technologies are balanced at each time step and they are 
mainly divided in five families of systems:  

• Energy supply technologies;  
• Energy demands;  
• Energy storage;  
• Energy transmission;  
• Energy conversion technologies. 

Calliope allows to optimise the multi-carrier LEC considering two 
different modes, namely planning and operation. In the first mode, the 
variables of the MILP problem are the sizes of the technologies to be 
installed to fulfil the energy demand, while the energy of the different 
carriers is balanced at each time step. In the second mode, the installed 
size of all the technologies is given as input and the goal is to meet the 
energy demand optimally through the local management of each energy 
technology according to their operational constraints. 

In this work, only the planning mode is used since the sizes of 
technologies are unknown and they are evaluated by Calliope as one of 
the outputs. As output data, Calliope provides the following ones:  

• Costs of each technology (CAPEX and OPEX);  
• Technologies size; 
• Levelised Cost of Energy (LCOE) that is calculated as the ratio be

tween the costs for the energy carrier production (CAPEX and OPEX) 
and the amount of energy produced in the planning horizon. 
Considering that the costs can assume different natures, as defined by 
the modeller, it is possible to have different types of levelised costs. 
Precisely, in this work there are economic (€/kWh) and environ
mental levelised costs (gCO2/kWh), where the latter considers the 
achievement of 50 % emissions reduction. 

It is worth noting that the stochastic behaviour is not included in 
Calliope due to its complexity and computational efforts; however, this 
can be evaluated using other energy modelling tools such as Temoa [35]. 
Furthermore, it is possible to obtain any number of optimum alterna
tives through SPORES mode [36] where not only the best configuration 
is based on a predefined objective, but also any defined number of al
ternatives within a range of optimal cost solutions are obtained. Each 
alternative is called “spore”, whereas the range of acceptance is called 
“slack”: this mode considers the variability of the costs and provides also 
a wider perspective of the analysed scenario. 

2.1.2. Three-phases approach 
The methodology used in this work is divided into three phases, and 

it allows to achieve a comprehensive overview of the current energy 
system scenario, which is the benchmark (i). Its environmental cost is 
used as input for an additional constraint to obtain the (ii) optimal 
economical solution for energy transition, where the expansion of the 
existing energy system with sustainable technologies is considered. 
Furthermore, its economical result is the starting point to assess the (iii) 
optimal alternatives, where each alternative is a case scenario with the 
same environmental constraint but different economical costs, i.e., 
different technologies type and/or sizes. 

These three phases must be performed sequentially since each phase 

result is used as input data for the following one. For each phase, both 
economic and environmental costs are the results of the optimization 
problem; indeed, the environmental cost of the first phase (Business As 
Usual) is used as an additional constraint for the second and third 
phases. 

CCO2 ≤ 0.5⋅CCO2 ,BAU (4) 

where CCO2 is the environmental cost of scenarios after the first 
phase, which must be lower than 50% of the first phase’s (CCO2 ,BAU). 

After the second phase (optimal economical solution), the economic 
costs are used as input for the third phase (optimal alternatives) and 
updated at each alternative based on Eq. (5): 

Ce,i ≤ Ce,0

[

i⋅
(1 + m)

n

]

; i = 1,⋯n (5) 

where Ce,0 is the economic cost from the second phase, while m and n 
are acceptance range and the number of optimal alternatives, respec
tively. The flowchart of all three phases, which highlights the required 
input data and results together with the additional constraints between 
phases, are reported in Fig. 1, Fig. 2, and Fig. 3, respectively. 

Thanks to the three-phase methodology, the expansion plan of the 
energy system toward the carbon reduction mission of the LEC is well- 
defined, thus providing a differential comparison with the BAU sce
nario (first phase). Furthermore, the best economic configuration (sec
ond phase), together with different alternatives (third phase), provides a 
wide range of possible solutions, including the possibility of assessing 
the correlation among the technologies. 

However, despite the similarity, the proposed methodology is not 
stochastic, meaning that it does not provide the statistical probability of 
each alternative. Indeed, the number of alternatives and the acceptance 
range is user-defined. Both parameters directly impact the possible so
lutions; however, there is no proper guideline on how to choose them 
besides the modeler’s experience. 

2.2. Case study and scenarios analysis 

In this subsection, an overview of the case study’s characteristics has 
been provided and detailed descriptions of the current status of its en
ergy systems have been reported. Subsequently, the scenarios analysis 
describes the possible pathways for the expansion plan of the university 
campus of “Marche Polytechnic University”. 

2.2.1. Case study 
The case study under investigation is the university campus of 

“Marche Polytechnic University” (UNIVPM) located in Ancona (Italy). It 
is a medium-scale campus that accounts for almost 17,000 people 
among students and academic, administrative, and technical staff. 

It hosts different faculties, namely Engineering, Agriculture, and 
Natural Sciences. The UNIVPM campus is divided into several buildings 
that are dedicated to offices, classrooms, and laboratories which are 
shown in Fig. 4 and it covers an area of around 31,000 m2. 

The UNIVPM campus is connected to the national electrical grid with 
a Medium Voltage (MV) cabin, being a single node of connection with 
the local Distribution System Operator, and one connection node for the 
natural gas network. 

The UNIVPM campus is configured as a multi-energy LEC where 
several types of energy demands must be satisfied; in particular, there 
are (i) electrical energy demands for offices appliance, lighting, and 
laboratory equipment plus (ii) thermal energy and cooling demands for 
the space heating and space cooling. The electrical energy demand is 
satisfied by Distributed Energy Resources (DERs) and the national 
electrical grid, while the thermal energy demand is fulfilled by natural 
gas boilers located in the thermal power plant. The overall energy is 
distributed through the District Heating (DH) infrastructure within the 
UNIVPM campus. Lastly, the cooling energy demand is provided mainly 
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by the dislocated absorption chillers installed in each building; indeed, 
four buildings (e.g., “Science 1”, “Science 2”, “Science 3”, and “South 
block”) receive the cooling energy from two absorption chillers whose 
thermal energy for their supply comes from the local DH network. 

Currently, the energy technologies already installed in the UNIVPM 
campus are:  

• A PV system with a peak power of 20 kWp; 
• A CHP system, which is fed by the natural gas coming from the na

tional network, with a rated power of 575 kWel/610 kWth connected 
to the DH network. Its yearly average electrical and thermal effi
ciency are equal to 0.415 and 0.44, respectively;  

• Eight natural gas boilers, each of them having a rated capacity of 1 
MWth and an average thermal efficiency of 0.91;  

• Two absorption chillers with an overall capacity of 500 kWth and an 
average efficiency of 0.80;  

• Three electrical chillers with 900 kWth of total capacity and an 
average Coefficient Of Performance (COP) of 3. 

The historical data used in this study, which have been monitored, 
refers to the year 2019. Such data regards the natural gas consumption, 
which is taken from the national gas grid, and the electricity withdrawn 
from the national electric network as reported in Fig. 5. Considering that 
the UNIVPM campus has a single connection with both the natural gas 
grid and the electric network, it can be considered as a single final user. 

To provide a better overview of the energy carriers involved in the 
UNIVPM campus, Fig. 6 shows the energy demand calculation process. 

Additional case study characteristics are listed below:  

• Thermal energy is provided by a natural gas-fueled CHP, supported 
by natural gas boilers, while no electricity is used for the thermal 
energy production;  

• The CHP has the objective to operate always more than 50% of its 
rated condition;  

• The cooling energy is produced in June-July; if electric chillers are 
adopted, the electricity withdrawal from the national electric grid 
will be subjected to a huge variation compared to the one that 
occurred in May, thus spotting the electricity dedicated to produce 
the cooling energy;  

• The thermal energy produced by the CHP plant in June-July is 
directly used to supply the absorption chiller. 

On the other hand, the energy demands of the three carriers like 
electricity, thermal, and cooling energy are simulated with an hourly 
resolution for the entire year as reported in Fig. 7, Fig. 8, and Fig. 9, 
respectively. 

In 2019, the overall electrical energy consumption was equal to 5.0 
GWh with a peak power of 1,368 MW as reported in Fig. 7. 

The thermal energy demand was related to space heating purposes 
only in the cold months; in particular, around 4.0 GWh of thermal 

Fig. 1. First phase flowchart.  

Fig. 2. Second phase flowchart.  
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energy have been consumed with a power peak request of 4.4 MW, 
which occurred on the 4th of January as reported in Fig. 8. This power 
peak was due to the “rebound effect” caused by powering up the space 
heating infrastructure that remained inactive during the Christmas 
holidays; thus, a considerable amount of heat was needed to restore the 
temperature setpoint of the internal spaces. 

On the other hand, the cooling energy demand was present only in 
July-September when 0.5 GWh of cooling power have been consumed 
with a power peak of 1.3 MW as shown in Fig. 9. 

2.2.2. Scenarios analysis 
Regarding the scenarios analysis, the planning horizon is based on a 

typical year. The current technologies and the new ones considered for 
the potential expansion plans sorted by the energy nature are the 
following:  

1. Energy supply: national electric network and natural gas grid;  
2. RES: PV systems whose input is the solar irradiance. The irradiance 

data, which are adjusted with the panel efficiency, has been recon
structed with Renewables Ninja [38] that is an online tool that allows 
to perform an estimation of the PV system production based on the 
location of the installation site;  

3. Energy conversion technologies: CHP unit, natural gas boilers, PEM 
electrolyser (EZ), PEM fuel cell (FC), absorption chiller, electrical 
chiller (EC), and heat pump (HP);  

4. Energy storage technologies: thermal and cooling energy storage, 
battery, and hydrogen storage;  

5. A mixer that is a conversion system that allows to have natural gas- 
hydrogen blending. This energy carrier, named “blend”, can be used 
as input for the CHP unit and boilers. It is worth noting that the mixer 
is a figurative conversion system with no financial cost and with 100 
% efficiency since its function is to supply hydrogen-natural gas 
blends [2]. 

The CHP unit and the boilers can be fed either by natural gas or 
natural gas-hydrogen blend based on their economic convenience and 
availability. The natural gas-hydrogen blend is a feasible measure to 
reduce the carbon impact due to the conventional natural gas-based 
technologies, and it has been proven by experimental tests that this 
application does not require any technical adjustment up to 20% of 
hydrogen volume concentration [39]. In this work, the hydrogen vol
ume concentration is equal to 15% since this level has been widely used 
and validated by numerous real-life demonstrators like the one of SNAM 
S.p.A. project in Italy [40] and the Hydeploy project in the United 
Kingdom [41]. A bottleneck for the natural gas-hydrogen blend appli
cations is due to the lower energy content per unit of volume compared 
to the natural gas as reported in Table 1. Indeed, the natural gas- 
hydrogen blend provider must supply more volume depending on the 
hydrogen content to reach the same amount of energy that would have 
been provided to the end-users using only natural gas [42]. 

It is worth noting that there are no transmission technologies 
because, in the proposed scenario, the campus has been modelled as an 
aggregated consumer without considering each building in detail. The 
functional scheme of all the technologies is reported in Fig. 10. This 

Fig. 3. Third phase flowchart.  

Fig. 4. UNIVPM Campus map created with Geopandas [37].  
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scenario presents six energy carriers and a RES plant, two energy supply 
technologies, eight conversion technologies, four types of ESSs, and 
three kinds of energy demand. 

Once the energy technologies involved in the baseline scenario have 
been established, their technical and cost parameters must be defined. 
For the existent technologies, which are listed in Table 2, their CAPital 
EXpenditure (CAPEX) costs are ignored, and the OPerational EXpendi
ture (OPEX) ones are strictly based on the primary energy consumption. 

As for the supply networks, their financial import cost and export rev
enue [45], along with their carbon footprint [46], are presented in 
Table 3. In this study, carbon emissions are attributed only to energy 
supply technologies. 

The new technologies that are considered for the expansion plans of 
the campus are listed in Table 4 and Table 5 along with their perfor
mance and financial data. All the technologies share a common financial 
interest rate that is set equal to 2 %. Going into detail, the Li-ion 

Fig. 5. Monitored data of both natural gas consumption and electricity withdrawn from the national network.  

Fig. 6. Energy demands calculation process.  

Fig. 7. Electrical energy demand in the year 2019 (hourly resolution).  Fig. 8. Thermal energy demand in the year 2019 (hourly resolution).  

L. Jin et al.                                                                                                                                                                                                                                       



Energy Conversion and Management 278 (2023) 116701

8

batteries suffer a “self-discharge” loss behaviour over time, dropping 
nearly 5 % of the stored energy in a month [47]. Such a trend has been 
also considered in the proposed scenario. No hydrogen compression unit 
has been included in the study since the chosen electrolyser type pro
duces high-pressure hydrogen [48] to be directly stored in a tank. 
Moreover, a hydrogen storage tank deals with a gas mass flow and thus 
no losses are considered. 

3. Results and discussion 

In this section, the results obtained by the studied scenarios are re
ported and discussed. Firstly, the baseline scenario assesses the year 
2019 and it is the starting point of this analysis. Then, the economical 
optimal scenario, which reaches the environmental goal of 50% emis
sions reduction as well as twenty optimal alternatives with a cost 
acceptance range of 50 %, has been investigated. 

3.1. Baseline scenario 

In the baseline scenario, which refers to the case with the technol
ogies already installed (see Table 2 and Table 3), the UNIVPM campus 
must withstand 1.39 M€ due to the import of the energy carriers from 
the national supply, and therefore it has an annual carbon emission of 
2.4 ktons. In this scenario, the UNIVPM campus is dependent on the 
supply grids despite the DERs installed on site; however, the CHP unit 
plays a crucial role in the energy demand fulfilment. As reported in 

Fig. 9. Cooling energy demand in the year 2019 (hourly resolution).  

Table 1 
Natural gas and hydrogen properties.   

Natural gas [43] Hydrogen [44] 

Density [kg/Nm3] 0.679–0.98 0.089 
Higher Heating Value (HHV) [MJ/Nm3] 34.95–45.28 12.7 

Wobbe Index range [MJ/Nm3] 47.31–52.33 46  

Fig. 10. Functional scheme of the energy carriers and technologies involved in all the scenarios.  

Table 2 
Conversion systems size and efficiency (equipment already installed onsite).   

Size Efficiency 

Cogeneration plant 575 kWel / 611 kWth 0.415 (el) / 0.44 (th) 
Boiler 8 MW 0.91 

Electrical chillers 900 kWth 3 
Absorption chillers 455 kWth 0.8  

Table 3 
Energy supply cost and export revenue.   

Import cost Import emission 
cost 

Export 
revenue 

Reference 

Electrical grid 0.2 €/kWh 281.4 gCO2/kWh 0.095 
€/kWh 

[45] 

Natural gas 
network 

0.095 
€/kWh 

201 gCO2/kWh N/A [45]  

Table 4 
Conversion technologies parameters.  

Technology Efficiency < 1 
/ COP greater 

than 1 

Lifetime 
(years) 

Investment 
cost 

(€/kW) 

O&M 
cost 

Reference 

PV N/A 30 1,473 10 
€/kW 

[15] 

Heat pump 3 (heat) / 3.5 
(cold) 

20 1,600 4 % 
CAPEX 

[18] 

Electrolyser 0.71 15 1,295 3.5 % 
CAPEX 

[17] 

Fuel cell 0.50 (el) / 
0.34 (th) 

14 1,500 3.8 % 
CAPEX 

[17]  
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Fig. 11, the CHP unit does not only contribute to 38.5% of the overall 
electricity production, but it also provides thermal energy that covers 
54.8 % of the overall thermal energy demand. As for the cooling energy, 
both the absorption and the electric chillers share almost the same 
percentage of energy production. 

In this case, the monetary LCOE of both thermal and electrical energy 
depends on the cost of natural gas and electricity supply, in addition to 
the technical efficiencies of the CHP plant, which is equal to 0.33 and 
0.25 €/kWh, respectively. 

Since the LCOE is the ratio between the costs of an energy carrier and 
the effective produced energy, the levelised cost of cooling energy is 
huge compared to others because it needs to be produced from either 
electricity or thermal energy, hence also the technology investment of 
producing thermal or electrical energy carriers must be considered. In 

addition, its demand is lower than the other two carriers and thus the 
produced energy is limited. As a result, the levelized cost of the cooling 
energy of the baseline scenario reaches 2.92 €/kWh. 

As for the emissions LCOE, even though the cost nature is different, 
the relationships among the energy carriers remain the same where the 
cooling energy is the most environmentally expensive one since it rea
ches the value of 5 kgCO2/kWh, while the other two have comparable 
values (around 0.2–0.3 kgCO2/kWh). 

3.2. Optimal scenario 

The optimal planning scenario is economically based on the 
constraint of reaching the pre-set environmental goal, i.e., 50 % of 
carbon emissions reduction in the multi-carrier LEC. Such a goal is based 

Table 5 
Energy storage parameters.  

Technology Efficiency Lifetime (years) Investment cost (€/kWh) O&M cost (%CAPEX/year) Minimum SOC (%) Reference 

Battery 0.95 15 1,000 2 20 [49] 
Hot TES 0.81 24 10 1.5 0 [17] 
Cold TES 0.81 24 10 1.5 0 [17] 
H2 Tank 0.99 23 10 2.3 0 [17]  

Fig. 11. Energy share of the baseline scenario.  
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on the baseline results; thus, the scenario must have annual carbon 
emissions lower than 1.2 ktonCO2. 

Knowing that CO2 reduction measures usually come with an increase 
in economical investment, the maximum level of CO2 emissions is al
ways reached because of an economic-focused objective. In this sce
nario, even though it has an environmental benefit, it does not come 
with the same increasing percentage of expenses in economic costs. 
Conversely, the economic total costs decrease accounting for 1.31 M€ 
throughout the planning horizon in a single year. The best economic 
solution has been reached by installing new energy technologies: posi
tive results are obtained not only from an environmental point of view 
(-50% of CO2 emissions), but also from an economical point of view 
(-6%). Indeed, the LCOEs of every single carrier face a significant 

decrease: such changes are due to the use of new technologies that allow 
to drastically lower supply dependence. As it can be noticed in Fig. 13, 
the energy demand matrix experiences an important change compared 
to the baseline scenario. For instance, the supply of both electricity and 
natural gas, which have both considerable economic and environmental 
expenses, is drastically reduced compared to the baseline scenario due to 
the use of newly installed technologies. The natural gas supply value can 
be derived by the share of the CHP unit and natural gas boilers for 
thermal energy production since they are only natural gas consumers. 

It is worth noting that all the investment costs of the new technolo
gies are discounted in a single year based on their lifetime by using Eq.s 
4 and 5. The overall cost of the new technologies is equal to 0.7 M€/year. 
Fig. 14 a) shows the technology investment breakdown: as it can be 

Fig. 13. Energy matrixes of the optimal scenario.  

Fig. 12. LCOE of the energy carriers.  
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noticed, the investments in the heat pumps are like those of the 
hydrogen storage, while the thermal storage requires significantly lower 
investments. 

This distribution depends on a combination of two factors, namely (i) 
the sizes to be installed (Fig. 14 b) and c)) and (ii) the CAPEX. Indeed, 
the PV system holds the largest share due to its required size (about 6.3 
MWp) and its CAPEX (1,473 €/kWp). On the other hand, even though 
thermal energy storage needs a considerable energy storage capacity 
(around 2–3 MWh), its investment cost is negligible compared to the 
other technologies because of their lower CAPEX (10 €/kWh). The 
hydrogen infrastructure, namely the PEM electrolyser, hydrogen storage 
tank, and PEM fuel cell contributes to nearly 30% of the energy systems 
investment due to their higher CAPEX. 

The levelised cost of each energy carrier is notably dropped 
compared to the baseline scenario (see Fig. 12), while the cooling energy 
is the most expensive carrier with monetary and emission expenses of 
2.5 €/kWh and 2.1 kgCO2/kWh, respectively. 

Compared to the BAU case, the configuration of the technologies 
involved in this scenario includes i) a wider expansion of the already 
installed technology (PV) and ii) the inclusion of new ones like heat and 
cooling energy storages, fuel cell, electrolyser, hydrogen storage, and 
heat pumps: this information can be found in Fig. 15, while Fig. 16 
shows the LCOEs of the optimal scenario. 

The electricity, because of the significant size of the PV system, is the 
least expensive carrier. The hydrogen cost is usually expressed in terms 
of mass considering that it has a lower heating value of 33.3 kWh/kg in 
standard conditions, which means that in this case the hydrogen has a 
monetary LCOE of 14.3 €/kgH2 that is aligned to the values reported in 
the scientific literature [50]. However, it is still far from the hydrogen 
cost reduction expectations [51]; furthermore, in this scenario, it not an 
emission-free carrier because the electricity supply to the electrolysers is 
not solely provided by the PV system. Indeed, hydrogen has a levelised 

Fig. 14. Optimum scenario overview.  

Fig. 15. Technologies adopted comparison.  

Fig. 16. LCOE of the optimal scenario.  
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cost of emission equal to 0.51 kgCO2/kWh, thus overtaking both the 
electricity and the thermal energy due to (i) the electricity supply from 
the grid, (ii) lower efficiencies of the hydrogen conversion systems, and 
(iii) lower amount of the hydrogen request/production. 

Due to the undergoing energy crisis, both natural gas and electricity 
costs, which are supplied by the respective national grid and network, 
have tremendously increased; indeed, the electricity cost had + 230% of 
increase, while the natural gas cost had an increase of 23.5% compared 
to 2019 levels [52]. Despite of these fluctuations, the results show that 
the technologies to be used are unchanged, but an increase in the elec
trolyser size of 45.4% is obtained as shown in Fig. 17. In this case, 
hydrogen has become more economically suitable with the skyrocketing 
energy costs; also, the community is now more grid independent and less 
subjected to the overall energy costs increase as well (+5.9%). 

3.3. Optimal alternatives scenarios 

Starting from the optimal scenario, which is economically based, 
twenty alternatives (or SPORES, as previously discussed in Subsection 
2.1) have been analysed. In particular, the objective of the problem is 
still economically driven by the environmental limitations and the 
acceptance range (“slack”) of the objective value (monetary costs), 
which is set equal to 50% to consider the variability of the costs of the 

different systems. Each alternative can have different results of planning 
if they do not exceed 50% of the economic costs addressed to the optimal 
scenario. The large acceptance range is required to assess the large cost 
variability of the different energy systems; indeed, these alternatives can 
assume a wide range of size values since the equipment has not been 
installed yet and the objective is to find their optimal size, whereas the 
existent technologies cannot vary. 

Precisely, the technologies that are allowed to vary their size in the 
different scenarios are:  

• Electrolyser;  
• Fuel cell;  
• Hydrogen storage;  
• Battery;  
• Cooling energy storage;  
• Heat pumps;  
• Photovoltaic systems;  
• Thermal storage;  
• Mixer. 

No solution has shown the use of a mixer, meaning that the blended 
energy carrier is not economically feasible in the acceptance range due 
to the lower density of hydrogen. Indeed, a 15% of natural gas-hydrogen 
blending volume leads to a 5.13% of emissions reduction as already 
stated in [53]. For this reason, rather than using the natural gas- 
hydrogen blend, the model chooses a more economically efficient 
decarbonisation path using hydrogen or heat pumps. Among these al
ternatives, the results regarding both the emissions and the economic 
levels are the same and equal to 1.11 ktonCO2 and 1.96 M€, respectively, 
where the latter value corresponds exactly to the maximum allowable 
cost that is 1.5 times higher than the one obtained in the optimal sce
nario. However, the size of the technologies can change significantly 
because of the high slack (50%). 

The analysis of different alternatives allows to assess the dependency 
among the energy technologies, which is carried out through the 
Spearman correlation. It is a correlation indicator of the monotonic 
relationship for two generic parameters (x and y), ranging from − 1 to +
1, where 0 stands for no correlation. Correlations of − 1 or + 1 imply an 
exact monotonic relationship, while positive correlations indicate that, 
as the parameter × increases, the parameter y increases as well. On the 

Fig. 18. Spearman correlation matrix.  

Fig. 17. Variation due to energy cost increase.  
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contrary, negative correlations suggest that as × increases, y decreases. 
The energy conversion technologies use the power capacity as a 

parameter, while the energy capacity is used for storage systems. The 
Spearman correlations are illustrated in Fig. 18 where two parameters 
are considered remarkable only if the absolute value of the correlation 
indicator exceeds the value of 0.4. Indeed, three hydrogen technologies 
are strictly connected. The same behaviour occurs for the heat pumps 
and thermal energy storage with a correlation of 0.9. Furthermore, the 
whole hydrogen infrastructure has a notable negative correlation with 
PV, heat pumps, and thermal storage. The increase of the battery ca
pacity does not only allow to achieve a slight reduction of the PV system 
size, but also the deployment of heat pumps and thermal energy storage 

capacity as well. 
It is also interesting to investigate the variability of the different 

parameters obtained by the results from the analysed scenarios. The 
fluctuation of the sizes of the technologies and their monetary share is 
reported and discussed in Fig. 19. 

In terms of capacity, the PV system plays a crucial role in achieving 
the environmental goal previously mentioned, while all the other 
technologies can have a null capacity. The PV system, batteries, heat 
pumps, and thermal storage have an essential role with average power 
and energy capacity values of 735 kW/7 MWh, 954 kW, and 87 kW/92 
MWh, respectively. Other technologies have average values nearly close 
to zero, thus they are not considered crucial ones. 

From an economic point of view, the battery is the most expensive 
technology because of its higher CAPEX; the same situation occurs for 
the heat pumps. The electricity and the natural gas supply contributes to 
a significant share of the overall costs in most scenarios, while in some of 
them the electricity supply monetary share can reach a null value. This 
trend does not occur in the natural gas supply that contributes, at least, 
for 9% of the overall costs. Furthermore, the PV system has a minimum 
monetary share value of 8%. 

4. Conclusions 

In this study, a multi-carrier LEC planning problem has been estab
lished and solved to achieve the goal of 50% emissions reduction 
without neglecting the crucial economic factor. The investigated system, 
which is related to a university campus “Marche Polytechnic University” 
(UNIVPM) in Ancona (Italy), holds different types of energy technolo
gies. This study has analysed the mix among the already installed and 
new technologies instead of deploying solely brand-new technologies. 
There are two main advantages deriving from this approach: (i) new 
technologies can have smaller sizes since they are backed up by the 
existent ones and, therefore, the investment costs are lower compared to 
the complete replacement of the installed assets, and (ii) the exploitation 
of the whole lifetime of the installed technologies. 

The results, which is replicable in similar LECs, showed that the 
monetary cost-optimal scenario does not only reduce the emitted 
emissions, but also leads to a significant economic benefit (-6% 
compared to the baseline scenario), meaning that some expenses are 
avoided (e.g., costs related to the energy withdrawal of the energy from 
national supply infrastructures). Such avoided expenses exceed also the 
discounted investment costs of all the new technologies. Even though 
the integrated system cannot be completely independent of the national 
grid in this scenario, it is anyway highlighted the importance of having a 
LEC that leads to both economic and environmental advantages. 

Nevertheless, to reach the environmental goal, the energy matrixes 
face a quite radical change due to the new technologies installation and, 
as a result, the levelised costs of each energy carrier dropped. Despite 
these reductions, the cooling energy levelised cost remains high with a 
relevant scarcity of its demand throughout the year. The same trend is 
faced by the hydrogen that has a monetary LCOE of 14.3 €/kgH2, but it is 
still too high to proceed with the hydrogen cost reduction pathway that 
has the goal to reach a value lower than 2 €/kgH2. From these results, 
both the levelised cost of cooling energy and hydrogen carriers can be 
reduced if their production increases. Furthermore, hydrogen cannot be 
considered totally “green” since its production is not solely provided by 
the PV system, and the choice of rather use PV or supplying electricity is 
purely based on an economical perspective because of the economical- 
driven modelling objective. 

The optimal alternatives result assesses (i) the variability, (ii) the 
priority, and (iii) the correlation among the new technologies. Indeed, to 
achieve the modeling goal, the PV system capacity increases from 3 
MWp to 6.3 MWp, then battery, heat pumps, and thermal storage are 
embedded since they are technologies downstream of the PV system. 
The electricity surplus generated by the PV system can be either stored 
in the battery or used in heat pumps to produce thermal energy. Lastly, 

Fig. 19. Variation of the main parameters in the analysis of the optimal 
alternatives. 

L. Jin et al.                                                                                                                                                                                                                                       



Energy Conversion and Management 278 (2023) 116701

14

the thermal storage has the role to absorb the excess thermal energy 
from the heat pump production. 

All the three hydrogen-related energy technologies are correlated 
one to each other, as well as with the PV system and the heat pumps. The 
negative correlation between the hydrogen technologies and the PV 
system implies the role of hydrogen in absorbing the variability of the PV 
system, whereas their correlation with the heat pumps and the thermal 
energy storage entails that they are exchangeable sector coupling 
solutions. 

In terms of monetary costs, the battery holds for 30% of overall costs 
in most of the scenarios due to its high CAPEX; then, there are heat 
pumps and the PV system that contribute by 18% and 14% of the overall 
cost, respectively. The costs related to the electricity and natural gas 
supply are quite remarkable, especially the electricity-one that con
tributes by 26% of the costs, but it can be also reduced to zero in some 
cases. On the other hand, the natural gas supply cannot achieve this 
target since it is used in all the optimal alternative scenarios. 

Nevertheless, different technical solutions of the expansion plan can 
be assessed: they are highly dependent on the number of alternatives 
and the acceptance range, and this represents a limitation of the pre
sented methodology. Thus, future studies will consider surely the use of 
other technologies that can be easily embedded in the university campus 
“Marche Polytechnic University” (UNIVPM) taking into account other 
energy conversion technology and storage systems, the internal grids, 
and the integration of stochastic aspects (statistical distributions). This 
analysis will be important for analysing possible energy costs fluctua
tion, and thus have a possible overview of a LEC to cut down the costs 
and being as much as possible self-sufficient from an energy point of 
view. The future development of the energy sector is a priority and, 
looking to the future, the main environmental targets to be reached in 
2030 and 2050 will be also analysed. 
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