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Abstract  
When dealing with Automated Storage and Retrieval Systems (ASRS), the allocation of items to the most 
convenient storage location depends on the vast amount of data produced internally (e.g., Enterprise 
Resource Planning, Manufacturing Enterprise Systems) and externally (e.g. Supply Chain 
Management). Moreover, a proper item allocation in the warehouse has a strong influence on the warehouse 
saturation levels and picking times. 
In this perspective, the present work proposes the application of data-driven algorithms for managing items 
in an Automated Storage and Retrieval System (ASRS) in order to reduce the picking times and storage space.  
Specifically, a four-layer framework is adopted for collecting data produced by different information sources 
and analyzing them through a data-driven approach. The analytics layer is performed by combining the 
Association Rule Mining (ARM) technique, to investigate the network of influences among data 
collected, and a simulation approach for assessing the feasibility of the 
proposed implementation. The Association Rule Mining allows company managers to identify the 
components that should be located on the same tray in the ASRS, defining the couples of items frequently 
picked together in order to reduce the total picking time. The proposed approach is applied to the case study 
of a shoe manufacturing company to explain the research approach and show how the implementation of 
the data-driven methodology can provide valuable support in defining item allocation and picking rules. The 
proposed Association Rule Mining method is new in this context and it has shown a positive impact in 
comparison to traditional solutions of warehouse management, providing a complete overview of the items’ 
interactions and identifying communities of items that define local and global patterns and locate influential 
entities.  
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1. Introduction  
 
In the current industrial scenario, the growing amount of data produced by different information 
sources represents an opportunity in warehouse management, as well as a criticality to turn the information 
into useful knowledge in order to enhance the decision-making process (Bevilacqua, Ciarapica, Diamantini, 
& Potena, 2017). These aspects highlight the need to support the organizations in extracting reliable 
information from the vast amount of data produced internally (e.g., Enterprise Resource Planning, 
Manufacturing Enterprise Systems) and externally (e.g., Supply Chain Management). Automated Storage and 
Retrieval Systems (ASRS) are not exempt from such criticism: indeed, several data have to be managed when 
organizing items in an ASRS, like, for example, stock level, picking lists, production schedules, order policies, 
and schedules. Item allocation in an ASRS should be carried out consciously to facilitate the picking process 
and achieve consistent performance in terms of picking time. Indeed, since the picking process order is a 
repetitive activity in a warehouse, it has a relevant impact on the overall efficiency (Yener & Yazgan, 2019). 
Additionally, a well-managed ASRS enables the limitation of wastes in terms of time and space (Bevilacqua, 
Ciarapica, & Antomarioni, 2019).  
When dealing with ASRS, the allocation of items to the most convenient storage location represents the key 
to reducing the picking times. In this sense, there is a need for decision support systems capable of (a) guiding 
organizations using the data daily produced by the information sources and (b) defining the management 
policy for item allocation. Dukic & Oluic (2007) underlined that warehouse operators spent almost 90% of 
total time on order-picking activities, and 55% of all operating costs are attributed to order-picking. In recent 
years, several works on order picking in warehouse management systems have been developed for both 
traditional and ASRS warehouses (Anđelković & Radosavljević, 2018; Hofmann, 2018; Petersen & Aase, 
2017). All these studies highlighted that the picking process is one of the most laborious and crucial factors 
for efficient warehouse management.   
In this context, this work aims at developing a data-driven decision support system providing a roadmap for 
companies in allocating items in an ASRS and improving the picking process, capitalizing on the opportunity 
offered by data analytics techniques in view of intelligent internal logistics.   
Many techniques and solutions have been proposed in the literature for strategic warehouse management 
(e.g., Shiau & Lee, 2010; Peixoto et al., 2016; Zhang et al., 2019). Some of these models are used to implement 
storage and picking solutions for manually retrieved systems (Caron et al., 2010; Yener& Yazgan, 2019); 
others are used for modeled or simulated ASRS (Calzavara et al., 2018; Bevilacqua et al., 2019). In 
the ASRS research field, the research focus is mainly on defining storage assignment of the items in order to 
reduce travel distances and the consequent time for the composition of orders. Less attention has been 
paid to the development of a framework for both the organization of items in an ASRS and the picking 
process using data-driven techniques. Although the existing research is valuable, a framework based on data-
driven algorithms that structurally analyses and predicts relationships between 
components picked in an ASRS and identifies communities of items to be closely stored in order 
to optimize picking time and warehouse space, to the best of the authors’ knowledge, is not present in 
literature. 
For this reason, the framework proposed in this work aims to address this gap by introducing an 
innovative decision-making tool in this critical activity through a data-driven methodology. In particular, the 
proposed approach is based on the simultaneous adoption of the Association Rule Mining (ARM), for 
identifying the hidden interactions between picked items and simulation models for supporting company 
managers in defining the feasibility of the item allocation, as well as in developing what-if scenarios.  
The Association Rule Mining (ARM) technique, for the data analytics step, allows warehouse managers to 
identify the components that should be located on the same tray in the ASRS, defining the pairs of items 
frequently picked together. This approach aims at reducing the picking time since the warehouse 
operators have to take the components from a smaller number of trays during the total picking time, thus 
reducing its idle time and the number of single and dual command cycles of the order picking process.  
In order to present the proposed approach, the remainder of the paper is organized as follows: Section 2 is 
dedicated to a summary of the existing literature dealing with data-driven methods for warehouse 
management and the picking process; in Section 3, the framework is described, while in Section 4 an 



application to a case study is proposed. Section 5 discusses the results proposed by the study, highlighting 
the theoretical and practical contributions; lastly, Section 6 draws the conclusions and remarks, as well as 
making future research directions.   
  
 

2. Literature Review  
 
The interaction between warehouse storage policies and efficiency has emerged in several 
studies emphasizing the importance of a comprehensive overview of warehouse management (Petersen & 
Aase, 2017; Hui et al., 2015).  
In Figure 1, a classification of the main literary contributions focusing on the item allocation is reported. As 
immediately noticeable, the majority of the contributions involve the storage allocation of the items in 
traditional picker-to-part warehouses (Manual, in the legend). Automated warehouses are less analyzed by 
researchers, regardless of the methodology implemented. Among the strategies for item allocation, the 
Cube-per-Order Index (COI) can be mentioned: it was first proposed by Heskeet in 1963, and it is used to 
assign product classes to storage location defined as the ratio of the item storage space requirement. Some 
authors use the COI-based storage assignment to improve the subsequent picking activities (Caron et al., 
2010; Hwang et al., 2004) through the development of simulated scenarios guiding the decision-making 
process. Yang and Nguyen (2016) propose a heuristic approach in which the COI-based storage assignment 
is integrated with the Principal Component Analysis in order to create more precise clusters of items.  
The COI assignment approach can also be compared with the Class-Based Storage Assignment (CBS), as 
showed by Chand and Chan (2011). In CBS, SKUs are ranked according to their total picking volume (Petersen 
& Aase, 2017) and partitioned into several classes according to their total popularity.  SKUs are then 
randomly assigned to storage locations within their respective class storage area (Petersen et al., 2004). 
Observing Figure 1, it can be noticed that the CBS approach is the one presenting the highest number of 
applications to automated warehouses. For example, Bortolini et al. (2015) propose three different CBS 
approaches and simulate some scenarios to determine the best storage assignment in order to make the 
picking process efficient, while Popović et al. (2014), based on a CBS strategy, implement different heuristics 
to improve the performance of an ASRS. Similarly, Li et al. (2015) test a class-based storage assignment 
heuristic aiming to store similar items close together in the ASRS, comparing the traditional ABC allocation 
and a product affinity-based strategy developed through data mining analysis.  
 
 
 
 

 
Figure 1 Storage policies classification of the existing contributions.  
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In recent literature, more efficient storage assignment methods have been proposed using the fuzzy 
clustering technique. For instance, Hui et al. (2015) propose an approach based on fuzzy clustering and 
association rule mining, aiming to closely store similar products or products frequently retrieved together: 
their case study is based on a food warehouse. Hence the storage assignment should take into account the 
retrieval of items frequently picked together in order to reduce their stay out of the warehouse and, thus, 
avoid the damaging and spoilage of products.  
Researchers like Accorsi et al. (2014) and Quintanilla et al. (2015) have developed heuristic 
algorithms for storage system design and item allocation, while Chen et al. (2005) rely on the definition of 
the association rules among items frequently picked together to place them in the warehouse.  
 
As shown in Figure 1, several studies in the literature are referred to a traditional warehouse. For an 
automated warehouse design, the simulation approach is one of the main methods used to develop a data-
driven decision support system for the picking process. Peixoto et al. (2016) highlighted that real warehouse 
systems are often too complex to be evaluated analytically. In contrast, simulation models are more precise 
and naturally able to integrate the stochastic and dynamic nature of the decisions (Yener &Yazgan, 2019).  
Since only individual item attributes are considered in different storage allocation methods, Zhang et al. 
(2019) developed a heuristic and simulated algorithm based on demand association patterns without 
considering the batching problem. Hui et al. (2015) proposed  a tri-modular intelligent fuzzy-based storage 
assignment system, integrating fuzzy logic and Association Rule Mining to analyze the hidden 
relationships of product sales. In order to solve the assignment problems and determine which items should 
be closely allocated in an ASRS, more data are needed to improve picking efficiency. In this sense, Association 
Rule (AR), an algorithm for variable interaction and pattern recognition of a set of frequently collected 
articles concurrently, is considered a valid solution for reducing the number and the duration of picking 
processes (Bevilacqua et al., 2019).  Additionally, this approach avoids the need to formulate a research 
hypothesis for factor combination before formal evaluation, which may become practically infeasible even 
for a moderately sized set of variables (Ciarapica et al., 2019).  Besides, the ‘support’ of the Association Rule 
is used to select the items more frequently picked, and the ‘confidence’ for the definition of the ones having 
a strong relationship. This choice contrasts with Chen et al. (2005), who, in their application to a manual 
warehouse, only considered the support in allocating the items closely.  
In light of the existing literary contributions, it can be noticed how the current research on items allocation 
is mainly focused on manual warehouses. Moreover, in the ASRS research field, many works primarily paid 
attention to the items storage assignment to decrease travel distances and the consequent time for the order 
composition. A framework for both the items refilling in an ASRS and the picking route using data-driven 
techniques has not been proposed in literature. Hence, considering the benefits harbored by the introduction 
of the Association Rule Mining (ARM), this work proposes an innovative approach for managing the allocation 
of the items in an ASRS. Specifically, ARM is used to predict the couples of items frequently picked together, 
so that they can be placed closely inside the ASRS and, consequently, the future pickings can be made more 
efficiently, as verified in the proposed simulations. 
  

3. Research approach   
 
In this work, a four-layer framework (Figure 2) is proposed for managing external and internal data related 
to an automated warehouse and picking processes. Specifically, the framework defines a data-driven 
strategy for identifying the best item allocation in an ASRS in terms of warehouse saturation levels and 
picking time.   
Each layer of the framework is dedicated to a specific bundle of activities. The first layer regards data 
gathering, the second layer the management and organization of this data; then the data analytics is 
performed in the third layer, and, finally, the allocation is implemented and the results obtained 
are controlled in the Allocation Layer.    
  



 
 
Figure 2 Four-layer framework for managing an ASRS and the picking process    

   
3.1 Data gathering layer  
The data gathering layer represents the foundation of the whole framework since the aim of the work is to 
define a data-driven roadmap to facilitate the warehouse management and picking process. Indeed, a robust 
database (Warehouse Management System) is needed in order to perform an accurate and meaningful 
analysis. Different data sources have to be considered and integrated into the warehouse management 
system to achieve this objective. In the following bullet list, the main data contained in and extracted from 
the information systems are exemplified:   

• Product Lifecycle Management (PLM):  information on product design, general data, product 
quality, Bill of Materials (BOM), production processes, and part properties are extracted from the PLM. 
In particular, information concerning item volume, weight, and storage conditions is necessary for 
defining the item allocation rules.   
• Manufacturing Execution System (MES): data regarding the production processes (productivity, 
capacity, raw material availability, work in progress, and final product currently available) are 
collected from the MES. Additionally, the parameters tracked by the RFID systems, as well as machinery 
parameters, are useful to integrate production information and define the picking rules.  
• Supply Chain Management (SCM) covers a variety of company logistics activities and provides data 
regarding the definition of the service levels to the end customer, the operating costs and the capital 
employed, the demand forecasting and planning, order processing, and optimal resource utilization  
(materials, production plants, and workers). This information is used both for picking planning and item 
allocation.  

It should be pointed out that, in this work, a general framework is proposed. Hence, each company may use 
only some of the previously mentioned data sources, depending on their information system structure and 
on the available data. In any case, this first layer represents the basis for building a warehouse management 
system to have optimal information management, which will be described in the following section.  



  
3.2 Data management layer  
The second layer of the proposed framework regards the management of the collected data. It is necessary 
to integrate them opportunely in the warehouse management system and, considering the amount of data, 
this is not a trivial step since there are many data sources to take into consideration. Data can be stored into 
cloud applications or local servers. To carry out a meaningful analysis, a set of consistent data has to be 
analyzed. Hence, measurement errors (e.g., misreading and repetitions) must be eliminated or substituted 
by valid measurements. Besides, the heterogeneities generated by duplicate data from different sources 
using different terminology have to be standardized. Lastly, only the data relevant for the aim of the analysis 
should be considered, thus leaving only the relevant ones. Through the Extraction, Transformation, and 
Loading (ETL) process, a unique dataset to support the decision-making process is created, that is, a single 
information source from which to carry out the actual analysis.     
  
3.3 Data analytics layer  
The third layer is dedicated to data analytics, and it consists of a preliminary data 
processing step and Association Rule Mining step integrated into a general allocation process. During the 
first step, the preliminary data processing and items received from suppliers are collected from the ETL 
system. 
The second step, Association Rule Mining (ARM), regards the identification of pairs of items frequently picked 
concurrently. Indeed, such items should be allocated closely in the ASRS (if possible, on the same tray) in 
order to reduce the picking time. According to the proposed approach, the warehouse operators will be able 
to pick up components from a smaller number of trays during the total picking time, thus reducing its idle 
time and the number of single and dual command cycles.  
  
3.3.1 Association Rule Mining  
The Association Rule Mining is an analytic technique aimed at finding valuable relations among attributes 
from large datasets (Buddhakulsomsiri et al., 2006). Specifically, this methodology ensures the identification 
of attribute-value conditions frequently occurring contextually in order to extract knowledge from the big 
data produced daily.    
A formal definition of an Association Rule (AR) can be the following: let 𝐴𝐴 =  {𝑎𝑎1,𝑎𝑎2, . . . ,𝑎𝑎𝑛𝑛} be a set 
of boolean data hereafter called items and 𝑉𝑉 =  {𝑣𝑣1,𝑣𝑣2, … ,  𝑣𝑣𝑚𝑚} be the set of transactions; each transaction 
vi is composed of a set of items, namely an itemset, taken from A. An AR is an implication, 𝐼𝐼 →  𝐽𝐽, where 𝐼𝐼 
and 𝐽𝐽 are itemsets taken from A (i.e., 𝐼𝐼, 𝐽𝐽 ⊆  𝐴𝐴), and they have no items in common (𝐼𝐼 ∩  𝐽𝐽 =  ∅).  
In the proposed application, 𝑎𝑎1 represents the picking of item 𝑖𝑖1, while the transaction 𝑣𝑣1 represents the set 
of components belonging to the same picking list of 𝑖𝑖1. The quality of an AR can be evaluated through several 
metrics, among whom the support (Supp) and confidence (Conf) should be recalled:  

- 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝐼𝐼 →  𝐽𝐽) =  #{𝐼𝐼 , 𝐽𝐽 }
#{𝑉𝑉})

: this metric measures the statistical significance of a rule, hence it is 

calculated as the probability of finding both 𝐼𝐼 and 𝐽𝐽 in a transaction; thus, it can also be seen as a 
joint probability: 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝐼𝐼, 𝐽𝐽)  =  𝑃𝑃(𝐼𝐼, 𝐽𝐽)    

- 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 (𝐼𝐼 → 𝐽𝐽) =  𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝐼𝐼,𝐽𝐽)
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝐼𝐼)

: this metric measures the strength of a rule; hence it is calculated as the 

probability of finding item J in a transaction containing I. In other words, it is the conditional 
probability 𝑃𝑃(𝐽𝐽 | 𝐼𝐼)  =  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐼𝐼, 𝐽𝐽).  

In this work, the algorithm selected to perform the frequent itemset mining is the FP-growth (Han, Cheng, & 
Xin, 2007). The procedure to mine the ARs can be summarized as follows:   

1. The minimum support and minimum confidence thresholds are defined by the decision maker;  
2. FP-growth algorithm is executed to generate the Frequent Itemsets (FI);  
3. Combining the items included in each FI, the ARs with a confidence higher than the minimum 
confidence threshold are mined.   

In comparison with other applicable algorithms (e.g., Apriori or ECLAT), the FP-growth is more efficient in 
terms of memory requirement and time to conduct tests. Indeed, the itemset generation follows a “divide 



and rule” path: only the ones respecting the minimum support threshold are generated and considered in 
the following computation, leading to a lower growth of the itemsets to analyze. 
 
 
3.3.2 Application of Association Rule Mining for item allocation in an ASRS 
 
In order to explain the proposed approach, based on ARM for item allocation in an ASRS, we can use a 
simplified example. Let “A”, “B”, “C”, “D”, and “E” be the items managed by a company. At first, we analyze 
the Picking Lists that involved these items “A”, “B”, “C”, “D”, and “E” in the last year.  
Supposing we have five picking lists in the last year, as represented in Figure 3 by five trolleys, each trolley 
represents a transaction and is, therefore, composed of itemsets.  
 

 
  
Figure 3 Example of the application of Association Rule Mining for item allocation in ASRS 

The table reported in Figure 3 contains some of the ARs mined from the exemplified picking lists. Considering 
the first rule in the table of Figure 3, the “Support” index provides an indication of how frequent the 
combination of itemsets (e.g., 𝐴𝐴 → 𝐷𝐷) appears in the dataset, while the “Confidence” indicates the 
conditional probability, i.e., the probability of finding the consequent “D” in transactions under the condition 
that these transactions also contain the head of the rule “A”.  
In the network of Figure 3, each node represents an item to be stored in the ASRS; an edge among two nodes 
only exists if an association rule among the two items exists. The thickness of the edges is proportional to the 
confidence of the association rule among the nodes, i.e., the weight of the edge; the dimension of the nodes 
represents the out-degree of the node, that is, the weighted sum of the outgoing edges from it.  
The warehouse management system repeats this analysis every time a supplier delivers a new item, and the 
company has to allocate this item in the ASRS.  
If a supplier delivers a new lot of items “A” in the future, this lot of “A” must be placed in the same tray as 
“D”, because, from historical data, when the warehouseman picks “A”, he usually picks “D” as well. 
By following this procedure, repetitively, it is possible to reduce the number of trays to be retrieved to 
complete a picking list. Picking time is reduced as more and more similar orders from customers are received. 
For example, if a picking order is composed of four items, all located in the same tray, only one tray should 
be retrieved. In the worst case, instead, it would be necessary to move all four trays in order to collect items. 
 
   
3.4 Allocation layer  
The last layer of the framework is dedicated to the allocation of the items to a specific tray and to 
the simulation and performance evaluation of the proposed item allocation. Indeed, the coupling proposed 



through the ARM is used to define the item allocation to the trays. Simulation is used to perform different 
tests on the trays partitioning (e.g., modifying the number of stock keeping units per tray). So, this step 
supports company managers in defining whether the configuration recommended in the algorithm is feasible 
(e.g., all the items can be stored in the ASRS because the maximum number of trays required is lower than 
the available ones) or if some adjustments are needed. In this sense, simulating the average stock level per 
day and dividing the items into SKUs and trays allows one to see the quality of the solution provided in 
the first instance.  
 

3.4.1 Item allocation algorithm   
Figure 4 shows the general procedure for item allocation during the regime functioning of the ASRS. When a 
new lot (𝑄𝑄𝑖𝑖) of an item 𝑖𝑖 has to be stored there is a preliminary scanning among all the ASRS trays (𝑘𝑘), in 
order to check if the item “𝑖𝑖” is already contained in one of the trays of the ASRS. If there is a tray 𝑘𝑘 that 
already contains item 𝑖𝑖, it is verified whether there is available space in the same tray to hold 𝑄𝑄𝑖𝑖.  
If the total quantity storable in tray 𝑘𝑘 (𝑄𝑄𝑘𝑘) exceeds the 𝑄𝑄𝑖𝑖, 𝑄𝑄𝑖𝑖  is completely stored in tray 𝑘𝑘; otherwise, a 
further tray, if available, is recalled (𝑘𝑘 =  𝑘𝑘 +  1), and the procedure restarts.  
If the item 𝑖𝑖 is not present in any tray of the ASRS or if the available space is not sufficient to store the total 
amount of item 𝑖𝑖, then the remaining amount has to be stored in another tray.  
In this case, the ARM method can be applied. The ARs containing 𝑖𝑖 (e.g., 𝑖𝑖 → 𝑡𝑡 and 𝑡𝑡 → 𝑖𝑖 ∀ 𝑖𝑖𝑡𝑡𝑖𝑖𝑖𝑖 𝑡𝑡) are 
scanned, and the one with the highest confidence is selected. If there is a tray containing item 𝑡𝑡 with enough 
space to store item 𝑖𝑖, then item i is allocated to this tray. Otherwise, the following rule in terms of confidence 
is selected, and the same procedure is applied. As previously stated, the aim of the ARM is to define the 
couples of items frequently picked together so that they can be placed near to each other in order to reduce 
the picking time. Indeed, when the probability of picking two items together is high, having them on the same 
tray has a relevant impact in reducing the picking time. 
If there are no associated items in the ASRS, or if the trays containing them are saturated, then item 𝑖𝑖 is 
assigned to an empty tray closest to the picking point.  
When there are no more free trays, the items will be stored out of the ASRS in a traditional shelving 
warehouse. 
The procedure is repeated until all items (for the items 𝑖𝑖 ranging from 1 to 𝐶𝐶) have been stored. 
 
 
 

 



Figure 4 General procedure for item allocation during the regime functioning of the ASRS. 
 
  

4. Research approach application   
The framework proposed in figure 2 has been implemented to define the warehouse management policy of 
a shoe manufacturing company during its transition from a standard picker-to-part approach to an 
automated part-to-picker one. The company sells high-value footwear in the fashion sector and has a 
turnover of about 100 million €.  
The ASRS of the company being studied is a vertical warehouse, divided into three modules. The machine 
handling unit consists of a vertical trolley equipped with motorization, which activates the upward and 
downward movement of the trolley above which the horizontal trolley moves. On the horizontal trolley, in 
turn, the gripping tray system is inserted. Absolute encoders control all the axes of the handling unit 
mentioned above. Trays are the storage unit managed by the warehouse , and the maximum number of trays 
storable in the ASRS is equal to 550. Trays are equipped with sliding pads that allow them to slide on the 
storage shelves. They have the fixing arrangements for the insertion of the perimeter lifting edges and for 
the introduction of the dividers and separators that determine their division into compartments (hereafter 
considered as Stock Keeping Unit - SKU). Perimeter elevations, longitudinal dividers, and separators are 
optional. An example of tray dimensions and a possible partition into six SKUs are reported in Figure 5.  
Worth noting is that the current study addresses the allocation of the items to the ASRS trays while the 
optimal positioning of trays is updated daily on the basis of a class-based storage algorithm included in the 
software of the ASRS. Specifically, in this application, the trays more frequently recalled for the picking and 
refilling practices are situated closer to the picking point.  
 
 

 
Figure 5 Tray’s dimension and example of a possible partition into six SKUs. 

 
4.1 Layers 1 and 2: data gathering and management  
 
In order to define the picking orders to get information on the items frequently retrieved together, some 
information is needed: the customer orders have to be accessed from the Supply Chain Management system 
in order to be aware of the products that have to be produced; consequently, it is necessary to access the 
bill of materials - stored in the PLM - of such products in order to identify the items to be picked and, then, 
build the picking list.  
SCM and MES data have been extracted from a cloud application, while the PLM from the company’s 
server. Data collected from the different information systems employed in the company being studied have 
been cleaned, integrated, and standardized. In particular, the cleaning activity mainly regarded 
negative stock values that have been identified in the data collected from the PLM. They have been compared 
to the corresponding production lists of the MES in order to understand the origin of the inconsistencies and 
correct them, as well as some errors in terms of dates. Furthermore, a comparison among the orders for the 
suppliers and the items entered in the warehouse has been performed in order to control data correctness.   



A single dataset to perform the analysis has been created to support the decision-making process. The 
analysis described by the last two layers is performed considering the data of the orders delivered in the 
last year. An excerpt of the data collected is shown in Table 2: each row represents a picking order (P.O.), 
while the items are reported in the columns. The numbers inside the table represent the quantity of each 
item picked during each order. In total, during 2019, the company managed 24,320 different items and 
11,283 picking orders.    

  
Table 2. Dataset analyzed  

Picking orders  ITEM 1  ITEM 2  ITEM 3  ITEM 4  ITEM 5  ITEM 6  ITEM 7  …  ITEM N  

P.O. 1  1  0  1  3  0  5  5  …  0  

P.O. 2  1  3  0  3  1  0  0  …  0  

P.O. 3  0  0  0  0  0  0  0  …  1  

P.O. 4  0  0  1  0  2  0  0  …  1  

P.O. 5  0  0  0  0  4  4  0  …  6  

P.O. 6  3  3  0  0  0  0  0  …  0  

P.O. 7  0  0  5  0  0  0  1  …  0  

P.O. 8  0  0  0  1  0  0  3  …  0  

… … … … … … … …  … 

    
 
The company initially decided to divide each tray into 12 stock keeping units (SKUs). Subsequently, this value 
will be varied to make a what-if analysis. To facilitate the picking for the workers, each SKU can contain a 
unique item, while the quantity of each item that can be allocated to each SKU is known and depends on 
item volume.  
In Table 3,  an excerpt of the table that reports the values of the picking frequency for each item (Supp) is 
shown, together with the maximum number of items that can be stored in each SKU (Q/SKU). The picking 
frequency is calculated for each item using the dataset reported in Table 2. It is defined by determining the 
support of the itemsets composed of a single item, i.e., the number of times an item appears in the picking 
orders over the total pickings. The analysis is carried out through the RapidMiner software, selecting 0 as 
minimum support and confidence thresholds.  

  
Table 3. Excerpt of the item support and quantity of each item allocable to an SKU  

ITEMS  Supp  Q/SKU  

Item 1  0.107  80  

Item 2  0.101  110  

Item 3  0.096  30  

Item 4  0.095  80  

Item 5  0.093  80  

Item 6  0.090  80  

Item 7  0.081  110  

Item 8  0.078  40  

Item 9  0.074  30  

Item 10  0.056  35  

  
 
 
4.2 Layer 3: data analytics  
In total, considering a minimum support threshold of 0.05 and minimum confidence of 0.10, 33,970 rules are 
obtained. Since there are no univocal strategies to select the thresholds, they are kept low in order to be able 
to associate the components among them as much as possible. In Figure 6, an excerpt of the network 



describing the associations among the items is presented. It is worth noting that, for the sake of clarity, Figure 
6 only reports 20 nodes (i.e., the association among 20 items) and the related 370 association rules. Each 
node represents an item to be stored in the ASRS; an edge among two nodes only exists if an association rule 
among the two items exists. The thickness of the edges is proportional to the confidence of the association 
rule among the nodes, i.e., the weight of the edge; the dimension of the nodes represents the out-degree of 
the node, that is, the weighted sum of the outgoing edges from it. The color is used to emphasize the 
information provided by the dimension of the nodes and the thickness of the arcs: green color indicates high 
values (specifically, the darker the green, the higher the respective values), while pink indicates a low value.  

 
Figure 5 Excerpt of the network describing the association among items. 

 

Only as an example, we report in Table 4 an excerpt of the association rules containing Item 1. 

Table 4. Excerpt of the association rules containing Item 1.  
 

I  J  Conf  

Item 1  Item 3  0.331  

Item 1  Item 4  0.330  

Item 1  Item 2  0.297  

Item 1  Item 5  0.266  

Item 1  Item 11  0.238  

Item 1  Item 12  0.238  

Item 1  Item 7  0.232  

Item 3  Item 1  0.210  

Item 4  Item 1  0.205  

Item 2  Item 1  0.197  

Item 5  Item 1  0.174  

Item 11  Item 1  0.154  

Item 12  Item 1  0.151  

 



 

4.3 Layer 4: Allocation layer  
Once the ASRS is installed, the company needs to fill the automated warehouse with the products it had 
previously stored in a traditional warehouse. As previously mentioned, the company needs to move from a 
standard picker-to-part approach to an automated part-to-picker one. 
Following the general procedure presented in Figure 4, the flow chart reported in Figure 7 details the specific 
procedure followed by the company in allocating the items to the ASRS trays. The following notation is 
adopted in order to schematize the policy:  

• 𝑖𝑖, 𝑖𝑖, and 𝑡𝑡 are items that have to be stored in the ASRS; 
• 𝑖𝑖 → 𝑡𝑡 represents the association rule among the items 𝑖𝑖 and 𝑡𝑡.   
• The warehouse is composed of trays (𝑘𝑘), each of which can be fractioned.  
• Each fractioned area of the tray is referred to as Stock Keeping Unit (SKU);  
• 𝑄𝑄𝑖𝑖  is the quantity of item 𝑖𝑖 that has to be allocated;  
• 𝑄𝑄𝑗𝑗 is the maximum quantity allocable to the SKU 𝑗𝑗. 

When an item 𝑖𝑖 has to be stored in the ASRS, all trays and SKUs are scanned in order to check whether the 
item 𝑖𝑖 is already in the ASRS. If any, all the SKUs already containing the item 𝑖𝑖 are saved since they are the 
possible candidates to receive the 𝑄𝑄𝑖𝑖  to fully saturate the trays and, therefore, the warehouse. If there is at 
least one SKU that already contains 𝑖𝑖, it is assigned to it: if 𝑄𝑄𝑖𝑖  ≤  𝑄𝑄𝑗𝑗  , then all the 𝑄𝑄𝑖𝑖  is stored in the SKU 𝑗𝑗 and 
the cycle ends; otherwise, the SKU 𝑗𝑗 is saturated, and the search for another SKU is performed with the same 
criteria. When in doubt regarding the SKU selection, e.g., more than one is eligible for the allocation, the one 
belonging to the tray that is closer to the picking bay is selected.   
 
If item 𝑖𝑖 is not present in the ASRS, then it is analyzed with the ARs. All the ARs in which 𝑖𝑖 appears (rules in 
the form 𝑖𝑖 → 𝑡𝑡  and 𝑡𝑡 → 𝑖𝑖) are selected and sorted by descending confidence. Assuming 𝑡𝑡 is the item 
belonging to the rule having the highest confidence, in the same trays where 𝑡𝑡 is located, it is checked 
whether there is a spare SKU to contain 𝑖𝑖. If so, then 𝑖𝑖 is stored in the same tray as 𝑡𝑡 (totally or partially). 
Otherwise, other associated items are then searched for.  
As an example, let’s assume we have to allocate 𝐼𝐼𝑡𝑡𝑖𝑖𝑖𝑖 1 and consider the ARs reported in Table 4. 𝐼𝐼𝑡𝑡𝑖𝑖𝑖𝑖 1 is 
the item 𝑖𝑖 described in the current procedure, while 𝐼𝐼𝑡𝑡𝑖𝑖𝑖𝑖 3 is item 𝑡𝑡; if in the trays containing 𝐼𝐼𝑡𝑡𝑖𝑖𝑖𝑖 3 there 
is a spare SKU, then 𝐼𝐼𝑡𝑡𝑖𝑖𝑖𝑖 1 is assigned to it. If the quantity of 𝐼𝐼𝑡𝑡𝑖𝑖𝑖𝑖 1 exceeds the capacity of the SKU or if 
there is no available space on this SKU, then the trays containing 𝐼𝐼𝑡𝑡𝑖𝑖𝑖𝑖 4 are checked, and so on.  
If the item 𝑖𝑖 has no associated item or the trays containing the associated ones have no more available space, 
then i is allocated to a brand-new tray. In the case where there are no empty trays, it is assigned to a partially 
full one, as long as the totality of 𝑄𝑄𝑖𝑖  can be stored on it (eventually, in separate SKUs), choosing the closest 
to the picking point. In the event that there is no available space for storing the totality of 𝑄𝑄𝑖𝑖  in the ASRS, the 
remaining is stored on manual shelves.  
 
 



 
  

 
Figure 6 Item allocation to the SKUs detailed for the case study 

 
  

  

4.3.1 Simulation results  
On the basis of the allocation deployed in this layer, the number of trays required daily is simulated during a 
one-year interval. Specifically, the aim of this analysis is to check how many trays, organized according to the 
ARs mined, are necessary to stock all the items. Existing items at the beginning of the year and the inbound 
and outbound daily quantities are considered in the test. In Figure 7, the data series represented by a 
rhomboidal indicator shows the number of trays required daily: it ranges between 684 and 785 trays.  
 



  

 
Figure 7 Comparison between the daily number of trays required to stock the items organizing each tray in 
12 and 24 SKUs.    

 
 The allocation of the items to the trays is further studied by monitoring the saturation level of the SKUs. On 
average, only 19.38% of the SKU is saturated during the year, with a minimum average value of 6.39% and a 
maximum average value of 46.24%. These results are essentially due to the fact that the company handles 
small batches of many codes that have a low rotation index. 
Hence, the size of the SKU has been halved so that each tray can store 24 SKUs instead of 12. This attempt 
aims to improve the performance of the ASRS in terms of saturation, and it considers the dimensional 
constraints of the items to be stored. Thus, the average saturation of the SKU increases by up to 38.8%. Under 
this hypothesis, the daily requirement of trays (Figure 7, square indicator) ranges between 343 and 394, 
increasing the number of items storable in the ASRS. Any other splitting of the tray into smaller SKUs is not 
allowed due to the size of the items. Indeed, the dimension of the SKU currently tested is the minimum one 
capable of containing all the items. Hence, this solution is the one implemented by the company since it 
allows acceptable saturation levels.  
 
4.3.2 What-if analysis  
The performance achieved through the ARM-based methodology proposed in this article has been compared 
with two other item allocation methodologies. The first one (called “ARM+Shoe shape”) is a variant of the 
ARM approach in which an additional constraint on shoe shape has been introduced. According to this 
approach, priority is given, in the allocation to the tray, to those items belonging to the same shape of shoes. 
The other method of comparison is Random Storage Assignment, a traditional method of allocating items in 
an ASRS.  
The ARM+Shoe shape allocation approach has been proven because historically, the footwear company 
organizes the warehouse by placing the items belonging to the same shoe shape close together. In this 
sense, an additional constraint is considering in the allocation of items to trays. Specifically, a tray can be 
composed only of items belonging to the same shoe shape. Hence, the first modification is carried out during 
the ARM phase. Indeed, only rules describing the relations among items referring to the same shape have 
to be taken into consideration. The procedure to allocate items to the trays is the same presented in the 
previous sections and reported in Figures 3 and 6: according to the association rule mined, items that refer 
to the same shoe shape are allocated based on the decreasing confidence values. Under this hypothesis, the 
average saturation of the SKU decreases (29.68%). In parallel, there is an increase in the requirement of the 
trays, that range between 341 and 550 (401 trays, on average). Hence this solution would not be very flexible 
in the case where the demand increases. The estimation of the picking time duration is compared through 
the simulation of typical daily picking processes for both solutions.  



According to historical data collected during the ASRS management, the assumptions made before the 
execution of the simulation are as follows:  

• The average cycle time provided in the technical specifications of the ASRS is considered: 27 s (SD = 
5,5 s) for the single and 33 s (SD = 7,2 s) for the dual command cycles;  
• A single operator is responsible for the picking process and works using two picking points;  
• While the worker picks a set of items from a tray, the ASRS brings another tray to the second 
picking point;  
• 45 real picking lists processed during the previous year are randomly selected from the historical 
picking lists.  

 
Table 5. Comparison of the results achieved with the possible solutions.  

 

  ARM   ARM + Shoe shape  Random Storage  
Assignment  

Group  
statistics  

Mean number of 
trays needed  

365  401  327 

Mean picking time [s]  31243.50   27803.02  33128.13 
Standard Deviation  1230.82  1121.23  1335.54 
Standard Error Mean  181.47  165.32  196.91 

Independent 
Samples Test  

t-test for Equality of 
Means  

t = 14.015; df = 88; sig.: <0.001  t = -7.038; df = 88;  
sig.: <0.001   

Mean difference  3440.48  -1884.63  
Std. Error Difference  245.48  267.68 
95% Confidence Interval 
of the Difference  

[2952.78 ; 3928.18]  [-2416.63 ; -1352.63]  

  
In Table 5, the ARM solution is compared to the ARM+Shoe Shape solution and 
Random Storage Assignment in terms of number of trays and picking time. Specifically, the ARM+Shoe Shape 
solution allows a reduction in terms of picking times if compared with the ones related to the allocation only 
following the association rules. Such a reduction is, on average, 12.89%.  
The different mean values obtained by the two options have been compared through a t-test aiming at 
verifying the significance of the results with a 95% confidence interval. Remarkably, the mean difference is 
significant (p< 0.001). Hence, even if the addition of the constraint on the shoe shape as a driver for the 
allocation of the items to the trays is penalizing in terms of saturation level, it allows better performance in 
terms of picking time. The higher number of trays required to store the items in case of the adoption of the 
approach analyzed in the ARM+Shoe Shape solution is not critical, on average. However, in periods 
characterized by a higher number of stocks, the peaks could not be sustained by such an approach, requiring 
the item to be stored outside the ASRS.  
The ARM solution is also compared to a traditional technique for item allocation, the Random Storage 
Assignment. Dividing the items on a random basis surely provides benefits in terms of the number of trays 
required daily (327 versus 365). However, the difference between the picking times in the two cases is 
statistically significant t = -7.038; df = 88; sig.: <0.001) and is favorable to the approach proposed in this work. 
Indeed, the time required to perform the picking on a typical day’s work is of about 9 and a half hours 
(33128.13 s). Neither of the solutions can be considered as the global optimum since the results are 
contrasting, even though the proposed approach allows a company a good trade-off between ASRS 
saturation and picking times.    
 
  

5. Discussion   
Some theoretical contributions and implications for management can be highlighted from the 
implementation of the research approach proposed in this work. In the next two sub-sections, a discussion 
about practical and theoretical aspects has been inserted. 
 



5.1 Practical implication 
The novel integration of the Association Rule Mining and simulation within the same data-driven framework 
represents a promising approach to managing the items in an ASRS.  
From a practical point of view, the data-driven decision support system for ASRS management can provide 
some benefits: firstly, as presented in the results, the picking process is smoother and faster without 
compromising the ASRS saturation. Moreover, since the items are contained in single-product SKUs, the 
chance of committing errors is lower. Indeed, the interface of the ASRS indicates the SKU from which the 
item has to be picked, supporting the operator in executing the correct picking process.   
The proposed approach represents a novelty in comparison with the ones already adopted in the literature. 
On the one hand, this is because of its application to the automated storage and retrieval system, while other 
works (e.g., Hui et al., 2015; Chen et al., 2005) focus on the traditional manual warehouses; on the other 
hand, because it takes into account both the support of the items and the confidence of the rules. Moreover, 
the approach proposed in this work takes into account data coming from different sources and additionally 
relies on a data-driven analysis: indeed, items are not clustered on the basis of their category but by 
considering the historical data. In this way, not only will similar items be stored closely, but also a further 
knowledge dimension is added since previously unknown patterns are derived through the association rule 
mining. 
The proposed approach will provide better results if customers tend to request the same products frequently. 
In this case, in fact, the allocation of the items foreseen through the association rules will allow warehouse 
operators to minimize the number of trays to be recalled for daily picking activities. Indeed, the rationale 
behind the adoption of such a technique for defining the storage allocation is based on the assumption that 
if one item has been frequently asked together with another one in the past, most likely, the two items will 
be asked in the same picking list also in the future. Additionally, this approach overcomes the 
formulation of a research hypothesis for factor combination: this aspect, in fact, may become time- and 
resource-consuming even for a moderately sized set of variables (Ciarapica et al., 2019).  
A specific comment on the item allocation order is needed: indeed, this step may have an impact on the 
whole item allocation. In the specific case study, it has been decided to allocate the items according to the 
arrival date of the shipments from the supplier. This is linked to the need not to take up too much space by 
stacking material already delivered. In addition, this avoids taking material that has not yet been registered 
and entered into the ASRS and, consequently, avoids a loss of information. Alternatively, it could be chosen 
to allocate the highest turnover material first or the largest quantities delivered by the suppliers. Adopting 
these solutions requires the introduction of additional constraints in the storage processes and a delay in 
entering materials into the ASRS. This means increasing the space in the acceptance and control area for 
incoming goods from suppliers, making in many cases impossible to implement these two approaches in 
practice. In fact, the acceptance and control area has a limited size and in many cases it is not possible to 
leave goods on pallets for more than 24 hours. 
During the implementation of the proposed research approach in the shoe company, some problems 
connected to human behavior have been observed. Indeed, the developed data-driven decision support 
system requires several data to be taken into account. In this regard, one of the main criticisms is 
guaranteeing the accuracy in data recording and standardizing them in order to avoid duplicates. In the case 
study proposed in this work, the different data sources were initially used separately and not integrated. In 
order to solve this issue, standardized procedures are needed to ensure that the operators record the right 
information at the right time, avoiding forgetfulness and inaccuracy in the data management process. A 
substantial cultural change is necessary to convey to all members of the company the feeling that accurate 
data collection and recording is the basic step in moving towards an effective data-driven decision support 
system and correctly predicting the picking activities.   
 

5.2 Theoretical aspects  
Considering the algorithmic aspect, the selection of the FP-Growth algorithm, in spite of the widely 
used Apriori, is related to its higher efficiency in extracting the frequent patterns in large databases (Agrawal 
& Srikant, 1994). Even the setting of the minimum support and confidence levels has an impact on 
the association rules mined. Indeed, indicating a threshold higher than 0 implies the loss of some 



rules, the ones characterized by a low probability of occurrence. An example of the items picked 
contextually only a few times could be the ones used to create sample shoes or because of special 
customer requirements. The larger the dataset, the more important this setting is: indeed, the number of 
association rules to be mined affects the running time of the algorithm.   
On the other hand, the big data perspective has to be taken into account. Massive amounts of heterogeneous 
data are continuously produced, possibly with different velocities. Dealing with them in real-time requires 
the adoption of adequate technologies and, of course, techniques and expertise. Thus, it can be said that the 
datasets to be analyzed grow both in terms of volume and complexity. Such complexity regards the variety 
of data, e.g., heterogeneous sources, types, and structures. Even variability and veridicality is a critical issue 
in terms of increasing complexity: indeed, fast-changing information may involve the use of data that are no 
longer coherent with the previously collected ones. In the fashion industry, for example, this issue can be 
represented by trend changes or brand reputation modifications. The application context of the proposed 
approach has to be taken into account when defining the parameters setting, like, for example, the time 
interval for the association rule mining. In the proposed case study, data refer to a one-year time period. 
Enlarging the used dataset could provide a broader set of rules, but, in this case, the fast-changing trends 
characterizing the fashion industry have to be taken into account. In this perspective, in fact, having a wider 
set of association rules is not a synonym for better management policy. In any case, a periodic review of the 
allocation and stock level is necessary in order to limit the propagation of possible errors committed, as well 
as a periodic re-mining of the association rules, considering the possibility of extending the dataset currently 
used or introducing a new one, based on the characteristics of the company being studied. During the 
reiteration of the approach (e.g., the update of the dataset), the simulation and sensitivity tests help in 
defining whether the proposed solution is feasible or not, taking into account possible physical constraints 
and policies specific to the company.   
 
  

6. Conclusions and future development  
Data-driven approaches can support the decision-makers in understanding how to deal with warehouse 
operations and how to manage the wide amount of data nowadays, characterizing operations profitably.   
Existing contributions present the successful implementation of decision support systems for the 
improvement of the warehouse management policies, the majority of which are based on simulation 
approaches.  
In this work, an innovative perspective is provided by the combination of data mining techniques, like the 
Association Rule Mining and simulation.  In both cases, a fundamental role is played by the quality of data, 
opportunely analyzed through data-driven approaches. The framework proposed for the management of 
Automated Storage and Retrieval Systems and the picking process is organized into four steps, respectively 
dedicated to data collection, data management, data analytics, and understanding of results. The aim of the 
proposed approach is twofold: it provides a roadmap to guide the organization in understanding data 
produced every day and to benefit from them. Secondly, it supports the prediction of picking activities and, 
as a result, the definition of the item assignment to the stock-keeping units through association rule mining. 
In this way, both the saturation level of the stock-keeping units and the picking time can be taken into 
account.    
A practical application of the framework is presented, highlighting how companies, in their daily 
practice, have to find trade-offs in pursuing their objectives. Indeed, solutions allowing a higher level in terms 
of saturation of the stock-keeping units is penalizing in terms of picking duration. On the contrary, solutions 
ensuring shorter picking times is characterized by a lower saturation level. This aspect highlights the need for 
further research on this topic. Further development of this study, indeed, involves the introduction of a multi-
criteria decision-making approach to support the decision-makers in defining the best alternative. 
Undoubtedly, the decision is subjective since it is strictly related to organizational objectives and modus 
operandi, but some general guidelines could be developed.     
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