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Abstract

Structural monitoring aims to develop systems that can monitor a structure by
allowing its inspection and detection of damage with minimal human interven-
tion. It therefore represents a process of implementing a damage identification
strategy through which, by observing a structure with a certain periodicity, it
is possible to arrive at an evaluation of specific characteristics of the system,
to define its current state of health.
Its first application was in fields other than civil engineering. In fact, it was a
technique mainly used in mechanical, aeronautical, and aerospace engineering.
It later became evident that it was a strategy that, if correctly adapted, could
be of great help in the control of all civil structures in the area.
It can be developed as an autonomous integrated system on big infrastructures
(such as bridges, dams, etc.) with the aim of monitoring the response of the
structure under stress during construction to modify designs if necessary. Also,
on these types of structures, it can maintain constant control during its life
cycle to implement timely interventions before irreversible and dangerous situ-
ations can arise.
In addition, structural monitoring can be used, as will be shown in this thesis,
to monitor the structural health of historical buildings belonging to cultural
heritage. This heritage is spread in Europe and particularly in Italy. We are
talking about buildings even of considerable size (such as enormous churches),
built in very distant epochs, the conservation of which is now the focus of many
researchers. The case study that is the subject of the present work is the bell
tower of a church in the Marche region, Italy, whose historical traces date back
to around 1330, with numerous subsequent interventions and remodelling up
to the present day.
With the technique of structural monitoring, it is possible to assess the dynamic
behaviour of the (monitored) structure through the identification of its main
modal parameters from the analysis of the acquired data. The term ’dynamic
identification’ of a structure means all those techniques, both analytical and
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experimental, through which it is possible to identify the dynamic response of
the structure itself by extrapolating natural frequencies, corresponding modal
shapes and damping coefficients.
Focusing on this concept, the work was initially set up by implementing an
automatic procedure for processing the output data from the monitoring and
thus defining the modal parameters of the structure under examination pu-
rifying them from the effects of environmental actions such as temperature,
average wind speed and humidity. By removing these external factors from
the results, a prediction of the evolution of the modal characteristics can be
obtained. Comparing them with the actual behaviour of the structure, any
anomalies can be highlighted.
Regarding the above, it is nowadays of fundamental importance, to be able to
recognise and predict the progressive failure of a structure. This may occur
due to natural degradation of materials, or because of unexpected vibrations
(earthquakes, explosions, etc.). Focusing on this concept, the identification of
damage based on the evaluation of changes in modal parameters, purified of
the influence of external agents, can be a time-consuming process. On the con-
trary, being able to know almost instantaneously the "new" behaviour of the
construction, is an aspect that must be taken into well consideration both for
safeguarding people’s lives and for the accurate and timely implementation of
improvements. Being prompt in critical situations, makes it possible to avoid
reaching conditions where it is necessary to interrupt the operability of the
structure for a long time to recover it, if it is possible. In the present work,
methods based on the direct processing of data acquired from the continuous
monitoring system were used. In this way, the computational burden was re-
duced. It was not necessary to elaborate the acquired data to extract the modal
characteristics of the system, and almost instantaneous feedback of changes in
dynamic behaviour was obtained. These aspects are significant when the pur-
pose is to develop "sustainable monitoring" from both an economic and timing
perspective.
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Sommario

Il monitoraggio strutturale si propone di sviluppare sistemi che siano in grado
di monitorare un’opera permettendone l’ispezione ed il rilevamento dei danni
con il minimo intervento antropico. Esso rappresenta dunque un processo di im-
plementazione di una strategia di identificazione dei danni attraverso la quale,
osservando una struttura con una determinata periodicità, è possibile pervenire
alla valutazione di alcune caratteristiche del sistema, in modo tale da definirne
il suo stato attuale di salute.
La sua prima applicazione ha interessato campi differenti da quello dell’ingegneria
civile. Infatti, era una tecnica impiegata prevalentemente in ambito meccanico,
aeronautico e nell’ingegneria aerospaziale. Successivamente è risultato evidente
come fosse una strategia che, se correttamente adattata, poteva essere di grande
aiuto per il controllo di tutte le strutture civili presenti sul territorio.
Può essere sviluppata come un sistema autonomo integrato su grandi infras-
trutture (come ponti, dighe, ecc.) con l’obiettivo di monitorare la risposta della
struttura sotto delle sollecitazioni durante la costruzione per modificare i pro-
getti se necessario. Sempre su questo tipo di strutture, può mantenere costante
il controllo durante il suo arco di vita per attuare tempestivamente interventi
prima che possano crearsi situazioni irreversibili e pericolose.
Inoltre, il monitoraggio strutturale può essere impiegato, come verrà mostrato
in questa tesi, per il monitoraggio della salute strutturale di edifici storici, ap-
partenenti al patrimonio culturale. Questo patrimonio è diffuso in Europa ed
in particolare in Italia. Si parla di edifici anche di notevole entità (come grandi
chiese), costruite in epoche molto lontane, la cui conservazione è oggi il focus
di molti ricercatori. Il caso studio oggetto del presente lavoro è la torre cam-
panaria di una chiesa nelle Marche, in Italia, le cui tracce storiche risalgono
a circa il 1330, con numerosi interventi e rimaneggiamenti successivi fino ad
arrivare ai giorni nostri.
Con la tecnica del monitoraggio strutturale è possibile valutare il comporta-
mento dinamico della struttura (monitorata) attraverso l’identificazione dei
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suoi principali parametri modali a partire dall’analisi dei dati acquisiti. Con
l’espressione “identificazione dinamica” di una struttura si intendono tutte quelle
tecniche, sia analitiche che sperimentali, attraverso le quali è possibile appunto
individuare la risposta dinamica della struttura stessa andando ad estrapolare
frequenze naturali, corrispondenti forme modali e coefficienti di smorzamento.
Soffermandoci su questo concetto, il lavoro è stato inizialmente impostato im-
plementando un processo automatico per l’elaborazione dei dati in uscita dal
monitoraggio e quindi per la definizione dei parametri modali della struttura
sotto esame depurandoli dagli effetti delle azioni ambientali quali temperatura,
velocità media del vento ed umidità. Rimuovere questi fattori esterni dai risul-
tati, permette di ottenere una previsione dell’evoluzione delle caratteristiche
modali. Dal loro confronto con il comportamento reale della struttura si pos-
sono evidenziare eventuali anomalie.
In riferimento a quanto appena detto, risulta oggigiorno di importanza fon-
damentale riuscire a riconoscere e prevedere il progressivo deterioramento di
una struttura. Questo può avvenire per naturale degrado dei materiali, o dopo
aver subito vibrazioni impreviste (terremoti, esplosioni, ecc). Focalizzandosi
su questo concetto, l’identificazione del danno basata sulla valutazione delle
variazioni dei parametri modali, depurati dell’influenza di agenti esterni, può
essere un processo lungo. Al contrario, poter conoscere quasi istantaneamente
il "nuovo" comportamento della costruzione, è un aspetto da tenere bene in
considerazione sia per salvaguardare la vita delle persone, sia per attuare in
maniera precisa e puntuale interventi di miglioramento. Essere tempestivi in
caso di situazioni critiche, permette di evitare di arrivare a condizioni tali per
cui è necessario interrompere l’operatività della struttura per molto tempo
pur di poterla recuperare, se possibile. Nel presente lavoro si sono utilizzati
metodi basati sull’elaborazione diretta dei dati acquisiti dal sistema di moni-
toraggio in continuo. In questo modo l’onere computazionale è stato notevol-
mente ridotto. Non è stato necessario elaborare i dati acquisiti per estrarre le
caratteristiche modali del sistema e si è ottenuto un feedback quasi istantaneo
di variazioni nel comportamento dinamico. Tali aspetti, risultano significativi
quando l’obiettivo è di sviluppare un "monitoraggio sostenibile" sia da un punto
di vista economico che di tempistiche.
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Chapter 1

Introduction

1.1 Research context

Italian history shows how in our country, periodically, events occur that severely
test the entire built environment, both the most recent and modern as well as
the oldest [1–5].
In recent decades, sensitivity to the issue of building conservation and structural
safety has increased considerably, leading to the development of highly efficient
techniques and procedures, first and foremost Structural Health Monitor-
ing (SHM) [6, 7].
SHM is presented as a set of techniques for the detection, localisation, charac-
terisation and quantification of structural damage. In this sense, it is proposed
as a useful tool to predict the residual life of the structure [8]: following the
evolution of the damage over time allows to understand if the mechanism is in
place or if it has stopped and therefore if the construction under examination
still has adequate resistance.

The widespread use of SHM derives in part from the need to compensate seis-
mic analyses performed on numerical models that are extremely simplified.
The construction of these, in fact, requires knowledge of structure character-
istics that are difficult to acquire. Therefore, the evaluation of the dynamic
behaviour is a very difficult task and the numerous uncertainties and approx-
imations that are necessarily introduced can lead to insignificant or erroneous
results.
In this context, the SHM provides very meaningful results that can be used,
for example, to calibrate the aforementioned numerical models.
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In addition to the evolution of the damage over time, the SHM is a useful tool
to allow a rapid post-event (earthquake) assessment without necessarily having
to schedule in-situ visual inspections by qualified operators. These, in fact, also
imply high costs and inconvenience for the users of the structural system under
investigation since they may require significant actions (removal of partitions,
false ceilings, etc.). Furthermore, if there are many buildings to be inspected,
and given the possibility that qualified inspectors are not immediately available
for the investigation, it is obvious to assume that the timeframe is necessarily
long. In thiS sense, the results of a SHM system can be considered as accurate
information on the dynamic behaviour of the structure and on the basis of this
the engineers can target inspections to specific areas.

Another very significant use of the SHM technique concerns the possibility of
integrated installation of monitoring equipment already in the early stages of
construction of a structure. This allows a continuous control of the structural
system from the "first moments of life" and thus the possibility of making cor-
rections to projects in a timely manner.

In this general overview presented, it has been highlighted how SHM can be
applied on different types of structures and with different purposes.
Thinking of the Italian territory, but also extending the look to other coun-
tries, the attention was strongly focused on the conservation of cultural and
architectural heritage, which is present in a very significant way. This has al-
ways played a very important cultural, economic and political role in society.
Given its age and the typical construction system (masonry), a punctual and
systematic structural assessment is required: the intrinsic characteristics of ma-
sonry buildings easily lead to cracking and, often, collapse, following seismic
events [9–12]. The needs are: to prevent unforeseen failures that imply the
interruption of usability, to diagnose previous pathologies and, above all, to
plan maintenance in an appropriate and cost-effective manner. What is to be
avoided is irreversible damage that compromises the overall structural integrity.
In addition to this, the high seismic risk of the area has made the needs just
presented even more important. In addition, it has led to the research and im-
plementation of methodologies for the control of the structural state of health,
exploiting the vibration characteristics of structures, which have undergone sig-
nificant development in recent decades.
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Monitoring tools, involving non-destructive methods, allow a very reliable char-
acterisation of the statics and dynamics of systems while respecting the histor-
ical value of the construction.

As is well known, the evaluation of the structural condition of a system begins
with the execution of a dynamic test. To do this, the structure under inves-
tigation can be subjected to externally imposed or environmental/operational
load scenarios.
These tests can be classified into two categories:

1. Forced Vibration Tests (FVT), in which the structure is artificially
excited, in a controlled manner and using specific instrumentation. The
imposed stress is then known;

2. Ambient Vibration Test (AVT), in which the modal parameters are
extracted using the dynamic response of the structure under environmen-
tal loads (micro-tremors induced by traffic, wind, operational loads, etc.),
which are always present. The stress remains unknown. This second type
of test certainly is suitable for continuous data analysis.

Dynamic tests are usually adopted to perform the identification of modal pa-
rameters (natural frequencies, mode shapes and modal damping ratios) from
measured structural responses. This can be done through:

1. Experimental Modal Analysis (EMA), a input-output modal anal-
ysis method directly related to the FVTs [13];

2. Operational Modal Analysis (OMA), a output-only modal analysis
method directly linked to the AVTs [14–17], which can be performed in
the time domain [18] or frequency domain [19].

For a more detailed discussion of aspects concerning one or the other technique,
advantages and disadvantages, please refer to chapter 3.

The discussion presented here refers to the second identification methodology
and it is based on the concept of vibrations induced by white noise (environ-
mental agents or human activities), which allow the extrapolation of dynamic
characteristics under operating conditions (without interrupting the operability
and without inducing "abnormal" vibrations). This is certainly a very signif-
icant aspect when considering the fact that using specific instrumentation to
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excite a large infrastructure or cathedral is expensive, can cause further dam-
age and in many cases is impractical [20]. Finally, output-only methods are
definitely the best choice when considering a continuous monitoring system,
which can last for years and requires a constantly excited structure.
The well-known possibility of easily measuring modal quantities has favoured
their use as indicators of structural damage in many fields of engineering [15,
21, 22].

Vibration-Based Damage Identification Methods (VBDIM) starting
from the knowledge of nodal responses, are based on the well-known considera-
tion that the modal parameters of a structure are its intrinsic properties, closely
dependent on physical properties. Therefore, since the occurrence of damage
is often associated with a reduction in the overall stiffness of the structure,
this also implies a consequent decrease in, for example, frequency values. Ulti-
mately, changes in dynamic properties can be a reflection of structural damage
[23, 24].
It should be emphasised that the identification of structural anomalies is not
always easy because modal estimates are influenced by environmental factors
(e.g. temperature, humidity and wind). This is still the focus of many re-
searchers today.

Initial interest was shown in methods that took frequencies as an indicator of
damage [25]. Over time, however, it became apparent that these failed to pro-
vide spatial information about damage and the nominal value of the frequency
was strongly influenced by environmental factors, to the extent that it masked
real variations due to real damage [26]. To overcome this second problem,
methods based on mode variations and/or modal curvatures were developed
due to their lower sensitivity to environmental conditions and dependence on
the nodal coordinates of the system. In this case, however, it is not always
feasible to excite the higher modes through vibration tests [27] In addition to
these more classical methods, other procedures have been developed and are
under development, e.g. based on the updating of unknown structural model
parameters [28], the use of statistical properties of random signals (non-modal
methods) [29], wavelet analysis, neural networks, genetic algorithms [30] or in-
terferometry [31].

As just mentioned, at the base of the mentioned methods is the need to perform
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dynamic identification of the structure under investigation. Referring again to
the assumption that variations in modal characteristics imply the presence of
damage, attention is drawn to a newer and faster warning strategy. This, in
fact, allows the assessment of modal parameter variation by excluding the iden-
tification phase and analysing monitoring data directly [32, 33]. In the practical
application, recordings made considering a reference state of the structure, as-
sumed to be undamaged, and those made in the "current" state, i.e. the state
in which I want to know whether there are variations in the modal parameters,
are considered. The comparison that is then made is statistical. For more
details, please refer to chapter 4.

Summarising all the issues proposed up to now, which will be analysed in more
detail in the chapters of this paper, a classical approach to vibration-based
monitoring can be represented as in figure 1.1 and describes as in the three
macro topics listed below.

Figure 1.1: Classical approach to vibration-based monitoring

• Measurement of structural response by sensors measuring accelerations,
velocities or displacements.

• Extraction of modal parameter estimates through dynamic identification
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techniques that allow the conversion of the collected time series into dy-
namic characteristics.

• Tracking the time evolution of modal estimates (with removal or minimi-
sation of environmental/operational effects to obtain results that depend
only on structural conditions) to implement damage detection procedures
based on changes in structural dynamic behaviour and automatically re-
port anomalies.

1.2 Objectives and main contributions

The work that will be presented is based on the use of OMA techniques in the
context of a continuous SHM, more than a year old and still active on a church
in the Marche region, which is known to be subject to seismic phenomena.

A scenario like this certainly requires the development of an automatic system
capable of constantly processing the large amount of data output from dynamic
monitoring. Therefore, the first issue addressed was the implementation of an
automatic procedure to manage the continuous monitoring of the structure.
Acquisitions are made through MEMS accelerometers. These sensors interpret
the excitation in a fully electronic way. They are certainly less efficient than
other types of sensors, but what we wanted to check was their effectiveness in
returning good results that could be used for subsequent damage identification.
An important issue is indeed the possibility of developing sustainable monitor-
ing. The use of highly specialised but also highly expensive instrumentation
certainly means that these processes are not widely used.
The automatic procedure processes the data to perform a modal tracing. It
proceeds with the removal of environmental effects from the results and makes
it possible to obtain a prediction of the evolution of the main modal character-
istics to be compared with actual behaviour and thus highlight any anomalies.

In order to expand the application of these tools as far as possible in order for
them to be an easy-to-use and immediate resource, a subspace-based damage
identification procedure was also implemented in this work by directly analysing
the collected time series. In this way, a precise localisation or quantification of
the damage was not obtained, but an alarm is returned if the system registers
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a significant change in the dynamic behaviour of the structure. Thinking about
a possible diffusion of this methodology, it is easy to imagine how a physical
signal (an alarm) can be easily read even by less experienced people. In the
occurrence of an anomaly, it will then be the task of a technician to assess the
actual significance of the alarm itself.

1.3 Structure of the thesis

This thesis is developed as follows:

• Chapter 2: a general introduction to structural monitoring is proposed.
Its strengths are analysed and the necessary steps for its correct applica-
tion are described. Then, all its possible classifications and applications
in the field of structural engineering are shown. Finally, attention is
drawn to specific issues that must be taken into account before applying
a monitoring technique in order to derive the greatest benefit from it.

• Chapter 3: OMA is discussed in detail, starting with the basics of struc-
ture dynamics and ending with a presentation of all the possible tech-
niques that can be used today to achieve dynamic identification of a
structure, both in the time domain and in the frequency domain.

• Chapter 4: explores the close relationship between the SHM technique
and OMA. Automatic algorithms for the extrapolation of modal pa-
rameters are presented; the important issue of removing the influence
of environmental factors on the dynamic characteristics is addressed by
proposing various methods existing today; it discusses the problem of
damage identification by presenting a classic tool used today, the con-
trol chart, and then proceeds with an in-depth discussion of the basis on
which the procedure for identifying structural anomalies, based on the
detection of variations in dynamic behaviour, was implemented.

• Chapter 5: is proposed as a practical insight into dynamic monitoring.
The various instrumentation required, such as acquisition hardware and
transducers on the trade, and the importance of signal processing are
presented.

• Chapter 6: presents the main topic of the thesis. The case study taken
into consideration is presented in detail and all the subsequent analysis
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steps are described with regard to the topics already set out in detail.
The general, historical and geometric presentation is followed by the de-
scription of investigations conducted over time through short-term moni-
toring. The numerical model realised with advanced calculation software
is shown, which can be used for subsequent assessments of the structural
health of the building.
With the description of the long-term monitoring campaign, the second
part of the chapter opens. The implementation of the automated pro-
cedure for OMA is described with the results obtained even after the
removal of the influence of environmental factors.
The discussion concludes with the automated procedure implemented to
deal with damage detection. The results will show how the alarms ob-
tained certainly reflect changes in dynamic behaviour, but at the same
time are not permanent.

• Chapter 7: contains a summary of the main issues addressed, presenting
the results critically and proposing possible future developments.
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Chapter 2

Structural Health Monitoring
(SHM): background and tools

2.1 Introduction to SHM

In its broadest sense, a structure is said to be damaged when it presents a
change, more or less visible, capable of negatively influencing its current and
future performance [3]. From this definition it is clear that the concept of dam-
age is only consistent if one is able to make a comparison between two different
states of the system under examination: the initial state, which may coincide
with an undamaged state or more generally with the state of the structure at
the time of the "first check", and the final state, which may be associated with
damage caused by a particular event (e.g. an earthquake, or an explosion) or,
after years, to check if the structural performance has undergone changes linked
to the degradation of materials.
Structural damage affects all buildings, both the most common ones such as
those for residential use, and strategic ones such as dams, bridges, power sta-
tions, as well as structures of the artistic and cultural heritage, which, as we
all know, occur in very large numbers in our country, Italy. All these types
of structures are an integral part of people’s life and ensure the proper func-
tioning of society [34].This is where the concept of SHM comes in. The basic
idea is to develop systems that are able to monitor a structure by permitting
its inspection and damage detection with minimal human intervention [35]. It
therefore presents itself as a real process, periodic, of identifying and evaluating
certain characteristics of the structure, sensitive to “damage”, in order to define
its state of health. The methodologies it can be performed with are different
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depending on the needs and information to be collected.
One of the most relevant reasons why monitoring the performance of a struc-
ture is essential is because through a monitoring system it is possible to predict
an imminent collapse of the structure. In addition, a structure must work prop-
erly and adequately to ensure its usability and the safety of its occupants, and
SHM allows to provide a possible occurrence of unacceptable future perfor-
mance with an acceptable notice.
The approach used for this research work, first initiated for industrial and
aerospace engineering, then for civil engineering since the 1980s, is essentially
based on ambient vibrations (Ambient Vibration Tests - AVT). These vibra-
tions induced on the structure, caused by both environmental and anthro-
pogenic factors, are analysed and from them it is possible to extract all those
properties that make it possible to describe the dynamic behaviour of a struc-
ture. The basic idea is that the modal parameters of a structure (vibration
frequencies, modal shapes and modal damping) are based on its intrinsic phys-
ical properties (stiffness, mass, damping), which will necessarily change if the
structure itself is exposed to damage.
In the field of civil engineering, the information that can be obtained from SHM
is useful for a variety of needs:

• Assessing structural integrity after a seismic event;

• Control of construction degradation;

• Planning requirements for focused maintenance to avoid interrupting the
structure’s operability;

• Rehabilitation of historic structures;

• Estimation of the remaining life of a structure.

2.2 Monitoring Steps

Monitoring a structure means observing it over time by extracting and analysing
the characteristics that make it possible to establish its state of health.
The focus of the research carried out up to now and found extensively in the
literature, which attests to the possibility of detecting structural damage from
the study of vibrations, is to understand how the responses that a damaged
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system provides can best be exploited. The aim is also to optimally define the
number, as well as the position, of sensors required for signal acquisition, so
that the greatest amount of information can be obtained [36].
It is possible to fix some steps in the monitoring process. It begins with a
preliminary assessment, so that the conditions, both operational and environ-
mental, of the system under investigation can be defined, and possible limita-
tions of data acquisition are recognised based on the environment in which the
structure is located. In this first phase, economic considerations are made, and
it is defined what damage is expected and what may be of concern. All these
considerations provide a way of adapting the data acquisition process to the
specific characteristics of the system to be monitored.
Then we move on to the operational phase of data acquisition and subsequent
data cleaning.
Subsequently, using different methods, we proceed with the extraction of the
structure’s characteristics.
Finally, there follows a phase of developing statistical models for implementing
algorithms that act on the extracted characteristics to quantify the damage to
the structure. In general, as suggested by Rytter (1993) [20], the damage state
of a system can be described by answering a few queries [2]:

1. Existence. Is there damage in the system?

2. Location. Where is the damage in the system?

3. Type. What kind of damage is present?

4. Extent. How severe is the damage?

5. Prognosis. How much useful life remains?

By answering, in order, the above questions, it is possible to gain adequate
knowledge about the damage state of the system under investigation. Statis-
tical models also have the purpose of minimising false results: a false negative
(I do not recognise the damage, but it is present) represents the most danger-
ous situation for safety, but a false positive can create inconvenience because
subsequent decisions can be based on it (e.g., interrupting the operation of
the structure, which certainly has economic implications, can affect the trust
placed in the monitoring process).
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2.3 SHM Classifications and Applications

Classifications
As mentioned in the previous paragraphs, the main purpose of structural mon-
itoring is to obtain the information required to interpret the correct dynamic
behaviour of a structure. It is possible to define different types of monitoring,
considering different classification criteria. Depending on the duration and fre-
quency of measurements, it is possible to speak of short-term monitoring
[17] or long-term monitoring [10]. Short-term monitoring is used when the
structural phenomenon must be evaluated at a specific moment in time. It may
therefore be useful to make use of this solution in the case where the structural
response is to be evaluated due to a change in the static scheme, but it is not
recommended to use it in the case where phenomena, such as the opening of
cracks or foundation settlements, are to be monitored, because the time frame
in which these phenomena take place is longer and it is more appropriate to
turn towards long-term monitoring. This type of monitoring is carried out for
years or decades (if it were possible, it would be optimal to carry it out for
the entire life of the structure). It is evident that in the case of short-term
monitoring, the amount of data associated with it is much less than in the
case of long-term monitoring, implying simpler data management. A particu-
lar setting that is normally applied when long-term monitoring is carried out
is triggered monitoring. This is activated at the time of the occurrence of a
specific event, in other words when a certain parameter exceeds a set threshold
(a practical example of this type of monitoring is the measurement of the time
histories of earthquakes). Depending on the dynamic nature of the phenomena
studied, the sampling interval for each data collection varies.
A further classification can be made according to the phenomena that are to
be monitored: local monitoring, if the focus is on, for example, measuring
how a crack propagates to identify its position, severity and behaviour (in this
case it is not possible to determine the health of the entire structure), or global
monitoring if the intention is to study a structure in its entirety and thus to
examine vibrations and deformations.
A final differentiation is made according to the loads applied. We can speak
of static monitoring if we intend to monitor parameters that vary slowly
over time (for phenomena such as deflection, settlement, slope, crack width,
etc.). In this circumstance, a few measurements per minute or hour are suffi-
cient to obtain information on a specific parameter. Or we speak of dynamic
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monitoring if we intend to record the time-history of mechanical vibrations.
Generally, dynamic tests measure the required characteristics from external
forcing or natural phenomena (i.e., environmental vibrations).

Applications
Over the time, the attention and interest in SHM has always increased. This
is amply demonstrated in the literature but can also be seen in the numerous
technical applications in which it is involved. Technological evolution has led
to improvements in this process: it has been possible to reduce the size of the
instrumentation while also lowering costs, and through the continuous devel-
opment of the Internet, the continuous exchange of data and even the remote
control of systems has been greatly simplified.
Today, an SHM system can have several applications:

• During the construction phase of a structure. In this case, monitoring can
be provided already during the design phase. The purpose is to monitor
the characteristics of the structure during construction in order to man-
age and reduce safety risks by mitigating the uncertainties that always
accompany construction. Thus, during and after construction, it is possi-
ble to verify the correctness of the design hypotheses made in relation to
the structure’s statics and dynamics behaviour and, if necessary, imple-
ment timely design corrections. Once the construction work is complete,
the system, which remains integrated into the structure, can continuously
provide reports on the health of the structure.

• For assessing the health of an existing building. This application is cur-
rently the most widespread and used, especially in an area such as Italy,
which is rich in cultural heritage buildings, whose constant monitoring
and need to understand what interventions should be carried out for their
conservation, represent an important topic for structural engineering. In
this context, short-term monitoring can be implemented to obtain a “dig-
ital fingerprint” of the structure under examination, starting from its dy-
namic characteristics, and based on this, decisions can be made regarding
the operability of the building, ordinary or extraordinary maintenance or
repairs.

• For the calibration of numerical models. This third application is closely
related to the previous one. In fact, the parameters extracted from short-
term monitoring are then used to correctly set the numerical model of
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the construction (implemented in complex software) by acting on the
assigned material parameters. In this way, it is reasonably certain that
the numerical model is close to reality. This model can then be subjected
to all those linear and non-linear analyses necessary to identify and verify
damage mechanisms in place, to assess the general state of the structure
and to design and plan targeted interventions.

Trying to encompass all the applications described above, the recent innova-
tion in the field of SHM is continuous monitoring with associated constant and
automatic interpretation of the acquisition data. In this way, it is possible to
have in real time the actual dynamic characteristics of the structure that are
needed to implement a systematic process of updating the numerical models
and thus verify the health of the structure continuously without interruption.

2.4 SHM General Methods

As already mentioned in paragraph 2.2, whatever use is to be made of the
SHM, it must be defined in detail:

• requirements and needs;

• expected results;

• constraints of the monitoring project.

Having clearly defined these aspects, as described by [37], it is necessary to
focus on some critical aspects that need to be evaluated.

I. Detailed characterisation of the structural system:
leads to a deep understanding of the structure under examination and
the objectives of the monitoring application. It is therefore necessary
to utilise all relevant design information and drawings. It is appropriate
to develop numerical Finite Element Model (FEM) for the simulation of
structural response, which can be further refined, then calibrated, using
the data from an initial short-term SHM so that they accurately repro-
duce the actual conditions and mechanisms of the structure and can be
used as the foundation for future evaluations of the structure’s perfor-
mance and health.
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II. Identification of measurements:
meaning all those static or dynamic parameters (mechanical, electrical,
chemical, etc.) that will characterise the phenomena of interest and that
may include: forces and stresses, rotations and distortions, displacements
and deformations, vibrations, but also natural (wind speed and direction,
temperature, humidity) and anthropic (traffic) environmental parame-
ters.

III. Choice of detection and data acquisition system:
this applies to the entire system but also to individual components, such
as sensors, identification software, etc. For each one, the technical spec-
ifications concerning the methods and techniques to be used for instal-
lation and configuration must be considered, as well as the methodology
for checking their operation.

IV. Quality assurance, data processing and storage:
given the presence of multiple possible sources of error and uncertainty
in the field that can adversely affect the reliability of measurements, the
methods that are chosen to be used should be developed and implemented
at multiple levels of the signal path to ensure quality.

V. Data presentation and decision-making:
in this final phase, the focus must be on adopting methods of interpret-
ing and presenting data in a concise and easily comprehensible form to
facilitate subsequent decision-making operations. To give an example:
we could use a system that automatically sends an alarm when it de-
tects that the parameters under investigation have exceeded a specific
threshold value, considered critical.
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Chapter 3

Operational Modal Analysis
(OMA) Technique

3.1 Introduction to Dynamic Identification

This expression refers to the techniques by which the dynamic characteristics
of a structure (natural frequencies, corresponding modal shapes and damping
coefficients) can be determined. Two different approaches can be distinguished
through which these characteristics can be determined [38]: the analytical ap-
proach and the experimental approach.
Since some of the characteristics of the structure (geometry, distribution of
masses and stiffnesses, type of materials) are assumed to be known a priori,
the analytical approach, called the direct approach, allows the modal parame-
ters of a structure to be determined by solving an eigenvalue problem.
The experimental approach, on the other hand, called the inverse or indirect
problem, determines the characteristics of the structure from a known dynamic
input (EMA) or unknown (OMA). The former technique operates in a deter-
ministic context, the latter operates in a stochastic context [39].The difference
between these two techniques will be discussed in more detail below.
The software used today for FEM allows for the realisation of very complex
and detailed models, but they do not always faithfully reproduce reality and
the results obtained may differ, even significantly, from the real structural re-
sponse.
These discrepancies are due to the fact that by using a finite element analysis,
a structure, which in reality is continuous, is discretized. Furthermore, it is not
always easy to establish accurate material characteristics and damping. These
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factors mean that there is a gap between the model and the real structure.
In this context, the operation of dynamic analysis becomes fundamental be-
cause, once the natural frequencies of the structure have been evaluated exper-
imentally, these allow the calibration of the model itself: the characteristics of
the elements are adjusted until the response of the numerical model is the same
as the real structure (considering a small percentage of error as acceptable).
As mentioned above, the dynamic behaviour of a structure depends exclusively
on its intrinsic characteristics (mass, stiffness and constraint) and not on the
magnitude and/or type of load applied. Therefore both the EMA and OMA
techniques allow the same conclusions to be reached, despite the technical dif-
ferences.

At this point, to better understand the differences between EMA and OMA,
it is useful to give some indication of the types of input that imply a dynamic
response of a structure. It is possible to distinguish between artificial excitation
and environmental excitation.
The former is an excitation that can be realised through the use of particular
devices, even very large ones. Such devices are not always available, or in any
case may also involve high costs. On the other hand, knowing and establishing
the dynamic input makes it possible to work specifically on the frequency band
of interest. The most commonly used instrument is the vibrodyn: it allows the
delivery of unidirectional sinusoidal dynamic forces. A second instrument is
the instrumented hammer: it generates excitation due to a direct impact with
the structure. Magnitude and duration of the impulse depend on the weight of
the hammer and the material of the striking part (steel, plastic or rubber), the
dynamic characteristics of the surface and the speed at the moment of impact.
Compared to vibrodyn, it is certainly easier to use and less costly, but in the
case of large structures it may not be easy to generate the necessary vibrations.
Environmental excitation, on the other hand, includes all those vibrations
caused by "environmental loads" (micro-motors induced by traffic, wind, ser-
vice loads insisting on the structure, earthquakes, industrial activities, etc.).
These unknown excitation cause vibrations in the subsoil that produce a fixed
vibration of variable amplitude in the structure. The greatest advantage of this
type of excitation is that it does not require any cost.
The use of artificial excitation ensures that the motion of a structure is better
controlled. At the same time, however, they imply an interruption, although
temporary, of its operation. This is not always possible, but in general, even if
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it were possible, the interruption of operation can have consequences, economic
and others. In addition, the induced vibrations may to some extent damage the
structure, even if only slightly. In the case of OMA techniques, using an un-
known dynamic input, it is not possible to calculate modal modal participation
factors. On the other hand, they are certainly cheaper and quicker techniques
since no instrumentation is required (or it is very small) and there is no inter-
ruption in the use of the structure. However, errors can occur in the analysis
if the environmental excitation, defined as white noise, is superimposed by a
non-random excitation.

3.2 Operational Modal Analysis

The topic of experimental identification of modal parameters began in labo-
ratories for testing and analysing small structures in a controlled environment
(mechanical engineering components), thus using the EMA technique, men-
tioned in the previous paragraph. From the earliest applications to the present
day, the instrumentation and data processing methods have evolved, and this
has allowed EMA to be used for civil engineering structures as well, especially
on large structures such as bridges and dams. These tests, known as FVT,
also have, as already mentioned, the complication of causing the interruption
of operation of the structure under examination, not forgetting that physically
induced vibrations can cause damage, even if not significant. In this context,
research focused on finding solutions to perform tests that were cheaper, more
practical and with less impact on the structure itself: AVT. The environ-
mental forces are freely available in nature, and they replaced the dynamic
excitation provided by large devices. The main advantage of these tests is that
they allow to define the dynamic behaviour during operating conditions, thus
permitting to obtain realistic results associated with real vibration conditions,
and not due to extraordinary vibrations. They can also highlight anomalies or
non-linearities that could not normally be obtained using artificially generated
vibrations.
Although the AVT has numerous advantages over the FVT, this technique also
has some negative aspects. As the input excitation is very low, the signal may
have a high noise content. Therefore, the use of very sensitive sensors becomes
necessary to obtain consistent results. In addition, the frequency content of the
excitation may not cover the entire band of interest, so it is possible that not
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all modes of the structure are well excited. Another disadvantage concerns the
modal mass, which is not estimated: mode shapes are not uniquely defined or
in any case not absolutely scaled.
Despite some disadvantages, this testing technique has continually evolved and
improved due to the increasing interest in it, focusing on the undeniable ad-
vantage of obtaining excellent results only by measuring the response under
operational conditions. This OMA, also known as Output-only Modal Anal-
ysis as it only measures outputs, is therefore based on the assumption that the
necessary input excitation is always present and is represented by a stochastic
process (defined as "white noise"), which has the characteristic of having a con-
stant spectrum with constant intensity along the frequency range of interest.
Over the years, various dynamic identification techniques have been developed
based on OMA procedures (classified as parametric and non-parametric meth-
ods) that operate in the frequency or time domain. The following sections will
illustrate the use of these techniques in the context of dynamic monitoring un-
der operating conditions.
The work carried out for this doctoral thesis focuses only on the use of OMA.
Therefore, in this chapter, the dynamic system models adopted by identification
methods are explained, a description of the available algorithms is provided,
and finally, the most widely used and representative identification methods in
Civil Engineering applications are described.

3.3 Structural Dynamic Models

In this section, the main concepts relating to the solution of a classical vibra-
tion problem are summarised: the mathematical models used to characterise
the dynamic behaviour of linear systems are described. Initially, the classi-
cal formulation of the problem is presented, which is based on the solution of
a system of second-order differential equations, showing its resolution in the
time and frequency domain, and then the state-space model is shown. The
advantages of using this model in identification problems are also discussed, as
well as the main assumptions to be considered on the input excitation for the
implementation of output-only identification techniques.
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3.3.1 Spatial and modal models

The definition of the mathematical model depends on the distribution of mass,
stiffness and damping, which are usually defined using a matrix representa-
tion derived from an initial spatial discretization of the system. Hence, the
behaviour of the model is defined by a set of differential equilibrium equations
(related to the discretization of the structure) that characterise the basis of
the various models. These equations can be defined in continuous time (repre-
senting continuous models, in which the response is defined continuously over
time) or discrete time (characterising discrete models, in which the response is
obtained after a certain discretization).

Spatial formulation
Structural Dynamics is a branch of Structural Engineering through which it is
possible to evaluate the deformations and internal stresses of systems subjected
to an external force over time. Loads are a function of: time, so the structural
response will also be dependent on it, elastic forces and inertia forces that
oppose displacement and acceleration respectively, viscous damping forces (if
present) that oppose velocity.
Figure 3.1 shows the schematisation of a linear dynamic system, the simple
oscillator, also known as the Single Degree of Freedom (SDOF) system.

Figure 3.1: SDOF System

The only possible direction of movement is horizontal. The mass M is assumed
to be all concentrated at one point. The characteristics of the system are the
stiffness k, ideally represented by a mass-free spring, and the dissipation factor
c, both of which represent energy dissipation mechanisms. All three parameters
(M , k and c) determine the behaviour of the system under dynamic loads.
Real structures, however, are more complex systems and consequently have
an infinite number of degrees of freedom. To study a continuous structure, it
must be assumed that it consists of as many degrees of freedom as necessary to
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guarantee sufficient accuracy of the schematised model. These types of systems
are called Multiple Degree of Freedom (MDOF) (Figure 3.2).

Figure 3.2: MDOF System

Assuming that each mass, as shown in the figure, can be subjected to an
external force fi(t), the equation of motion is:

M · q̈(t) + C · q̇(t) +K · q(t) = F (t) = B · f(t) (3.1)

where M is the Mass matrix, K the Stiffness matrix and C the Damping
matrix, with dimension [n x n]. q̈(t), q̇(t), q(t) are the vectors of accelerations,
velocities and displacements, associated to each SDOF composing the system
(with dimension [n x 1]). F (t) is the vector of the exciting forces applied to
each SDOF. It can be written as the product of a B matrix, which contains all
of the inputs, and a vector f(t), where points of forces application are listed.
All functions are defined in the continuous time domain and relate to the same
instant t.
The phenomenon of damping and its modelling creates numerous uncertainties.
In order to introduce simplifications that allow easy resolution of the problems
of dynamic systems without changing their physical meaning, we can refer to a
property proposed by Rayleigh according to which proportional damping can
be assumed to describe decaying responses and is obtained through a linear
relationship (Eq. 3.2) between the properties of mass and stiffness [40]:

C =M ·
∑
b

ab · [M−1 ·Kb] −→ C = αM + βK (3.2)

The second relation represents the proportional damping property (Reyleigh
damping) and it is a particular case of a general formula: it is obtained con-
sidering the values b = 0 and b = 1. The problem is presented as a system
of coupled second-order differential equations. It can be solved in the time
domain using the Duhamel integral.
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The solution of MDOF system in time domain is dependent on the dynamic
responses of the single SDOF components, so it is very complex to present.
For this reason, to illustrate the representation of the Spatial Model, a SDOF
oscillator will be considered. It is described by Eq. 3.3:

mq̈1(t) + cq̇1(t) +Kq1(t) = f1(t) (3.3)

where q̈1(t) and q̇1(t) are the two derivatives (first and second respectively) of
q1(t), which is the response of the oscillator subjected to an arbitrary force f1(t).
Taking the initial conditions of displacement and velocity as null and using
the Duhamel convolution integral, the solution of the time domain equation is
obtained as (Eq. 3.4):

q1(t) =

∫ t

0

f1(τ)h1(t− τ)dτ, t > 0 (3.4)

h1(t−τ) represents the response of the system in the instant (t−τ) and caused
by a unitary impulse generated in the instant τ . It is defined in Eq. 3.5:

h1(t− τ) =
1

mω1d

e−ω1ξ(t−τ) sin [ω1d(t− τ)], t > τ (3.5)

This is the function that defines the dynamic response of a SDOF. It depends
on its characteristics of mass m, stiffness k, frequency ω1 and damping ξ. The
following equation (Eq. 3.6) specifies the damped frequency (ω1d):

ω1 =

√
k

m
→ ω1d = ω1

√
1− ξ2 (3.6)

In relation to eq. 3.3, the general value of the damping c is connected to the
damping coefficient ξ through the following correlation (Eq. 3.7):

c = 2ξmω1 (3.7)

To summarise, to solve the problem using Duhamel’s integral, it is required to
divide the force acting on the system into a sequence of impulsive functions.
The system’s response will be the sum of each individual impulsive function’s
response. For the MDOF system described by eq. 3.1, N different coupled
second-order differential equations could be written and solved simultaneously
to find the solution of the system.
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Modal formulation
A viable alternative to the Spatial Model is the Modal Model. It consists of
converting the system of N coupled second-order differential equations into a
system of N decoupled equations. This type of system is solved by consider-
ing each SDOF separately. These independent differential equations represent
the displacements as a linear combination of N independent vectors (vibration
modes φk).
Therefore, considering an undamped system of mass M and stiffness K, as in
the previous case, the dynamic behaviour is expressed by the following eq. 3.8:

M · q̈(t) +K · q(t) = 0 (3.8)

In Eq. 3.9, we observe the solution of the system described above:

q(t) = φke
λkt (3.9)

It can be noticed that, from a mathematical point of view, its modes of vibration
are like those of the system in which the assumption of proportional damping
is made.
Applying linear systems theory, the eigenvalues (λ2k) and eigenvectors (φk) of
the generic system (Eq. 3.8) can be obtained from the below equation:

λ2kM · φk +K · φk = 0 ↔ K · φk = −λ2kM · φk (3.10)

It is proved that the eigenvalues are closely linked to the square of the un-
damped angular frequencies as follows:

λk = iωk (3.11)

Instead, the eigenvectors are closely related to the vibration modes of the struc-
ture φk, which are arranged in a matrix Φ (modal matrix ) in which the eigen-
vectors correspond to the columns of this matrix:

Φ =
[
· · · φk · · ·

]
, k = 1, · · · , N (3.12)

Due to the orthogonality property of Φ with respect to the mass and stiffness
matrix, the equations of motion of the undamped MDOF system can be de-
coupled. In this way, the eigenvectors do not depend on external forces and are
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independent of each other. Furthermore, by multiplying eq. 3.8 by ΦT , M and
K are transformed into diagonal matrices (Eq. 3.13), named Modal Mass Ma-
trix (Md) and Modal Stiffness Matrix (Kd) respectively. mk and kk indicating
the matrix elements associated with the k-th Degree of Freedom (DOF):

ΦT ·M · Φ =


. . .

mk

. . .

 ΦT ·K · Φ =


. . .

kk
. . .

 (3.13)

As in the case of the free response of the simple single degree of freedom os-
cillator, the undamped angular frequency for one of the SDOFs of the MDOF
system can be obtained through the relation:

ωk =

√
kk
mk

(3.14)

If we consider the most general case, the case of damped vibration systems, the
orthogonality property must also be expanded to the Damping Matrix (C) and
also assuming a proportional damping distributed in the entire system. This
generalisation leads to eq. 3.15:

ΦT · C · Φ =


. . .

ck
. . .

 =


. . .

2ξmkωk

. . .

 (3.15)

As we can see in the equation above, the Modal Damping Matrix (Cd), in the
case where damping is considered proportional, is obtained as a linear combi-
nation of the Modal Mass Matrix (Md) and Modal Stiffness Matrix (Kd).

According to eq. 3.9, the general solution of the free dynamic response of
MDOF systems with proportional damping leads to individual equations of
the type:

λ2k + 2ξkωkλk + ω2
k = 0 (3.16)

Solving the N expressions of eq. 3.16 of the linear system represented by eq.
3.8, we obtain n = 2N different values of the eigenvalues (λk) which are related
to the undamped angular frequencies and damping coefficients as follows:

λk, λ
∗
k = −ξkωk ± i

√
1− ξ2kωk (3.17)
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Through these steps, the general solution expressed in eq. 3.1 can be rewritten
as a linear combination of the vibration modes in Modal Space:

q(t) =
N∑
k=1

φk · ηk(t) (3.18)

A system of general linear equations with proportional damping can be turned
into a system of independent second-order differential equations by superposi-
tion of effects. The solution of this system is expressed by a linear combination
of N independent solutions associated with each singular vibration mode:

mkη̈k(t) + ckη̇k(t) + kkηk(t) = fk(t), k = 1, ..., N (3.19)

mk, kk and ck are the modal components of the modal matrices; η̈k(t) and η̇k(t)
are the second and first derivative of the modal coordinate η(t); fk is the modal
component of the input excitation associated to k− th DOF and is defined by:

fk(t) = φT
k · (B · f(t)) · I (3.20)

where I is the identity matrix.

Referring to eq. 3.13, the modal matrix (Φ) is used to transform the Mass
Matrix (M) and Stiffness matrix (K) into diagonal matrices. The relationship
enabling this transformation is the following:

Md · η̈(t) +Kd · η(t) = fη(t)

η(t) = Φ−1 · q(t)

fη(t) = ΦT ·Bf(t) · I
(3.21)

The vibration modes are calculated by solving the eigenvalue problem and they
can be determined by introducing a scaling factor. Therefore, by scaling the
modal mass components with the value φTMφ, the Unit Modal Mass Matrix
is obtained:

η̈(t) +


. . .

w2
η

. . .

 η(t) = Γη(t) → η̈(t) + ω2
η η̇(t) = Γη(t) (3.22)

ω2
η is the square value of the undamped angular frequency associated to each

SDOF and Γη(t) is the participation coefficient. This coefficient makes it pos-
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sible to identify the modal component associated with each SDOF after nor-
malising the modal mass.

With the introduction of the Modal Model, the relations written to obtain
the solution of an undamped SDOF system loaded by an arbitrary input with
a null initial condition (Eq. 3.3) obtained in the time domain by adopting the
Duhamel integral and defined previously in the Spatial Space, can be expressed
in the Model Space as follows:

η(t) =

∫ t

0

fη(τ)h(t− τ)dτ, t > 0 (3.23)

h(t− τ) =
1

mkωdk

e−ωkξ(t−τ) sin [ωdk(t− τ)], t > τ (3.24)

The function h(t−τ) defines the impulse response function of an SDOF system
in the time domain, according to eq. 3.4 and eq. 3.5. This response defines
the output of the system at time t for a unit impulse generated at instant τ .
This means that the output response in Modal Space can be seen as a sum of
input history filters fη(t), where the impulse response function is defined by
mK (mass), ωk (natural frequency) and ξk (damping ratio) associated with the
SDOF system as follows:

ωdk = ωk

√
1− ξ2 ξk =

c

2mkωd

ωk =

√
kk
mk

(3.25)

To conclude this discussion, it can be said that the modal model admits a
damping distribution along the structure proportional to the mass and stiffness
distributions. This results in a simplified mathematical formulation. However,
if some particular structures are considered, for example those of cultural her-
itage or damaged structures, the damping is not constantly distributed. Hence,
this assumption may turn out to be a limited condition and there may be prob-
lems in the identification of modal estimates.

3.3.2 Frequency response models

An alternative way to solve the dynamic problem of an MDOF system (Eq.
3.1) is to transfer it from the time domain to the frequency domain. In this
way, the second-order differential equations are replaced by simpler algebraic
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equations, applying the Fourier transform to all terms in the equation.

3.3.2.1 Frequency response models in Spatial Space

Based on the 1-DOF system (Eq. 3.3), the differential equation, with the intro-
duction of the Fourier Transform, is transformed into the following expression:

−mω2Q1(ω) + ci1(ω) + kQ1(ω) = F1(ω) (3.26)

Q1(ω) and F1(ω) are the Fourier transforms functions of q1(t) and f1(t) respec-
tively. Looking at equation 3.26, it is easy to see how the structural response
of the system can be rewritten explicitly:

Q1(ω) =
F1(ω)

−ω2m+ iωc+ k
= H1(ω)1(ω) (3.27)

In eq. 3.27, H1(ω) is the Frequency Response Function (FRF) of 1-DOF system
and can also be rewritten as follows:

H1(ω) =
1

−ω2m+ iωc+ k
=

1/m

ω2
1 − ω2 + 2iξωω1

(3.28)

To obtain a more compact form of eq. 3.28 in order to make some features
more evident, the numerator and denominator can be divided by the mass m,
the natural frequency replaced by the expression ω1 =

√
k/m and the damping

by the equality c = 2ξmω1, obtaining:

H1(ω) =
1/k

1 + 2iξ[ω1

ω
]− [ω1

ω
]2

(3.29)

The expressed FRF, which describes how the input force is transformed into
the system’s response, is a complex function. It therefore has a real part R and
an imaginary part I. Its amplitude is expressed as

√
R2 + I2 and its phase as

arctg(I/R). From eq. 3.29 and Figure 3.3 some characteristics of the function
can be derived:

• the maximum amplitude value of FRF is ω = ω1 =
√

1− ξ2 and it
represents a good estimation of natural frequency when damping is low;

• FRF tend to be 1/k when the excitation is low in relation to the un-
damped natural frequency; the amplitude is quite constant, and phase is
close to zero;
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• the response shows a maximum peak when the excitation frequency reaches
the natural frequency (ω = ω1), and the phase makes a jump from 0° to
180° activating the resonance phenomenon.

Figure 3.3: Amplitude and Phase of the FRF of 1-DOF system

By retracing the steps used for the 1-DOF system and applying the Fourier
transform to both members of eq. 3.1, it is possible to express the relation-
ship between the system’s response and the input excitation with the following
matrix expression:

QN(ω) = H(ω) · FN(ω) (3.30)

Specifically, the Fourier transform turned each response qi(t) into the vector
QNω) and each excitation fi(t) into the vector FN(ω). These vectors have di-
mension [N-by-1] where N is the number of differential equations of the system.
H(ω) is a [N-by-N] matrix and it is linked to the characteristics of the structure
by the following expression:

H(ω) = [−ω2M + iωC +K]−1 (3.31)

each component Hij(ω) of the matrix H(ω) represents the FRF of the system
regarding the response at coordinate i subjected to a generic force acting at
coordinate j.
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3.3.2.2 Frequency response models in Modal Space

With the modal model, as already shown, it is possible to decouple the differen-
tial equations describing the dynamic behaviour of the system while preserving
the physical meaning between eigenvalues and eigenvectors and between nat-
ural frequencies and mode shapes. Thus, transporting the structural response
problem of a general MDOF system expressed in modal coordinates into the
frequency domain, the solution expressed by eq. 3.30 can be rewritten as fol-
lows:

Qηk(ω) = Hηk(ω) · Fk(ω) (3.32)

Additionally, the elements Hηk(ω) of the FRF matrix in the Modal Domain can
be made explicit according to the following relationship:

Hηk(ω) =
1

ω2
k − ω2 + 2iξkωωk

(3.33)

Consequently, the complete FRF matrix can be formulated with generalised
coordinates using the vibrational modes of the dynamic system as:

H(ω) = Φ ·Hη(ω) · ΦT =
N∑
k=1

Hηk · φk · φT
k (3.34)

Hη is a diagonal matrix consisting of the FRFs calculated in Modal Space
(normalised with respect to the modal mass matrix ). Furthermore, the multi-
plication of this matrix with the modal matrix Φ, allows obtaining the H(ω)

relative to each principal mode of the system through the relation:

Hηi,j(ω) =
N∑
k=1

[φi]k · [φj]k
ω2
k − ω2 + 2iξkωωk

(3.35)

The construction of the frequency response function matrix through the modal
formulation is more powerful as it requires a lower numerical cost in view of
the reduced number of mathematical operations. Furthermore, its use in this
domain, allows the analysis of the structural response also considering a limited
number of vibration modes (e.g. considering only the lower modes that most
represent the dynamic behaviour of the studied MDOF system).
In conclusion, based on eq. 3.18 (system response in modal space) and eq.
3.33 (relationship in the frequency domain), the output response of the MDOF
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system under known excitation forces can be provided by eq. 3.36:

Q(ω) =
N∑
k=1

φk ·Hηk(ω) · Fk(ω) (3.36)

Keeping in mind the time-invariant linear system described in eq. 3.1, it is
possible to express the FRF as the ratio of the output data spectrum Q(ω) to
the input force system spectrum F (ω). This means that the FRF is the Fourier
transform of the Impulse Response Function (IRF) defined in eq. 3.4 by the
Duhamel integral. Ultimately, the FRF of a simple system consisting of an
SDOF system excited by various harmonic inputs with a nominal frequency of
ωp can be specified as follows:

H(ω) =
Q(ω)

F (ω)
=

1/k

1 + 2iξ(ωp

ωn
)− (ωp

ωn
)2

(3.37)

It is evident from eq. 3.37 that the system is in resonance (and the phase
jumps from 0 to π) when the input excitation ωp is close to the nominal natural
frequency ωn of the system. The response is purely imaginary and related to
the damping forces. The matrix Hij(ω) can be expressed by means of the
relation:

Hij(ω) =
N∑
r=1

Hijr =
N∑
r=

Rijr

jωp − λr
+

R∗
ijr

jωp − λ∗r
(3.38)

Where λr represents the poles of the system (or complex roots of the equations)
and which inform about both the damped frequencies (imaginary part) and the
damping ratios (real part), and Rijr are the residuals containing the mode shape
coefficients. For these two components, the relations apply:

λr = −ξωn ∓ jωn

√
1− ξ2, Rijr =

φirφjr

j2ωdrmr

(3.39)

Eq. 3.38 is called the modal superposition equation [41], given that it sums
the contribution of the FRFs of each individual SDOF composing the MDOF
system. Furthermore, Hij(ω) is a symmetric matrix and this implies that it is
possible to extrapolate the mode shape associated with a specific frequency by
knowing a row or column associated with that frequency.
To conclude this section, it is worth highlighting how the use of FRF (and
frequency domain models in general) is appropriate for those cases in which
the acting forces can be associated with a stochastic process (such as wind,
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traffic loads or waves), thus such as during the development of an AVT, already
explained in the previous chapter, but also in the context of continuous dynamic
monitoring. This type of topic will be deepened and investigated in more detail
in the following paragraphs.

3.3.3 State Space Models

The solution of the classical formulation for Linear-Time Invariant (LTI) sys-
tems is obtained by separating each differential equation (orthogonality prop-
erty of the eigenvectors) when the damping is considered proportional. Based
on this assumption of proportionality, the modes of a structure with propor-
tional damping are the same as in the undamped structure. The reality is quite
different: the distribution of damping and the distribution of mass and stiffness
are never proportional, and sometimes localised damping may be present which
disables the assumption.
Figure 3.4 shows the steps required to obtain the definition of a stochastic model.

Figure 3.4: Genesis of the stochastic state-space-model
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This model can be used to solve the problem of identifying modal parameters
from experimental data collected under operating conditions: viscous damping
is introduced and the dynamic problem is reformulated as a linear combination
of independent SDOF systems through the use of the state-space model. This
model is also capable of modelling the noise content of the signals, which, as is
well known, is always present in experimental tests.

3.3.3.1 Continuous-time state-space model

Considering an MDOF system characterised by N degrees of freedom, the
second-order equation of its motion can be expressed in the state-space for-
mulation as given in eq. 3.40:

M · q̈(t) + C · q̇(t) +K · q(t) = F (t) = BN · u(t) (3.40)

where M , C and K are the mass, damping and stiffness matrices, with di-
mension [N-by-N]; the vector q(t) is the solution of the differential equation;
F (t) is the exciting force vector. This vector is composed of N elements and
it can be replaced by a vector u(t), with size m < N , since usually not all N
degrees of freedom of the system are excited, so the u(t) only takes into account
the m− inputs actually applied. This is then multiplied by the BN [N -by-m]
matrix, composed of zeros and ones values, matching the m− inputs with the
system’s N-DOFs. F (t) and u(t) are considered in continuous time.

The MDOF system consisting of N second-order differential coupled equations,
by defining a state vector x(t) of n components, can be converted into an equiv-
alent set of n = 2N first-order differential equations, independent of each other.
x(t), consisting of the vector of displacements q(t) and velocities q̇(t), is depen-
dent on the N-DOFs of the structure and defines the P and Q matrices. These
are expressed as a combination of the mass, stiffness and damping matrices
(Eq. 3.41).

x(t) =

[
q(t)

q̇(t)

]
; P =

[
C M

M 0

]
; Q =

[
K 0

0 −M

]
; F (t) = BN(t) · u(t)

(3.41)
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The modal matrices P and Q result to be orthogonal (Eq. 3.42)

ΨT · P ·Ψ =


. . .

ak
. . .

 ; ΨT ·Q ·Ψ =


. . .

bk
. . .

 (3.42)

Thus, this system of the eq. 3.40 can in turn be expressed, in compact form,
through another (equivalent) system composed of first-order differential equa-
tions:

P · ẋ(t) +Q · x(t) =

[
BN

0

]
· u(t) (3.43)

Considering q(t) in the generic solution of the classical formulation (Eq. 3.9),
the solution of the new formulation, solving the eigenvalue problem [42], can
be expressed as:

Q ·Ψ = −P ·Ψ · ΛC (3.44)

ΛC =

[
Λ 0

0 Λ∗

]
, Ψ =

[
Θ Θ∗

Θ · Λ Θ∗ · Λ∗

]
(3.45)

Ψ is the eigenvectors matrix and ΛC is the eigenvalues matrix. The (∗) symbol
indicates the complex conjugate.
Eq. 3.46 expresses the relationships that exist between the elements of the ma-
trices just presented and the modes (ϕk and λk) that characterise the dynamic
behaviour of the structure:

Λ =


. . .

λk
. . .

 ; Θ =
[
· · · φk · · ·

]
with k = 1...N (3.46)

For the orthogonality property, expressed in eq. 3.42, the matrix Θ, contain-
ing the vibration modes, does not transform the mass, stiffness and damping
matrices.
At this point, considering eq. 3.44, and including the orthogonality condition,
the ΛC matrix is obtained in the following form:

ΛC = −


. . .

1/ak
. . .

 ·


. . .

bk
. . .

 (3.47)
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The matrix ΛC is diagonal and the components are obtained from the product
of the components of the P and Q (modal and diagonal) matrices.

State equation
Taking eq. 3.40, this can be rewritten, through mathematical treatment, into an
equivalent system (first-order differential equations) using the state-space model
that provides estimates of the modal parameters of structures characterised by
general viscous damping. For this reason, it is very frequently adopted in civil
engineering applications.
Then, eq. 3.44 is considered and both terms are multiplied by the inverse matrix
P−1. This transforms the equilibrium equation (Eq. 3.40) into the so-called
state-equation (Eq. 3.48). In this model, time is assumed to be continuous (as
denoted by subscripts C):

ẋ(t) = AC · x(t) +BC · u(t) (3.48)

Matrices AC and BC are represented as follows:

AC = −P−1 ·Q =

[
0 I

−M−1K −M−1C

]

BC = P−1 ·

[
BN

0

]
=

[
0

M−1BN

] (3.49)

The matrix AC is the state matrix (with n = 2N). It is a square matrix with
dimension [n-by-n]. BC is the input matrix, of dimension [n-by-m]. x(t) is the
state vector with dimension n.
At this point, with eq. 3.47 in mind, a relationship between the matrix AC and
the matrices ΛC and Ψ can be defined as follow:

AC = −P−1 ·Q = −Ψ · diag[1/ak] ·ΨT ·ΨT · diag[bk] ·Ψ−1

AC = Ψ · ΛC ·Ψ−1 ⇐⇒ AC ·Ψ = Ψ · ΛC

(3.50)

Based on the last equality expressed in the previous equation, it is shown that
the eigenvalues and eigenvectors of the matrix AC and those obtained by solv-
ing eq. 3.44 are equivalent. From this it can be deduced that all the modal
characteristics of the dynamical system can be extracted from the AC matrix.
It is to be noted that the number of elements of the state vector x(t), whose
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size corresponds to twice-DOFs in the reference system, indicates the number
of independent variables describing the state of the system. x(t) in fact con-
tains the displacement and velocity vectors of the dynamic system.

Observation equation
To conclude the state-space formulation, a further equation must be defined.
This is necessary because in practice it is not possible to measure the structural
response for all DOFs, so we consider the measured data only at l-DOFs (where
l < n). Consequently, the observation equation, defined in eq. 3.51, is necessary
to correlate the output of the generalised N-DOFs of the system with the
directly measured values. Generally, the instrumented points are related to the
displacements, velocities and accelerations associated with these points.

y(t) = Ca · q̈(t) + Cv · q̇(t) + Cd · q(t) (3.51)

y(t) is the measurement vector of the system with dimension l. Ca is the
output location matrix for accelerations, Cv for velocities and Cd for displace-
ments. They have dimension [l-by-N ] and are composed of zeros or ones values.

Recalling eq. 3.40 and using the definition of the state vector expressed in eq.
3.41, the relationship between the outputs y(t) and the state vector x(t) and
the inputs u(t) can be rewritten in the following form:

y(t) = CC · x(t) +DC · u(t) (3.52)

the CC [l-by-n] and DC [l-by-m] are the output matrix and direct transmission
matrix,respectively, and they are defined as:

CC =
[
Cd − Ca ·M−1 ·K Cv − Ca ·M−1 · CN

]
DC = Ca ·M−1 ·BN

(3.53)

From the state equation (Eq. 3.48) and the observation equation (Eq. 3.53), the
continuous-time deterministic state-space model of of order N can be defined,
which establishes the relationship between the system’s response y(t) and the
deterministic excitation u(t) and whose order is determined by the state vector
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x(t):

ẋ(t) = AC · x(t) +BC · u(t)

y(t) = CC · x(t) +DC · u(t)
(3.54)

3.3.3.2 Discrete-time state-space model

In the discussion up to now we presented, continuous time has been assumed. If
thinking of real applications however, specifically civil engineering applications
for this work, considering continuous time is an incorrect assumption. In fact,
the experimental data, that are collected with the survey campaigns, always
have a discrete nature: they are analogue signals, recorded by transducers,
which are then converted into digital data through special instrumentation,
analogue-to-digital (A/D) converters, then stored and processed by computers.
For this reason, the state-space model must necessarily be transformed into a
discrete-time state-space model :

xk+1 = A · xk +B · uk
yk = C · xk +D · uk

(3.55)

In this version of the model, the continuous time functions x(t), y(t) and u(t)

are replaced by sets of values xk, yk and uk defined in discrete time instant k∆t
(k ∈ N). ∆t is the adopted sampling interval such that: xk = x(k ·∆t).
The continuous-time model matrices AC , BC , CC , DC can be correlated with
their discrete-time matrices A, B, C, D (Eq. 3.56) through the Zero Order Hold
(ZOH) assumption [43]: time functions connecting two consecutive discrete
samples are considered constant.

A = eAC∆t B =
∫ ∆t

0
eACτ dτ ·BC

C = CC D = DC

(3.56)

Considering the discrete-time matrix A, this can be related to the corresponding
continuous matrix AC by performing the McLaurin decomposition:

A = eAC ·∆t = I + (AC ·∆t) + (AC ·∆t)2

2!
+

(AC ·∆t)3

3!
+ · · · (3.57)

Furthermore, by referring to eq. 3.50 and substituting the eigenvalues decom-
position, it is evident from eq. 3.58 that the eigenvectors of the matrix A and
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the matrix AC are coincident:

AC = Ψ · ΛC ·Ψ−1

A = eAC ·∆t = eΨ·ΛC ·Ψ−1·∆t = Ψ · eAC ·∆t ·Ψ−1 = Ψ · ΛD ·Ψ−1
(3.58)

The matrix ΛD is composed of exactly the eigenvalues of the correlated state
matrix A as follows:

ΛD =


. . .

µk

. . .

 ; µk = eλk∆t ↔ λk =
ln(µk)

∆t
(3.59)

From the above discussion, it has been shown how the modal parameter of
the structure can be easily estimated once a discrete-time state-space model
has been identified from experimental data: the natural frequencies and modal
damping ratio are obtained from the eigenvalues of A using Eq. 3.11. Similarly,
it will be shown that the eigenvectors of A also coincide with the eigenvectors
of AC .

3.3.3.3 Stochastic process

Asserting that the input time functions are known, means that the input forces
can be expressed in deterministic form. However, as already presented at
length, in OMA, the input excitation is unknown and is therefore represented
by a stochastic process, which also takes into account the effects of noise in the
model.
A stochastic process is defined as a set of n (with n→ ∞ ) time-dependent ran-
dom functions that allow the characterisation of one or more variables, which
are also time-dependent. These random functions are designed on the basis of
the different realisations of the given variable during the observation process.
In practical applications [44], stochastic processes are defined as:

• stationary : the statistical properties of the processes are constant over
time;

• zero mean: this is because the measured time signals are de-trended
before being processed;

• ergodic: the statistical properties of measured signals can be calculated
by considering the mean values over many realisations at a given instant,
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or by using the mean values of a single realisation over time. That is,
a stochastic process is called ergodic when statistical averages converge
almost everywhere at average times.

From the above, it can be said that a necessary condition for ergodicity is
therefore stationarity. In particular, ergodicity of the mean value is obtained
when the mean time value and the statistical mean value are coincident.
In the case of correlation, ergodicity is verified when the statistical and tem-
poral auto-correlation correspond.
The autocorrelation function provides a measure of the similarity of the original
signal with its past and future values. When considering the stationarity of the
process, the autocorrelation is only related to the time-lag and thus provides
information on how quickly the process evolves over time.

Given a stochastic process y(t) with ny components, the correlation matrix can
be expressed:

∑
yy

(r) = E[y(t) · y(t+ τ)T ] = lim
x→∞

1

T

∫ +T/2

−T/2

y(t) · y(t+ τ)T dt (3.60)

where the square matrix Σyy(t) (with [ny-by-ny] dimension) is dependent on
the considered time − lag (τ). Its elements on the diagonal are designed
autocorrelations or cross− correlations.

The correlation matrix contains the information of the random data associated
with the temporal responses of the system. And this is the reason why in the
context of modal analysis, most dynamic identification techniques are applied
to correlation functions. Thus, for discrete-time signals the correlation function
is only defined for t > 0, and in the eq. 3.60 the integral is replaced by a sum
series, obtaining the equation below:

∑
yy

(τ) = E[yk · yTk+τ ] = lim
nt→∞

1

nt

nt−1∑
t=0

yk · yTk+τ (3.61)

where E[·] is the expected value operator, which gives the mean value when
the realisation of the stochastic process approaches infinity, and yk is the value
of the time signals y(t) at time k∆t.
A characteristic feature of the autocorrelation function is its natural tendency
to zero depending on the irregularity of the time series involved: a higher level
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of irregularity corresponds to a faster decay. Autocorrelation functions for
stationary stochastic processes with zero mean are symmetric functions with a
maximum value equal to the standard deviation of the process and centred in
the origin (τ = 0).

The cross − correlation function, estimated by limiting the set of acquired
samples to a finite number given the impossibility of having an infinite num-
ber in practical applications, provides information on the degree of correlation
between two different time signals y and x:

Σyx(τ) = E[yk · xTk+τ ] = lim
nt→∞

1

nt

nt−1∑
t=0

yk · xTk+τ (3.62)

In conclusion, the correlation function describes how an instantaneous obser-
vation depends on previous observations. Furthermore, given the zero mean
assumption of time signals, in applications of modal analysis the covariance
functions and correlation functions are coincident. Therefore, when processing
signals, the terms correlation and covariance can be used indiscriminately.

3.3.3.4 Stochastic discrete-time state-space model

When structures are subjected to an unknown excitation, this can be defined
through the use of probabilistic concepts and idealised through a stochastic
process. Experimentally collected data are affected by noise, which cannot be
measured individually and must necessarily be considered in the discrete-time
state-space model, which will then include two statistical components. The
stochastic discrete-time state-space model is expressed as follows:

xk+1 = Axk +Buk + wk

yk = Cxk +Duk + vk
(3.63)

wk and vk represent the noise content. Or more precisely, they represent two
stochastic processes due to the noise content in the signals. wk is due to mod-
elling inaccuracies, while vk is due to measurement noise caused by sensor
inaccuracy. Both of these immeasurable vectors are considered as realisations
of stochastic processes, so they are assumed to be zero −mean, implying the
following properties for the covariance matrices, calculated for two arbitrary
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time instants p and q: ([
wp

vp

]
[wT

p vTp ]

)
=

[
Q S

R ST

]

E

([
wp

vp

]
[wT

q vTq ]

)
= 0 p ̸= q

(3.64)

Each new observation is independent of the previous ones: the correlation
matrices of the processes wk and vk are assumed to be zero for each non-zero
time lag τ = q − p ̸= 0. This type of stochastic random process is referred to
as a white noise process.
In the context of vibration tests and OMA techniques, since the excitation
acting on the structure is not measured, the discrete vector UK is not known.
Therefore, a further approximation can be made: the unknown excitation is
included in the terms and an approximate stochastic discrete-time state-space
model is defined:

xk+1 = Axk + wk

yk = Cxk + vk
(3.65)

The terms wk and vk are not the same as those introduced in Eq. 3.63, but
are slightly different. In this case they represent not only modelling inaccura-
cies and measured noise but also the effect of unknown inputs. Without this
assumption, when the input excitation contains some dominant frequency com-
ponents, these values will be identified as poles of the state matrix A and will
be indistinguishable from the actual natural frequencies of the system.

3.3.4 Auto-spectra and cross-spectra functions

When considering natural phenomena, the correctness of using the hypothesis
that the stochastic process of the input excitation has normal distribution and
zero mean value is confirmed. This property is also validated by the Central
Limit Theorem: the sum of a large number of independent random variables,
each with its own independent distribution, tends to a Gaussian distribution.
In addition, it can be stated that if the stochastic process is also stationary

and ergodic, the auto-correlation function only depends on the time interval
τ = tj − ti and not on the time instants ti and tj.
The stochastic process can at this point be defined by a realisation of the
process (xe(t)) that depends only on this interval, defining the auto-correlation
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function as:

Ryy(τ) = lim
T→∞

1

T
=

∫
−T/2T/2xe(t) · xe(t+ τ)dt (3.66)

As has already been mentioned, the tendency of the auto-correlation function
to zero depends on the irregularity of the time series involved: more irregu-
larity, faster decay of the function. For clarity, the auto-correlation functions
associated with zero mean stationary stochastic processes are symmetric func-
tions with the maximum value in the origin (τ = 0) and the ordinate is given
by the standard deviation of the process.

With the use of the Fourier Transform, the function defined in eq. 3.66 can
be transposed to the frequency domain, obtaining the eigenspectrum function,
which quantifies the distribution of the energy content associated with the
signal in terms of frequencies:

Sxx(ω) =

∫ +∞

−∞
Rxx(τ) · e−iωtdt (3.67)

It is underlined that for white noise signals, the energy value is only given by
its variance value.

The concepts exposed for the definition of auto-correlation functions (Eq. 3.66)
and auto-spectrum functions (Eq. 3.67) can also be adopted to define cross-
correlation (Eq. 3.68) and cross-spectrum function (Eq. 3.69).

Rx1x2(τ) = lim
T→∞

1

T

∫ T/2

−T/2

x1e(t) · x2e(t+ τ)dt (3.68)

Sx1x2(ω) =

∫ +∞

−∞
Rx1x2(τ) · e−iωtdt (3.69)

Again, by applying the Fourier Transform to the realisation of the stochas-
tic process, the cross-spectrum function, also called the cross-spectral density
function, can alternatively be defined as follows:

Sx1x2(ω) = lim
n→∞

1

n

n∑
e=1

FT,e[x1(t)]
∗ · FT,e[x2(t)]

T
(3.70)

FT,e[x1(t)] represents the Fourier Transform of the realisation xe associated
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with the process x1(t) in the interval [−T/2, T/2]. Considering x2 = x1, this
expression can be used to calculate the automatic spectrum function. It is clar-
ified that auto-spectra are functions with real components given by the product
between a complex number and its complex conjugate. Cross-spectrum, on the
other hand, are complex functions.

When considering different processes associated with different physical phenom-
ena (maintaining stationarity and ergodicity), it is possible to define a vector
stochastic process : a correlation matrix replaces the scalar function of the auto-
correlation. The diagonal elements of the matrix define the auto-correlations,
while the extra-diagonal elements are the cross-correlations.
Thus, having defined the vector y(t) that groups the different stochastic sta-
tionary processes, the correlation matrix can be defined as follows:

Ry(t) = E[y(t) · y(t+ τ)T ] = lim
T→∞

1

T

∫ +T/2

−T/2

y(t) · y(t+ τ)Tdt (3.71)

When the objective, as in our case, is to estimate the modal parameters of a
system using only the output response, attention must be given to the output
spectrum, which obviously depends on the input spectrum and the characteris-
tics of the system itself. Thus, considering a white noise process for the input,
their continuous-time correlation matrix function is given by:

Ry(t) = RY · δ(τ) (3.72)

in which Ry (with [ni−by−ni] is a constant matrix and δ(r) is the Dirac Delta
Function characterized by the following properties:

δ(τ) = 0 if t = 0

δ(τ) = elsewhere∫ +∞
−∞ f(t)δ(t− a)dt = f(a)

(3.73)

Given the property of the function δ(t) whereby the input spectrum is a con-
stant matrix equal to Ry, the spectrum is ’flat’: the energy associated with the
input signal is uniformly distributed along the frequency axis. This concept
is hereafter explained through the relationship between the output response
spectrum Syy and the input spectrum Suu as follows:

Syy(ω) = H(ω) · Suu(ω) ·HH(ω) (3.74)
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In the case of an input white noise process, the output spectrum of the system
only depends on the system transfer function H(ω) and the constant matrix
Rp:

Syy(ω) = H(ω) ·Rp ·HH(ω) (3.75)

Furthermore, again under the assumption of input signals defined by a white
noise process and are statistically independent, the cross-correlation is zero and
the constant matrix becomes a diagonal matrix. Since:

Hi,j(ω) =
N∑
k=1

[φi]k · [φj]k
ω2
k − ω2 + 2iξkωωk

(3.76)

the contribution made by a general k − mode on any element of the output
spectrum can be calculated through the expression:

Sk
qi,j

(ω) =
N∑
k=1

[φi]k · [φj]k
ω2
k − ω2 + 2iξkωωk

·Rp ·
[φi]k · [φj]k

ω2
k − ω2 + 2iξkωωk

(3.77)

Analysing this equation, it is evident how it divides the contribution of each
mode for the spectrum system and defines the relationship between the out-
put spectra matrix with the modal properties of the structure. At this point,
following [27], it is possible to express the output spectrum as a superposition
of the different contributions of the structural modes, taking into account the
modal composition of the transfer function:

Syy(ω) =
N∑
k=1

φk · gTk
iω − λk

+
φ∗
k · gHk

iω − λk
+

g∗k · φT
k

−iω − λ∗k
+

g∗k · φH
k

−iω − λ∗k
(3.78)

The previous equation defines the output spectral matrix, the structural modes
and the vector gk, the operational reference vector, in which the modal partici-
pation takes place, depending on all modal parameters, the input position and
the input correlation matrix.

The modal decomposition of the output spectrum returns the four different
poles (λk, −λk, λ∗k, −λ∗k) for each structural mode. To overcome this problem,
one can use the Positive or Half-Spectrum function, which can be obtained with-
out difficulty from the correlation matrix by restricting the Discrete Fourier
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Transfer (DFT) function to positive time-lags:

S+
yy(ωj) =

Ryy(0)

2
+

j∑
k=1

Ryy(k∆t)e
−iωjk∆t (3.79)

Following the example of [45], the modal decomposition of the Positive Spec-
trum is given by:

S+
yy(ωj) =

N∑
k=1

φk · gTk
iω − λk

+
φ∗
k · gHk

iω − λk
(3.80)

This equation has the same structure as the FRF or transfer function. Con-
sequently, the models described can be adopted to define the matrix of the
positive spectrum.

3.4 Output-only modal identification techniques

As extensively presented above, the identification of the dynamic characteristics
of structures can be performed following two different approaches: by relating
the output response to the corresponding artificial input excitation also mea-
sured (EMA technique), or by analysing only the structural output response
and establishing initial hypotheses on the nature of the ambient excitation
(OMA technique). In the field of civil engineering, the second approach is the
most widely adopted for all the reasons already presented: smaller and less ex-
pensive equipment; environmental excitation always available; maintaining the
operability of the structure; no damage due to induced excitations; dynamic
response under real operating conditions; etc. Taking these assumptions as a
basis, methods that aim to identify the modal parameters of a structural sys-
tem only by the dynamic output response, are known as: Output-only modal
identification techniques.
The description of the different identification methods will be presented con-
sidering the two categories of frequency domain methods (based on spectral
estimation of structural response) and time domain methods (based on corre-
lations or projections of outgoing responses collected).
For further and more in-depth discussion on the techniques of dynamic identi-
fication of civil structures, please refer to [18, 41, 42, 44, 46–51]

In order to introduce the treatment, in most of the output-only modal iden-
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tification techniques, the initial phase is represented by the construction of
a matrix of data that organizes and contains the information on the output
answers of the structure. This matrix is composed of the data from cross-
correlations or spectral estimates of the signals recorded. Where all recording
channels are used as reference outputs, the matrix is square in size and contains
all cross-correlations or cross-spectra between all measured outputs. Otherwise,
the matrix can be reduced by adopting only available channels such as the ref-
erence ones. This reduction in matrix size enables faster execution and less
time-consuming data analysis.

3.4.1 Identification methods in the frequency domain

The main hypothesis in the field of OMA applications for civil structures made
regarding the input excitation gives the possibility of representing the structural
behaviour through mathematical models that establish a relationship between
output spectral matrix and modal parameters.
In the following paragraphs, the main techniques for modal identification in
the frequency domain will be proposed: the Peak Picking method (the oldest
method developed, which is simple to implement and allows for faster analysis
during dynamic tests), the Frequency Domain Decomposition algorithm and
one of its evolution (it is based on the main concept of the Peack Picking
method, making improvements to allow for the separation of closely spaced
modes and solving the problem of identifying the modal damping ratio).

3.4.1.1 Peak Picking

The first technique presented is the Base Frequency Domain (BFD) method,
known as the Peack Picking (PP) method. It is easy to implement and
interpret the results, which maintain a clear physical meaning, making it one
of the most widely used methods [41, 52, 53].
The PP method allows natural frequencies to be estimated by visual inspection
of the magnitude of the power spectrum, plotted on a magnitude vs. frequency
diagram. To obtain good results, two initial conditions must be met: the modes
must be slightly damped and the natural frequencies of the structural modes
well separated. If this assumption is not satisfied, the method may not provide
a reasonable set of modal parameters associated with the resonant modes. To
better understand: near each natural frequency value, the dynamic response of
the structure is conditioned by the contribution of a resonant mode. Thus, near

64



natural frequencies, the dynamic behaviour can be approximated to the single
contribution of the resonant mode at that frequency (structural response sim-
ulated by a 1-DOF oscillator model characterised by the same frequency and
damping value of the resonant mode). Given this limitation, the PP method
is mainly utilised to extract fast information on dynamic characteristics, thus
to provide resonant frequencies and associated modal shapes.

Identification of the natural frequencies
Starting from the FRFs matrix (see Eq. 3.76), the spectral matrix of an MDOF
system subjected to random white noise excitation can be estimated. This
relationship can be obtained because the spectral function of a white noise
excitation is constant and does not depend on other factors:

Sq(ω) = H(ω) ·Rp ·HH(ω) (3.81)

The elements of the FRFs matrix have maximum values at the values of the
damped resonance frequencies. When the damping values are low, these corre-
spond to the natural frequencies.
Due to the nature of white noise processes, it is clear that it is possible to
extract natural frequencies from the analysis of the auto-spectra function (or
Power Spectral Density (PSD) function), defined in the following equation:

PSDi(ωk) =
N∑
k=1

PSDi(ωk) (3.82)

To ensure the identification of all natural frequencies during dynamic tests,
in [52], a practical implementation of the PP method is proposed in which
the use of the Averaged Normalized Power Spectral Density (ANPSD) of all
measurement points is suggested, i.e. the average of the diagonal elements of
the spectrum matrix S+

yy(ω), as given in the following equation:

ANPSD(ω) =
1

l

l∑
i=1

NPSDi(ω) =
1

l

l∑
i=1

[
PSDi(ω)∑N
i=1 PSDi(ω)

]
(3.83)

l is the number of instrumented DOFs and NPSDi are the normalised spec-
tra associated with each DOF obtained from Equation 3.82. This strategy has
proved to be efficient and has become one of the most important foundations of
OMA analysis, as it relates the estimation of modal parameters to the energy
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content associated with each DOF of the structure: averaging the elements
of the spectrum matrix S+

yy(ω), eliminate the risk of not identifying all reso-
nant frequencies in the case where a reference DOF is present on one of the
nodes of a vibration mode (a condition that does not allow mode identification).

Identification of vibration modes
Resuming the relation that describes the FRFs matrix, in modal domain:

H(ω) = Φ ·Hη(ω) · ΦT =
N∑

K=1

·Hηk · ϕk · ϕT
k (3.84)

diagonal matrix Hη(ω), that depends by the modal parameters, can be defined
as follows:

Hη(ω) = diag

⌊
1

ω2
k − ω2 + 2iξkωωk

⌋
(3.85)

Under the necessary assumptions already presented (well-spaced natural fre-
quencies and low damping coefficient values), the diagonal elements of the Hη

matrix have very high values in proximity of resonance frequencies. This implies
that near of a natural frequency ωk, the k-element of Hη can be approximated
to the k − th mode contribution at that frequency as:

Hη(ωk) = φk ·
1

ω2
k − ω2

k + 2iξkωkωk

· φT
k = φk · c1 · φT

k (3.86)

The presented equation shows that the k − th component of the FRFs matrix
is a complex scalar value c1 that depends on the natural frequency ωk, the
damping value ξk and the modal form ϕk. At this point, by introducing Eq.
3.86 into Eq. 3.81, the spectra can be defined:

Sy(ωk) = ϕk · c1 · ϕT
k ·Ru · ϕk · c∗1 · ϕT

k = c1 · c∗1 · ϕk · c2 · ϕT
k (3.87)

in which c2 = ϕT
k · Ru · ϕk is a constant scalar value. Compacting the three

coefficients, the relation 3.87 can be re-written as:

Sy(ωk) = c3 · ϕk · ϕT
k (3.88)

It is clear from this equation that from a column of the spectral matrix, it is
possible to know the mode configuration associated with that specific natural
frequency value ωk, and back. This means that taken a reference DOF, the
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element in the ref position of the ref column of the Sy matrix can be calculated
as:

Sy(ωk)(ref,ref) = c · (ϕref )k · (ϕref )
T
k (3.89)

and for other components:

Sy(ωk)(j,ref) = c · (ϕj)k · (ϕref )
T
k (3.90)

From the equation 3.89 and 3.90, pseudo transfer function can be defined as:

T(j,ref) =
Sy(ωk)(j,ref)
Sy(ωk)(ref,ref)

=
(ϕj)k
(ϕref )k

(3.91)

T is a complex number and makes it possible to estimate, the components
of structural modes at natural frequency ωk, in instrumented DOFs. This
implies that only two reference sensors would be needed to characterise the
dynamic behaviour of a structure. Furthermore, it is noted that due to the
complex nature of cross-spectra, the transfer functions are complex numbers
whose amplitude is dependent on the components of the selected i − th and
ref − th modes and the phase is equal to 0°, if i− th and ref − th move in the
same direction, or 180°, if i− th and ref − th move in the opposite direction.

3.4.1.2 Frequency Domain Decomposition (FDD)

The motivation for which the Frequency Domain Decomposition (FDD)
method was developed is that it was able to eliminate some limitations present
in the PP technique: difficulty in detecting spectrum peaks, separation of close
modes and estimation of the modal damping ratio with greater precision (for
more details, [18, 42, 47, 49, 50, 52–54], and [19] for an important improvement
proposed).

In the analysis of structures excited by environmental inputs, the basic con-
cepts of the FDD method and the extraction of modal parameters from the
FRF in the form of Complex Mode Indication Function (CMIF) had already
been introduced by [55]. The subsequent introduction of the concept of modal
domain then improved the identification of the modal parameters of this proce-
dure compared to classical spectral analysis: better evaluation of modal shapes
and the possibility of identifying close modes with greater certainty.
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In general, the FDD method is a non-parametric method in the frequency do-
main. It is based on the construction and factoring of output spectrum matrices
calculated by the Welch method [56]. Thus, this method can detect the contri-
bution of different modes in the same frequency.

Considering a vibrating structure, its general response y(t) can be obtained as a
superposition of n vibration modes, each with its own modal form ϕi, expressed
through modal co-ordinates ηi:

y(t) = ϕ1 · η1(t) + ϕ2 · η2(t) + ...+ ϕn · ηn(t) = [Φ] · η(t) (3.92)

Computing the value of the correlation function R+
ηη(τ) in the modal coordinate

in the time domain as:

R+
ηη(τ) = E[q(t+τ)·q(t)T ] = E[Φ·η(t+τ)·η(t)T ·ΦT ] = [Φ]·Σ+

ηη(t)·[Φ]T (3.93)

By applying the Fast Fourier Transform (FFT) to Eq. 3.92, the complete output
spectrum matrix is obtained as:

Syy(ω) = [Φ] · Sηη(ω) · [Φ]T (3.94)

Recalling the orthogonality property of the modal shapes contained in the
modal matrix Φ and the assumption of white noise for the input excitation
well distributed over the structure, the modal coordinates can be considered
uncorrelated. Therefore, the power density spectral matrix Sηη(ω) is diagonal.
With Eq. 3.92 in mind and taking into account what has just been mentioned,
the power spectral density matrix can be factorised in terms of SV by perform-
ing the Singular Value Decomposition (SVD) method.

Singular Value Decomposition
SVD is an algorithm for decomposing a generic matrix A ∈ Cnxm (with n>m)
as product of three matrices as follows:

A = [U ] · [S] · [V ]H with S =

[
S1

0

]
(3.95)

where:

• U ∈ Cnxn is the matrix that contains the right singular vectors of matrix
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A; in particular, the columns of U contains the eigenvectors of ATA;

• V ∈ Cmxm is the matrix that contains the left singular vectors of matrix
A; in particular, the columns of V contains the eigenvectors of AAT ;

• S ∈ Cnxm is a rectangular matrix, from where the diagonal matrix S1

∈ Cnxn can be extracted; into S1 non-null singular values, defining the
rank of matrix A and so the number of linearly non-dependent rows and
columns, are positioned in decreasing order.

Applying SVD to the spectrum response matrix in the FDD method produces a
sum of different spectral power density functions for each 1-DOF oscillator that
has the same frequencies and damping coefficients of the structure modes. The
results this procedure provides can be reliable if: the excitation is white noise,
the mode shapes are orthogonal and the structure is slightly damped. If these
assumptions are not fulfilled, the results is an approximate SVD. However,
the results obtained are still more accurate than those provided by traditional
techniques.
Before applying the FDD method to estimate the modal parameters, it is nec-
essary to estimate half of the positive spectral matrix, named S+

yy, which is
based on the output measurements. Mathematically, the SVD of S+

yy at each
discrete frequency point ωi is performed and can be formally rewritten for the
generic discrete frequency ω as:

S+
yy(ω) = [U(ω)] · [Sn] · [U(ω)] (3.96)

U is a square matrix of singular vectors. The matrix Sn is diagonal and it is
composed of n SVs (where n refers to the instrumented points and the size of
the S+ matrix), in descending order. These SVs coincide with the amplitude
of each spectrum, defined for each discrete value of ω, of the SDOF oscillators
at the investigated frequency.

Wanting to be more specific, applying the SVD to the S+
yy matrix, the first sin-

gular value contains, in its ordinate, the eigenspectra relative to the dominant
mode at that specific frequency. This implies that the dominant mode can be
identified by looking at the peaks of the first SV (the others are negligible).
We can distinguish two cases:

I. close modes: the graphical variation of the first SV along the frequency
values contains the most important segment of the self-spectrum of all
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SDOFs in the proximity of the resonance frequency (necessary to under-
stand the behaviour of the structure)

II. well-separated modes: there are several SVs with significant values equal
to the number of modes that are present close to the resonance frequency.

Once the natural frequency (resonance peak) is defined, the relative mode shape
is obtained by taking the first singular vector u1 of the U matrix (contributions
from other modes provided by the other SVs are negligible). The singular
vector is an estimate of the shape of the associated mode:

ϕ̂ = u1 (3.97)

To make more significant the treatment just exposed, the figure 3.5 is proposed.
It shows a typical plot of the singular values of the spectral matrix Syy + (ω)

obtained for a simple numerical system. The first SV is much larger than oth-
ers and the typical “bell-shapes” of the modal peaks associated to the natural
frequencies are well defined.

Figure 3.5: Plot of the first SV lines obtained applying the FDD identification method

3.4.1.3 Enhanced Frequency Domain Decomposition
(EFDD)

The FDD technique has a severe limitation: a high inaccuracy related to damp-
ing estimation. Therefore, an improvement has been proposed by develop-
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ing the Enhanced Frequency Domain Decomposition (EFDD) method
[49, 57]. In addition to a better estimation of the damping value, the natural
frequency and associated modal form can be extracted with less uncertainty.
A frequency range is defined in which the peak of the first singular values is
dominant.
Operationally, through the use of the correlation between the SV associated
with the resonance peak and the SVs associated with other values around that
peak, the modal domain (Figure 3.6) around the peak is identified, resulting
in the definition of the auto-spectral density of the dominant SDOF system in
that domain.

Figure 3.6: Typical modal domains associated to structural modes [58]

The Modal Assurance Criterion (MAC) [59, 60] allows the correlation between
these vectors to be defined:

MAC =
(ϕT

1 · ϕ2)
2

(ϕT
1 · ϕ1)(ϕT

2 · ϕ2)
(3.98)

The MAC is an indicator of consistency between two mode shapes. Its value
varies from 0, when two mode shapes are orthogonal, to 1, when the two mode
shapes are similar differing only by a scaling factor. If the MAC values cal-
culated between the resonant peak vector and any other around the resonant
peak are close to 1, then all such points can be included in the modal domain.
To define the modal domain associated with each resonant frequency, a MAC
threshold must be set [49]. Otherwise, singular vectors with a lower degree of
correlation (in terms of MAC value) are discarded from the modal domain.
After defining the modal domain for each peak, the mode shape estimation is
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performed by averaging all SVs that belong to the same modal domain. There-
fore, when similar SVs are selected for a specific mode, the eigen-spectrum
segment can be reconverted to the time domain using the inverse FFT func-
tion. This means that the modal damping ratio of the investigated mode can be
extracted from the auto-correlation function by applying structural dynamics
and considering the structure as a 1-DOF system excited by white noise. This
function is proportional to its impulse response, defined as:

h(t) = ce−ξkωkt sin(ωkt) (3.99)

c is a constant and ξk and ωk represent the damping ratio and circular frequency.

Although this procedure is very popular due to its user-friendly approach and
its ability to provide useful information with relevant physical meaning, it has
some disadvantages, first of all the strong dependence of modal parameters
on frequency resolution, which may compromise their correct identification.
Furthermore, the occurrence of certain conditions may lead to difficulties in
the identification process: low signal-to-noise ratio or the presence of very close
modes.

3.4.2 Identification technique in the time domain

After proposing methods in the frequency domain, the most widely used identi-
fication method in the time domain will be proposed below: Stochastic Sub-
space Identification (SSI) method . It is a parametric technique in which
the modal identification of parameters is performed based on the discrete-time
state-space representation (see eq. 3.65), and on the identification of the sys-
tem matrix A, which as extensively demonstrated, contains all the dynamic
characteristics of the system under investigation.
In OMA applications, there are two SSI subspace algorithms: Covariance-
driven Stochastic Subspace Identification (SSI-Cov) [27, 42], based on the con-
struction of the correlation matrix, and Data-driven Stochastic Subspace Identi-
fication (SSI-Data) [44], based on the projection of the recorded response time
series.
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3.4.2.1 Covariance-driven Stochastic Subspace Identification (SSI-
Cov)

The Covariance-driven Stochastic Subspace Identification (SSI-Cov)
method identifies a stochastic state-space model to capture the behaviour of
the structure under investigation, starting from the output responses collected
on the structure and defining the correlation matrix (under the assumption
of excitation with white noise and linear time-invariant properties of the sys-
tem). To achieve this, the system matrix A, the output matrix C and the
model order n are estimated from the output responses [42, 61]. In this case, it
is possible to use covariance functions between only a few pre-selected output
references (l) instead of all available channels (r). The choice of reference
channels depends on the possibility of having redundant information provided
by the sensors themselves.

In the case of dynamic tests performed in a ”multi− setup” configuration, the
structural responses in the instrumented DOFs are measured at different times.
Some of these DOF, however, must be measured in all setups. Consequently,
these become the so-called reference sensors (channels). Therefore, for each in-
stant of acquisition k, it is necessary to define: yrefk , column vector containing
the accelerations measured in l reference DOF, and yk, column vector contain-
ing the response measured in all r instrumented DOFs.

The first step consists of defining the covariance matrix of the output y(t). In
discrete time, the output covariance matrix can be written as reported in eq.
3.100 returning it to the reference channels as expressed in eq. 3.101:

Ri = E[yk+i · yTk ] (3.100)

Ri = E[yk+i · yref
T

k ] (3.101)

Eq. 3.102 represents the Toeplitz matrix in which the correlation functions are
organized into [n0i-by-nri] blocks (n0 is the number of the selected outputs
and nr corresponds to all channels). These functions are evaluated for positive
time-lags varying its value from l∆(t) to (2i − l)∆(t) represented by Rr

1ef to
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Rref
2i−1.

T ref
1|i =


Rref

i Rref
i−1 · · · Rref

1

Rref
i+1 Rref

i · · · Rref
2

...
... . . . ...

Rref
2i−1 Rref

2i−2 · · · Rref
i

 (3.102)

This Toeplitz matrix can be re-written, using the factorization property, as:

T ref
1|i =


CAi−1Gref CAi−2Gref · · · CA0Gref

CAiGref CAi−1Gref · · · CA1Gref

...
... . . . ...

CA2i−2Gref CA2i−3Gref · · · CAi−1Gref

 (3.103)

Since the first term of the covariance block Rref
1 contains all information about

the system’s dynamics, it can be seen from eq. 3.103 that the system informa-
tion defined by T ref

1|i might seem redundant. However, the single block alone is
not sufficient to solve the identification problem, so Toeplitz matrix is decom-
posed into the following matrices:

Ti =


C

C · A
· · ·

C · Ai−1

 · [Ai−1 ·Gref · · · A ·Gref Gref ] = Oi ·Γref
i (3.104)

Oi is the observability matrix, consisting of a column of i blocks of dimension
[n0-by-nr]. Γref

i is the controllability matrix, consisting of a row of i blocks of
dimension [nr-by-nr].

Computationally, the factorisation of the Toeplitz matrix can be performed
with the SVD algorithm, as shown below:

Ti = U · S · V T = [U1 U2] ·

[
S1 0

0 0

]
·

[
V T
1

V T
2

]
= U1 · S1 · V T

1 (3.105)

For clarity, the matrices U and V are orthonormal matrices and S is a diagonal
matrix composed by positive SVs in descending order.

If eq. 3.104 and eq. 3.105 are related, turns out that the observability and
controllability matrices can be obtained by dividing the SVD outputs into two
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parts:

Oi = U1 · S1/2
1

Γi = S
1/2
1 · V T

1

(3.106)

Considering the structure of the matrices just presented, after extracting them,
the identification of the model is performed through the matrices A and C. The
latter can be extracted from the first n0 rows of the observability matrix Oi.
The matrix A, on the other hand, is obtained by solving the least squares
problem expressed as:

C

CA

· · ·
CAi−2

 · A =


CA

CA2

· · ·
CAi−1

 ⇔ Ō · A = O (3.107)

A =


C

CA

· · ·
CAi−2


†

·


CA

CA2

· · ·
CAi−1

 ⇔ A = Ō† ·O (3.108)

where Ō =


C

CA

· · ·
CAi−2

 and O =


CA

CA2

· · ·
CAi−1

 (3.109)

Ō contains the first l ·(i−1) lines of Oi. O contains the last l ·(i−1) lines of Oi.
(•)† is a symbol that represents the Moore-Penrose pseudo-inverse operational
function (used to solve least-squares problems of a system of overdetermined
equations by minimising the sum of the squared errors of the individual equa-
tions).

Then the modal parameters can be extracted from the A and C matrices by
performing the eigenvalue decomposition of the obtained A system matrix as
shown here:

λk =
ln (µk)

∆t
⇒ fk =

|λk|
2π

; ξk = −Re(λk)
|λk|

(3.110)

where | • | is the absolute value and Re(•) is the real part value.
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Ultimately, the mode shapes ϕk are estimated by multiplying the output matrix
C and the corresponding eigenvectors ψk of the A matrix:

V = CΨ ↔ ϕk = Cψk (3.111)

The matrix A has eigenvectors organised in a [n0-by-n] dimensional matrix,
which contains the columns of the observable components of the mode shapes.
Only columns associated with eigenvalues with positive imaginary components
are then selected to extract the mode shape. This happens because the so-
lutions of the state-space model are described by complex conjugate couples.
Thus, in general, such a model of order n provides n/2 possible solutions.

A fundamental step in the whole method is to define a reasonably correct the
model order for the state-space. This is not a matter of course. Considerations
in regard to this aspect are postponed to the next chapter, in which we aim
to present critically and in a sufficiently clear manner, the problems that exist
and the possibilities present today to overcome them.

3.4.2.2 Data-driven Stochastic Subspace Identification (SSI-Data)

The second algorithm of the SSI method is the Data-driven Stochastic Sub-
space Identification (SSI-Data) [44, 62–64]. Through it, it is possible to
estimate the state-space model directly with the acquired response time series.
The construction of the covariance matrix of the outputs is avoided, being re-
placed by the projection of the row space of the "future" outputs into the row
space of the "past" outputs after arranging them in the Hankel matrix.

To demonstrate the justified use of this method, the main concepts of the non-
stationary Kalman filter are briefly described. In general, the main steps in the
development of this technique can be summarised as follows: initial organisa-
tion of the collected responses in the Hankel matrix, subsequent estimation of
the observability matrix at two consecutive time instants, and finally extraction
of the modal parameters after defining the system matrix A and output matrix
C.

Kalman Filter
Only the main concepts relating to the Kalman filter will be presented here,
with reference to the implementation of the SSI-Data method, as it is an im-
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portant part of the development of this method, but it will be stopped at the
surface, as an in-depth discussion would be too complex.
In general, it can be said that the objective of the non-stationary Kalman filter
is to provide an optimal estimate of the state vector xk+1 using the responses
of the outputs contained in the A and C matrices and the statistical properties
of the R0 and G matrices. The estimation of this vector is obtained by apply-
ing the expressions of eq. 3.112 recursively considering the observation of the
outputs at instant k, the initial state estimate x̂0 = 0 and the initial covariance
of the state estimates P0 = E[x̂k x̂Tk ] = 0

x̂k+1 = A · x̂k +Kk · (yk − C · x̂k)
Kk = (G− A · Pk · CT ) · (R0 − C · Pk · CT )−1

Pk+1 = A · P · AT + (G− A · Pk · CT ) · (R0 − C · Pk · CT )−1 · (G− A · Pk · CT )T

(3.112)
where K is the Kalman filter gain matrix and P is the Kalman state covariance
matrix [44, 65, 66].

The estimates of the Kalman filter state vectors x̂i can then be arranged to
form the of Kalman filter states sequence X̂i as:

X̂i = (x̂i x̂i + 1 · · · x̂i +N + 1) ∈ RnxN (3.113)

It is possible to rewrite the sequence as a linear combination of the past out-
put measurements. It is generated by a bank of non-stationary Kalman filters
working in parallel on each column of the block Hankel matrix of past outputs
Yp. Consequently, the Kalman filter bank can be determined directly from the
output data.

Factorization and Projection matrix
As a first step, the data reduction and smoothing procedures used to divide
the experimental signals into "past" and "future" parts are explained. As is
known, only discrete samples of the time signals yk (k = 0, 1, ...N withN → ∞)
are available in the experimental data. These can be expressed as a matrix of

77



samples:

yk = [ynm] =


yn1

yn2
...
ynl

 =


y01 y11 · · · yN1

y02 y12 · · · yN2
...

... . . . ...
y0l y1l · · · yNl

 (3.114)

where ynm refers the nth (n = 0, 1, 2. . . N) samples points from the mth (m =

1, 2. . . l) available sensor. Once the data are organized in this way, the Hankel
matrix can be construct. It is a constant matrix along its anti-diagonal ele-
ments and with [2i-by-N ] dimension. 2i defines the number of the block-rows
and N is the number of the columns.

Statistically the number of columns should be N → ∞, but in practice this
value is chosen in order to use all available data in the projection phase. It is
set as N = j − (2i − 1) → j − 2i + 1 where j is the number of all sampling
points of the collected response. Nevertheless, since l defines the number of
available channels, the size of the Hankel matrix becomes 2ilN , so the matrix
itself can be subdivided into: "past" Yp and "future" Yf :

H0|2i−1 =
1√
N∗



y0

y1
...

yi−1

yi

yi+1

...
y2i−1


= 1√

N∗



y0 y1 · · · yN−1

y1 y2 · · · yN
...

... . . . ...
yi−1 yi · · · yi+N−2

yi yi+1 · · · yi+N−1

yi+1 yi+2 · · · yi+N

...
... . . . ...

y2i−1 y2i · · · y2i+N−2


=

=

[
Y0|i−1

Yi|2i−1

]
=

[
Yp

Yf

]

(3.115)

The subscripts of (0|i−1) and (i|2i−1) indicate the first and last block-element
in the first column of the H matrix used to define the past and future matrices
dimension.

The next step is the division obtained by omitting the first block row from the
"future" matrix Y0|2i−1 and adding it as the last in the "past" matrix Y0|i, as
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shown:

H0|2i−1 =
1√
N∗



y0

y1
...
yi

yi+1

yi+1

...
y2i−1


= 1√

N∗



y0 y1 · · · yN−1

y1 y2 · · · yN
...

... . . . ...
yi yi+2 · · · yi+N−1

yi+1 yi+2 · · · yi+N

yi+2 yi+3 · · · yi+N+1

...
... . . . ...

y2i−1 y2i · · · y2i+N−2


=

=

[
Y0|i

Yi+1|2i−1

]
=

[
Y +
p

Y −
f

]

(3.116)

In this way, the system matrices of the adopted state-space model can be
estimated. Once the data are well organised, proceed with the projection of
the space of future output rows into the space of past output rows, which is
useful because it preserves all the information from the past that is useful for
predicting the future:

Pi =

[
Yi|2i−1

Y0|i−1

]
=
Yf
Yp

= YfY
T
p (YpY

T
p )†Yp (3.117)

Yi|2i−1 and Y0|i−1 are the block matrices containing future and past outputs,
respectively.
The notions of projection and covariance are closely related (as shown by the
equation above), as both aim to remove noise. The block Toeplitz matrices
YfY

T
p and YpY

T
p contain the covariance between the output signals. Further-

more, the projection matrix can be expressed as the product of the extended
observability matrix Oi and the sequence of states of the Kalman filter X̂i:

Pi = Oi · X̂i (3.118)

This relation is based on the main theorem of the SSI method [44]. It should
be underlined that eq. 3.117 is only a definition and that the projection cannot
be calculated directly. For practical applications, this is done using the QR −
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factorisation of the H matrix [42].

H0|2i−1 =

[
Yp
Yf

]
= R ·QT (3.119)

QR − factorisation is in essence a compression of the data: the H matrix,
consisting of a very large number of columns, is decomposed and compressed
into a smaller triangular R matrix that contains all the information about the
system:

H0|2i−1 =

li l l(i− 1) J



li R11 0 0 QT
1 li

l R21 R22 0 QT
2 l

l(i− 1) R31 R32 R33 QT
3 l(i− 1)

(3.120)

Substituting the eq. 3.120 in eq. 3.118 makes the projection matrix Pi ex-
pressed as follows:

Pi =

(
R21

R31

)
·QT

1 (3.121)

Similarity, the subsequent Projection matrix Pi−1 is obtained as:

Pi−1 = (R31 R32) ·
(
QT

1

QT
2

)
(3.122)

The factorization property decrease considerably the computational cost. There-
fore, once the projection matrices Pi and Pi−1 are available, the system matrices
and the modal parameters can be easily estimated. Taking up [44], the main
theorem of the SSI methods states that the projection Pi can be factorized as:

Pi =


C

CA
...

CAi−1

 · [x̂i x̂i+1 · · · x̂i+N+1] = Oi · X̂i (3.123)

and the SVD of the obtained Pi is:

Pi = U · S · V T = [U1 U2] ·

[
S1 0

0 0

]
·

[
V T
1

V T
2

]
= U1 · S1 · V T

1 (3.124)

where Pi has order n: Oi is a matrix with n columns, Xi is a matrix with n
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rows and consequently the number of different non-zero values resulting from
its decomposition is also equal to n. This also represents the order of the model
and defines the size of the matrix A. Therefore, comparing eq. 3.123 and 3.124,
the two matrices can be factored as follows:

Oi = U1 · S1/2
1

Ẋi = O†
i · Pi

(3.125)

With the aim of identifying the A and C matrices, a further projection is made
by moving a block row down from "past" to "future" outputs of the Hankel
matrix:

Pi−1 =
Y −
f

Y +
p

= Oi−1 · Ẋi+1 (3.126)

And it can be decomposed to the form:

Pi−1 =


C

CA
...

CAi−1

 · [x̂i x̂i+1 · · · x̂i+N+1] = Oi−1 · X̂i+1 (3.127)

At this point, the Kalman filter state X̂i+1 is obtained as:

X̂i+1 = O†
i−1 · Pi−1 (3.128)

Using the sequence of state vectors, calculated with only the output data, a
system with more equations than unknown variables is obtained. The matrices
of the system can be determined from the following overdetermined set of linear
equations, obtained by superposition of the state space model for time instants
i to i+N − 1: [

X̂i+1

Yi|i

]
=

[
A

C

]
X̂i +

[
Wi

Vi

]
(3.129)

Yi|i is a Hankel matrix with only one block row, instead, Wi and Vi can be
treated as the residuals of an optimization problem. Given that the sequences
of Kalman states and outputs are known and the residuals are uncorrelated
with Ẋi, then the set of equations for A and C can be solved by least squares:[

A

C

]
=

[
X̂i+1

Yi|i

]
X̂†

i (3.130)
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Based on the outputs, the system order n and the system matrices A and C

have been identified, so the identification problem is solved theoretically. Nat-
ural frequencies fk and mode shapes ϕk can be obtained in the same way as
for SSI-Cov.

Useful variants exist for extracting modal parameters from time series. In
the most general formulation of SSI-Data, matrix weighting is performed: two
weighting matrices W1 and W2 are considered, which are multiplied by the
value of the data to be decomposed into singular values.

P̄i = W1 · Pi ·W2 (3.131)

This weighting operation results in a transformation of the co-ordinates of the
state vectors, so that similar arrays of patterns are checked, which obviously
lead to identical process identification results.
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Chapter 4

SHM based on OMA

4.1 Introduction

In the previous chapters, concepts were introduced regarding the use of the
SHM strategy based on vibration monitoring and OMA, i.e. the identification
of modal parameters from output-only measurements. All that has been de-
scribed amply demonstrates the usefulness and thus the justified popularity of
this approach.
To repeat, SHM is a multidisciplinary process involving:

• repeated or continuous measurement of the response of a structural sys-
tem through appropriate sensors;

• extraction from the measured data of characteristics representative of the
state of health

• analysis of these characteristics to detect novelty or abnormal changes.

The motivations behind the choice of using vibration-based dynamic monitoring
are varied. The main ones, already discussed, can be grouped into:

1. natural ageing of existing structures and infrastructure;

2. conservation of cultural heritage;

3. increasing complexity of new constructions, therefore control during con-
struction to ensure optimisation of work;

4. possibility of assessing the health of the structure from the analysis of its
dynamic response under operating conditions and with only the presence
of environmental excitations.
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All these possibilities are of course given by the technological progress that is
always in progress, which today allows the installation of low-cost and highly
efficient sensors.

In this context, we would like to focus on the usefulness of monitoring the
structural response under operating conditions collected and analysed contin-
uously. The implementation of continuous dynamic monitoring has had the
consequence of stimulating the development of procedures that efficiently pro-
cess data to control the evolution of modal parameters over time.
Having new and more evolved tools capable of automatically identifying the
modal characteristics of a structure is equivalent to having several experts at
one’s disposal who individually can: check the data during recording, correct
and clean them in the most optimal way, process them with the most appro-
priate identification techniques, and finally read and interpret them in order to
act accordingly.

In practical application, continuous monitoring involves the definition of a set
of basic modal parameters, which are used as reference characteristics for com-
parison with the parameters collected subsequently. In this sense, the basic
parameters allow a tracking process to be set up over time.
The parameter most commonly used as a reference is the natural frequency. Al-
though it is a very explicative dynamic characteristic when it comes to changes
in structural response, it is subject to the influence of external factors, such
as environmental effects (temperature, humidity and wind). Therefore, the
objective after monitoring operations is to remove environmental and/or op-
erational effects. Various approaches have currently been implemented and
applied, which we will briefly discuss below. The ultimate goal of this discus-
sion is the damage identification. This is still an evolving field because it is
very impregnative.

4.2 Automated OMA algorithms

As anticipated, the diffusion of long-term dynamic monitoring systems for
structural health assessment and the implementation of algorithms for damage
detection have certainly directed research towards automated modal identifi-
cation procedures only at the output [9, 67–71]
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The most widely used method among those described in the previous chapter
is definitely the SSI. This is due to the fact that it can accurately identify even
weakly excited and neighbouring modes. It also lends itself particularly well to
automation.
Several strategies have been developed for the interpretation of SSI outputs [61]
taking into account both the influence of the maximum order of the stochastic
model n, and the time-lag index (used to define the number of rows of the
output block to construct the Toeplitz block matrix in SSI-Cov, or the size of
the Hankel matrix of the block in SSI-Data).

4.2.1 Stabilization diagram

The automatization of SSI algorithms involves the interpretation of the so-
called stabilization diagram . It was first introduced by [27, 42], and is used
in conjunction with any parametric procedure (SSI-Cov and SSI-Data).

Summarising what has already been presented, after defining the state space
model, it is possible to extract the modal parameters of the system from the
matrices A and C: the eigenvalues of A, µk (poles of the discrete-time model
of the state space) are related to the λk (poles of the continuous-time model).
Thus, the natural frequencies (fk) and modal damping ratios (ξk) are obtained
from the poles with positive imaginary component, as given in eq. 3.110.
It may be added that the product of the matrix C by the matrix containing
the eigenvalues of A returns a matrix where the columns contain the observable
components of the mode shapes. Finally, given the presence of the complex
conjugate couple, the columns associated with the eigenvalues with positive
imaginary part are selected and consequently the state space model of order n
provides modal parameters for n/2 modes.

In practice, the model that best fits the dynamic response of the structure can-
not be identified a priori due to a number of "interferences" that are difficult
to control. Therefore the same state-space model matrices derived, and the
resulting modal parameters, must also be considered as estimates.
The SVD of the Toeplitz matrix itself does not allow an a priori decision on
model order. Furthermore, there are always residual SVDs associated with
the highest modes (which theoretically should instead be zero) caused by the
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inaccuracy of the measurement process, noise content or the manifestation of
non-linear effects. Various practical applications on real structures have also
shown that it is not possible to establish even an interval between consecutive
singular values that allows reasonable estimates of the model order to represent
the correct dynamic behaviour of the system.
To overcome this obstacle, the strategy consists in constructing several models,
with increasing orders (within a previously fixed interval in which the maxi-
mum is considered to be twice the number of physical modes expected to be
found according to the type of structure), and subsequently, the "best" model
(and hence model order) is chosen to estimate the correct modal parameters.

It is right to highlight that the use of very high model orders may lead to the
identification of numerical modes that have no physical meaning (also called
noise or spurious modes), and which are mainly related to the noise content in
the collected recordings.
In this context, it is necessary to be able to separate physical and spurious
modes in order to not compromise the reliability of the results. The creation
and interpretation of the stabilization diagram also helps with this.
The figure below shows more clearly what a stabilization diagram looks like.

Figure 4.1: Example of stabilization diagram: stable poles in blue points and
unstable poles in purple crosses

It is essentially a graphical tool in which the modal estimates (natural frequen-
cies) provided by all the models defined for each increasing order are shown,
and observation of this diagram makes it possible to identify stable alignments.
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These alignments consist of the so-called stable poles, i.e. those that maintain
consistency in terms of modal parameters for each order and thus, in simple
terms, always appear.
In contrast, poles that are scattered across the diagram and only appear in
certain models are classified as spurious and should not be considered when
estimating modal parameters.

The most widely used criteria for removing spurious poles from stabilisation
diagrams are presented in the following pragraphs.

4.2.2 Single criterion check and Clustering approaches

The separation of physical poles from spurious poles has been discussed exten-
sively in the literature. The ultimate aim is, as mentioned, to obtain a better
definition of what are the modes that really represent the behaviour of a struc-
ture.
Without going into detail, reference can be made to:

1. Consistent Mode Indicator, applicable in the context of input-output tests
[72].

2. Maximum likelihood in the frequency domain for automation of identifi-
cation, while estimation of physical modes is based on the uncertainty of
such estimates [73].

3. Component Associated with the modal vector (modes with high complex-
ity are assimilated to spurious modes) [74].

After removing the spurious poles from the stabilization diagram, the set of
modal estimates for the same model must be identified. Manually, the model
order that best represents the dynamic characteristics in terms of modal pa-
rameters is chosen. It is obvious that this approach is not the best: an expert is
needed to correctly identify the right order, the choice of modal parameters to
be considered depends on the sensitivity of the operator (e.g. wrongly chosen
noise modes) and it is not feasible to implement such a constant interaction as
required in the field of continuous monitoring.
Consequently, it is more correct to develop an automated procedure to inter-
pret the data on the stabilization diagram. If the aim is to group poles with the
same characteristics, the best approach is to apply clustering algorithms .

87



Again, numerous application suggestions can be found in the literature, de-
pending on the type of data to be investigated and thus clustered.
These have demonstrated the usefulness of clustering procedures in managing
the output produced by parametric identification techniques (for estimates in
terms of natural frequencies, mode shapes and damping ratios). As proposed
in [68], the most widely used strategy is based on clustering stable modes by
measuring the "distance" between all pairs of estimated poles. This is possible
in practice because stable poles are found clustered in areas of high density. In
contrast, spurious modes exhibit greater dispersion. Based on this assumption,
a cut-off level, a threshold, is defined that can separate the clusters. Again, as
with the order of model n, it is not possible to know the value of the cut-off
level a priori, so it is user-defined and closely related to the number of expected
modes.

In the case where slender structures are being considered in which the environ-
mental input is therefore capable of producing visible resonance frequencies, a
further simplification can be made so as to avoid the manual introduction of
many parameters in order to eliminate spurious modes from the diagram. In
this case, a quick analysis can be performed to identify the number of main
modes expected (corresponding to the peaks of the first singular value) and
then define the number of maximum clusters available. Despite the usefulness
of this strategy, care must be taken in cases where the structure is instrumented
with a limited number of sensors and/or in the case of a low signal-to-noise ratio.

In well-known commercial software used for dynamic tests and OMA analyses,
clustering approaches are implemented using these tolerance values in order to
control the variability of modal parameters in various models. It is certainly
an effective approach and involves a control performed on the variation of nat-
ural frequencies, damping ratios and mode shapes. The comparison between
the various estimates is performed using the MAC index, already defined in
the previous chapter. The disadvantage is obviously related to the necessary
interaction of a user who has to set the tolerance values.
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4.3 Environmental effects on modal parameters

With the constant development of strategies in the field of SHM, the detec-
tion, localisation and automatic evaluation of damage on the structure under
investigation has been of increasing interest. In general, it can be said that a
damaged structure shows a loss of stiffness. This situation leads to a change
that can no longer be recove
red and thus to a permanent change in the dynamic behaviour of the struc-
ture. It has already been introduced how normally the control of the possible
presence of damage is carried out by monitoring changes in modal parameters
(natural frequencies, mode shapes and damping) over time. These character-
istics are very sensitive not only to internal changes in the structure, but also
to external factors: environmental and operational conditions (temperature,
humidity, wind, traffic loads, etc.). These influences may hide changes due to
actual damage.
Numerous references can be found in the literature in which the effects of ex-
ternal factors on modal parameters are demonstrated:

• EJ Cross et al. [75] identify reductions in modal frequencies of 2-3% due
to changes in mass and traffic loads;

• Charles R Farrar et al. [76] show significant daily fluctuations of the first
frequency due to temperature fluctuation (5% change);

• Bart Peeters and Guido De Roeck [77] illustrate the same type of variation
for the first two natural frequencies of the structure under control.

The first step is the knowledge of the correlations that exist between these
factors and the monitored features. The first class of possible algorithms are
input-output models, which reproduce the relationship between external vari-
ables and the monitored dynamic characteristics. Main disadvantage: the ex-
ternal factors to be measured must be chosen, and these are not always available
or are difficult to interpret.
Other methods are output-only ones, in which the measurement of the ex-
ternal factor (i.e. the input) is not necessary. In this case, the main approach
proposed in the literature is the decomposition of the covariance matrix of dy-
namic characteristics, which are monitored over a long period with changing
external conditions but which are not measured [78–80]. Or there are applica-
tions based on the direct decomposition of time series with extracted features
or the use of neural networks [81, 82].

89



4.3.1 Input-output methods

Input-output methods aim to define a linear regression relationship between the
investigated characteristics and external factors. The latter, as just mentioned,
are constantly measured. Depending on how the input variables influence the
characteristics, these methods can be divided into two categories:

1. static regression: the regression relationship is only defined by means of
simultaneously collected data;

2. dynamic regression: the regression relation also takes into account the
influence of external factors measured at earlier instants of time.

For both categories, different data sets must be used. Once the influence of
each factor on the resulting characteristic is understood, the parameters gov-
erning the method are considered to be correctly calibrated. The model defined
in this way, when the measured external factors (static method) and also the
output at previous instants of time (dynamic method) are known, can be used
to estimate the controlled characteristics and detect any changes.

Multiple Regression Analysis
Multiple Regression Analysis (MRA) is the simplest statistical technique
available and used to analyse the relationship between a single dependent variable
and one or more independent variables (predictors). The aim is to predict the
single dependent value using independent variables whose values are known in
advance.
The resulting relationship (model) is initially used to investigate the influence
of the predictor (input) and the dependent variable (output), subsequently to
predict future values of the output when the input is known. Each predictor is
weighted by the regression analysis procedure to ensure maximum prediction
from the set of independent variables.

A simple regression problem is expressed as:

y = θ0 + θ1x+ ε (4.1)

y is the dependent variable (output), x is the predictor (input), θ0 is the
intercept and θ1 is the regression coefficient, which are the parameters of the
regression relation. ε is the prediction error (or residual), i.e. the difference
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between the actual and predicted values of the dependent variable.

If curvilinear effects are to be modelled, transformations of an independent
variable can be adopted that add a non-linear component for each additional
variable:

y = θ0 + θ1x+ θ2x
2 + ε (4.2)

Meanwhile, when two or more independent variables are used to predict the
dependent variable, the problem becomes as multiple regression:

y = θ0 + θ1x1 + θ2x2 + · · ·+ θnxn + ε (4.3)

Equations 4.1 and 4.3 reproduce a linear dependence between the predictors
and the dependent variable. If two or more independent variables are involved,
multivariate polynomials can be defined as:

y = Xθ + ε (4.4)

where:

• y is a [n-by-1] column vector that contains the n measures (yk) of the
dependent variable (y);

• X is a [n-by-p] matrix connecting n dependent values of the corresponding
p selected predictors;

• θ is a [p-by-1] column vector formed by the p parameters weighting the
contribution of each independent variable;

• ε is the [n-by-1] column vector of the prediction errors (εk) that account
for measurement errors of the y element and for the effects of other vari-
ables not explicitly considered in the model.

ε has the following properties:

E[ε] = 0

Cov[ε] = [ε · εT ] = σ2
ε · I

(4.5)

E[•] is the expected value operator, and [•]T means transpose and I represent
the identity matrix with dimension [n-by-n]. Eq. 4.5 indicates that the mean
value of ε is zero, that the errors are independent and also their valiance (σ2

ε)
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is constant.

In order to accurately reproduce the experimental estimates of the dependent
variables and simulate their future values, it is necessary to correctly select the
input values, independent, and then define the θk parameters. These can be
estimated using the Least Squares (LS) method, minimising the sum of squared
errors:

θ̂ = (XTX)−1XTy (4.6)

It is common practice, in the identification of systems, to normalise the input
and output data. In this way, the origin of the x and y axes lies in the "centre
of gravity" of the data points and the slope of the regression line corresponds
to the correlation coefficient [83]. To achieve this, the mean value from each
measure xk and yk is removed and the results are divided by the standard
deviation of the variable:

x̃k =
xk − x̄

σx
ỹk =

yk − ȳ

σy
(4.7)

As the LS method minimizes the sum of the squares of the equation errors, a
first quality criterion is the value of the Loss Function (LF):

LF =
1

N

N∑
k=1

ε2k (4.8)

N is the total number of samples. The prediction errors are obtained as:

ε = y − ŷ (4.9)

where y and ŷ represents the experimental and estimated values of the output
variable.

To test the quality of the model, there is another important indicator, the
coefficient of determination R2 [84]:

R2 = 1−
∑N

k=1 ε̂k
2
k∑N

k=1(yk − ȳ)2
=

∑N
k=1(ŷk − ȳ)2∑N
k=1(yk − ȳ)2

(4.10)

R2 is defined by the value of the ratio between two variances. Thus it gives the
percentage of the total variation of the experimental output yk explained by
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the predictors. We can distinguish two cases: the selected independent vari-
ables have no influence on the output if R2 tends to zero, the variation of yk is
explained by the predictors if R2 tends to one.
In the context of SHM, temperatures measured on the structure and the am-
plitude of excitation (i.e. induced by traffic loads) are usually considered as
predictors. This is because they have a significant influence on natural fre-
quency fluctuations.

This just described is the classic static regression model that only establishes a
relationship between simultaneously measured data. In the case of applications
with common dynamic processes, the use of dynamic regression methods is
indicated. In fact, they make it possible to take into account the influence of
inputs measured at previous instants of time.
A dynamic regression relationship is established between the dependent variable
at time k and the values of a single predictor at current time k and at (p− 1)

previous time instants. Therefore, eq. 4.1 can be rewritten as:

y = θ0 + θ1xk + θ2xk−1 + · · ·+ θpxk−(p−1) + εk (4.11)

where X matrix becames:

X =


x1 · · · x1−(p−1)

x2 · · · x2−(p−1)

... . . . ...
xn · · · xn−(p−1)

 (4.12)

The MRA is the method used in this thesis work to remove the environmen-
tal effects on the modal parameters identified during the continuous monitoring.

ARX models
ARX models [62] are a widely used method for estimating output system
characteristics from independent variables. They consist of an Auto-Regressive
output part and an eXogeneous input part. Given an output variable yk, an
input variable xk, and an error term εk, defined at a general time instant k,
the equation representing it is expressed as:

yk+a1yk−1+· · ·+anayk−na = b1xk−nk
+b2xk−nk

+· · ·+bnb
xk−nk−nb+1+εk (4.13)

93



This equation can be generalised to the case of multiple inputs by replacing bk
and xk with the corresponding row and column vectors.
It can be seen from eq. 4.13 that ARX models are characterised by three
orders: autoregressive order na (number of past measures of the dependent
variable considered), exogenous order nb (number of previous model inputs
considered) and pure time lag between input and output nk. The first two,
determine the number of model parameters: ai (i=1, ..., na), bj (j=1, ..., nb).
This shows how static regression models are a particular class of ARX models,
setting na = 0, nb = 1, nk = 0 and defining it as ARX010:

yk = b1xk + εk (4.14)

that can be rewritten as:

a(q)yk = b(q)xk + εk (4.15)

A new relation is introduced: q−1yk = yk−1.
a(q) and b(q) are two polynomials:

a(q) = 1 + a1q
−1 + · · ·+ anaq

−na

b(q) = b1q
−nk + b2q

−nk−1 + · · ·+ bnb
q−nk−nb∓1

(4.16)

Eq. 4.14 can be transformed to obtain he general expression typically used to
define linear input-output models:

yk = H(q, θ)xk +W (q, θ)εk (4.17)

θ is the vector that groups the modal parameters. H and W are the transfer
function and the noise model. They can be expressed relating eq. 4.15 and eq.
4.17:

θT = (a1 · · · ana b1 · · · bnb
)

H(q, θ) =
b(q)

a(q)
W (q, θ) =

1

a(q)

(4.18)

Also the parameters of ARX models can be estimated by applying a LS method.

yk = ϕT θ + εk (4.19)
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where ϕT is a row vector grouping the past measures of dependent variables
and predictors.

Considering N measured values of output and input variable, eq. 4.19 can be
rewrites for each of N samples. In conclusion, the ARX can be represented
by the same matrix equation derived for the multiple regression analysis by
introducing the following vectors:

y =


y1

y2
...
yN

 ∈ RN X =


ϕT
1

ϕT
2
...
ϕT
N

 ∈ RNx(na+nb) ε =


ε1

ε2
...
εN

 ∈ RN (4.20)

The estimates θ̂ of the model parameters are obtained by solving the considered
system of equations using the LS method.

4.3.2 Output-only methods

As anticipated, it is not always possible to control and measure external fac-
tors that substantially influence modal parameters. Moreover, if continuous
dynamic monitoring is considered, these factors must also be measured contin-
uously and this may not always be feasible. Output-only models manage to
bypass this problem: knowledge of them is not required.
Two classes of output-only methods are described below, although they are not
the methods actually used in the development of the thesis work. In this case,
the removal of environmental effects on the monitored modal parameters is done
by decomposing a covariance or correlation matrix of the temporal variation of
structural characteristics over a reference time period (training period). The
former proposed is the Principal Component Analysis (PCA) method, while
the latter is the Factor Analysis (FA) method.

Principal Component Analysis
Principal Component Analysis (PCA), used over the years by numerous
researchers and applied to many real-world cases, also proposing various ex-
tensions [7, 61, 79, 80, 84–88], is a multivariate statistical tool that performs
a linear transformation of data. This takes place from an original coordinate
system, in which the data are defined, into a new, less dimensional coordinate
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system. This is a method that is useful when it is necessary to reduce the size
of the problem: a set of correlated variables is replaced by a smaller set of
independent variables, the Principal Component (PC)s. Practically, the aim is
to find an orthonormal matrix T , of dimension [n-by-n] and where T T = T−1

that allows the coordinate transformation as:

x = T · y (4.21)

y is the vector of n original variables, x is the vector composed by n variables
that are independent and T is the transformation matrix that applies a rotation
of the original coordinate system.
The transformation allowed by T means that in the set of PCs (x) all variables
are independent of each other, the covariance matrix of x is diagonal and of
full rank, and their variance is arranged in a decreasing manner from x1 to
xn (this means that the first PC is more relevant in explaining the variability
of the initial data-set, while the last PC are minor variances and can also be
ignored).
Eq. 4.21 can therefore be rewritten as:

y = T T · x (4.22)

If each variable is ZOH, the covariance matrix Σyy of y coincides with the
correlation matrix of y and can be linked to the diagonal covariance matrix
Σxx of x as follows:

Σyy = E[y · yT ] = E[T Tx · xTT ] = T T · Σxx · T (4.23)

The SVD of Σyy provides the relation:

Σyy = U · Λ · UT (4.24)

Λ is a diagonal matrix and its components are the elements λi, arranged in de-
scending order, corresponding to the eigenvalues of the covariance matrix Σyy.
U , on the other hand, is an orthonormal matrix and its columns correspond to
the eigenvector of the covariance matrix Σyy (reminder: each j − th column is
eigenvector corresponding to the j−th eigenvalue of the covariance matrix Σyy).

Thus, eq. 4.24 can be used to obtain the matrix (T = UT ) and the variance
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of the component of x from the elements of the diagonal of Λ. Furthermore,
since the SVD provides the SV in descending order, the first element of Λ and
the variance of X1 are coincident.

Since the aim of the PCA technique is to reduce the size of the initial problem,
only the first p (of the total n) eigenvalues collected in Λ are considered, which
are relevant to explain the variance of the original components of y, the matrix
Λ can be divided into:

• Λ1 = diag(λ1, λ2, · · · , λp → diagonal matrix composed of the first p sin-
gular values;

• Λ2 = diag(λp+1, λp+2, · · · , λn → diagonal matrix with the remaining sin-
gular values, not relevant.

The choice of p (which should be selected by looking for a gap in the diagram
of eigenvalues) is based on the definition of the ratio I:

I =

∑p
i=1 λi∑n
i=1 λi

(4.25)

I defines the percentage of the variability of the original variables y explained
by the first p components of x. Then, once the threshold I is set, the value of
p can be identified and the set of PCs xj can be obtained, applying eq. 4.21,
through the T̂ matrix. This is a reduced T matrix because it is constructed
only from the first p columns of U (remembering T = UT T ).

Although it can be asserted that, at this point, the problem has been reduced in
size, when it comes to structural health monitoring, a further step is performed:
the selected x̂ components are remapped to the original y space. To do this,
the selected PCs are re-transformed into the original co-ordinate system, using
the T̂ matrix, as follows:

ŷ = T̂ T · x̂ = T̂ T · T̂ · y (4.26)

If the re-mapped values are removed from the original variables as:

ε = y − ŷ (4.27)

the obtained residual features ε will not be affected by the factors modeled by
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the PC. In order to demonstrate the detection of structural anomalies during
the normal behaviour of the structure, which could justify the occurrence of
damage, post-processing of these new features can be performed.

Principal Component Analysis
Factor Analysis (FA) [84] is also a multivariate statistical tool. It explains
the covariance relationship between many variables in terms of a few random
quantities, the factors. It can be seen as an extension of PCA (both are based
on the decomposition of the covariance matrix), but FA is based on a more
elaborate model in which the factors are unobservable.
As already shown, the estimation of observed features (usually natural frequen-
cies) can be defined as:

y = f(f1, f2, f3, f4, · · · ) + ε (4.28)

where:

• y is the vector of n components (extracted natural frequencies);

• f is a function that depends on environmental/operational factors where
the various fi are the specific external factors that are considered (e.g. f1
temperature, f2 humidity, f3 wind, ...);

• ε is a vector that quantifies the influence of these anomalous events on
each component of y.

The function f can be decomposed into two mappings:

f(f1, f2, f3, f4, · · · ) = L[NL(f1, f2, f3, f4, · · · )] (4.29)

a first mapping, which could be non-linear (NL), transforms the p environ-
mental/operational factors into a set of unobservable factors (x) (using e.g. a
regression analysis) that are then related to the n estimated, observable char-
acteristics (natural frequencies) by a linear mapping. The relationship can be
expressed as:

y = L · x+ ε (4.30)

L is a [n-by-p] matrix whose elements are designed factor loadings, the com-
ponents of x are the common factors and the components of ε are the specific
factors. It should be highlighted that eq. 4.30 is similar to that used for multi-
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variate linear regression, but here the components of x are not measured. The
following properties are also assumed for the factorial model:

E[y] = E[x] = E[ε] = 0 E[x · xT ] = I E[ε · xT ] = 0 E[ε · εT ] = Ψ (4.31)

where

Ψ =


ψ1 0 · · · 0

0 ψ2 · · · 0
...

... . . . ...
0 0 · · · ψn

 (4.32)

and through these, for the covariance matrix of the observations is the equation:

Σ = [y · yT ]
= E[(L · x+ ε) · (L · x+ ε)T ]

= E[L · x · xT · L+ L · x · εT + ε · xT · LT + ε · εT ]
= L · E[x · xT ] · LT + E[ε · εT ] ⇔ Σ = L · LT +Ψ

(4.33)

To define the L matrices, which fit a set of n observations of y, two algorithms
are possible: the principal factor method and the maximum likelihood method.
Please refer to [84] for further details.

Having established the L and Ψ matrices, common factor estimates (x) (factor
scores) can be performed with different formulations [84]. The difference lies
in the minimisation of the specific factors.
Consider a simple least-squares procedure:

x̂ = (L · LT )−1 · L̂T · y = (S1)
−1/2 · UT

1 · y (4.34)

The resolution (in which the squared errors ε2i are weighted by the inverse of
their variances 1/Ψi) gives the following factor scores:

x̂ = (L̂T · Ψ̂−1 · L̂)−1 · L̂T · Ψ̂−1 · y (4.35)

As mentioned at the beginning, the aim of FA is to identify variables x that
are insensitive to environmental/operational conditions. Since they are insen-
sitive, they can be used as reference characteristics to perform the subsequent
damage detection.
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4.4 Detection of structural anomalies

In the field of SHM based on OMA applications, by applying the models pre-
sented in the previous paragraphs, it is possible to eliminate environmental
and operational effects on modal parameter estimates. Therefore, it can be said
that the presence of anomalies and damage on the structure can be detected by
studying the evolution of its characteristics over time without worrying about
environmental influence.
To detect the damage, it is possible to explore the trend of the modal param-
eters in terms of:

1. prediction error εk between the experimental estimates and the predicted
values of the modal frequencies (after removing external factors);

2. purified experimental frequencies, calculated as:

f̂I = f̄I + εik (4.36)

where f̄i is the mean value of the original i − th frequency during the
reference period.

4.4.1 Control Charts

The most widely used strategy for damage control is the use of the control
chart [61, 85, 89]. This is a statistical tool and is essentially a graph within
which it is easy to recognise the trend of data over time and in which upper
and lower limits are marked, in which data are defined as safe.
Their first possible use sees them involved in monitoring of the stability of
a sample of observations, in other words, it is checked if the control limits
extracted from several available observations are respected.
Another approach sees them involved in defining a safe control region to check
the quality of future observations. It starts with a training period, an interval
of time in which it is assumed that the process is under control, meaning that
the structure is undamaged. From this period, the control limits are calculated
and consequently the control region is defined. At this point, a check is made
to determine if each new observation, obtained from the analysis of a collected
data set, is within this safety region. If an observation is found to be outside
the control limits, it means that the structure is exhibiting unusual behaviour
that depends on a structural anomaly (e.g. damage).
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Considering the technique of permanent monitoring, it is easy to see how this
approach is particularly appropriate to be implemented in the system.
The X̄ − chart is one of the most frequently used control diagrams: by using
three horizontal lines defined to control each new observation. These lines are:

• the Centre Line (CL), positioned at the sample mean and defined by all
observations (¯̄x): CL = ¯̄x

• the upper Control Limit (UCL), obtained by adding three times the sam-
ple standard deviation σ to the mean value ¯̄x: UCL = ¯̄x+ 3σ

• the Lower Control Limit (LCL), obtained by subtracting three times the
sample standard deviation σ from the mean value ¯̄x: LCL = ¯̄x− 3σ

UCL and LCL define the limits of the safety region. σ can be calculated as the
standard deviation of the sample divided by

√
m, where m is the size of the

sub-samples into which the total sample is divided.
Additionally, in the case of an SHM approach in which observations are ob-
tained from the analysis of structural responses, it is possible to say that xk
refers to the generic observation of a one-dimensional feature at time tk, after
the removal of operational and environmental effects. This feature can be re-
ferred to as the Newness Index (NI), as suggested by [90]. It is defined from
the prediction error (ε) and using the Euclidean norm expressed in eq. 4.37 or
the Mahalanobis norm defined in eq. 4.38:

NIEk = ||εk|| (4.37)

NIMk =

√√√√εTk

(∑
yy

)−1

·εk (4.38)

Σyy is the covariance matrix of y, that is the measured characteristic, and the
indices (Euclid’s and Mahalanobis’) are assumed to be normally distributed.
Where more than one characteristic is to be monitored, multivariate control
charts can be used. After the definition of a safety region as explained above,
after the training period, future observations can be checked:

I. continuously running the check for each new observation;

II. by running the check only when a set of new observations is available.
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One type of multivariate control chart is the Shewhart T. This is characterised
by the equation:

T 2 =
n

n+ 1
(x− ¯̄x)TS−1(x− ¯̄x) (4.39)

T 2− statistic is the parameter obtained when extracting each new observation
x, which is a vector with p components. n is the number of observations
collected during the reference period. ¯̄x, process mean, and S, covariance
matrix, are both calculated from the observations available during the reference
period.
The LCL is set equal to zero, while the UCL is defined as:

UCL =
(n− 1) p

n− p
F (γ) (4.40)

In eq. 4.40, F (γ) denotes the percentage point γ of the distribution F with
p and (n − p) DOF. When instead future observations are controlled using
subgroups with r observations of x, the value of the T 2− statistic is calculated
as:

T 2 = r(x̄− ¯̄x)TS−1(x̄− ¯̄x) (4.41)

where x̄ is the subgroup mean, ¯̄x and S the same as defined above. LCL always
set equal to zero while UCL changes, as expressed below:

UCL =
p (m+ 1) (r − 1)

mr −m− p+ 1
F (γ) (4.42)

p represents the variable size (components of each individual observation of x),
m is the number of subgroups collected during the reference period and F (γ)

denotes the percentage point γ of the distribution of F with p and (mr−m−
p+ 1) degrees of freedom.

4.4.2 Subspace-based damage detection

Other methods for structural damage detection are subspace-based and are
those used in the present work [32, 91, 92]. As mentioned in the previous sec-
tion, it is the practice, from the vibration data measured with the monitoring
system, to perform damage detection by detecting the changes in modal param-
eters between the reference state and the current, possibly damaged state. Nat-
ural frequencies, which are rather reliably identifiable parameters, are mainly
used for comparison. However, extensive pre-processing and data processing
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may be required. Consequently, eliminating the phase of identifying the struc-
ture in the damaged state and using other techniques (e.g. outlier analysis for
damage detection [90]; Kalman filter innovations [79, 93]) could be advanta-
geous.
In the case study that will be proposed in the following chapters, a subspace-
based fault detection residual is used, in which the estimation of modal
parameters in the possibly damaged state is avoided. Nevertheless, it must be
said that most work assumes that the excitation properties of the environment,
which in the case of AVT as we already know are not measured, remain constant
for both the measurement in the reference condition and in the possibly dam-
aged condition. Needless to say, this condition is difficult to satisfy. Therefore,
in case the covariance of the excitation changes, such failure detection methods
are modified by making them more robust [33].

Vibration-based damage detection methods have developed very rapidly in re-
cent decades. An introduction to vibration-based damage detection can be
found in [36]. For a broader overview of damage identification methods and
strategies, see [24, 90, 94].

Going into the merits of the damage detection technique proposed here, a
subspace-based residual function and a statistical hypothesis test (χ2 − test)
built on it is used to compare the reference state model with the current, possi-
bly damaged state model in order to detect the damage, avoiding the estimation
of modal parameters. In this way, measured vibration data are used directly,
which could therefore be influenced by changes in the covariance of the exci-
tation. To overcome this problem, even though it increases the computational
burden, the method can be corrected by recalculating the residual covariance
for each data set tested.

According to the known background on statistical subspace-based fault detec-
tion, the use of state-space representation for structural monitoring based on
only vibrations corresponds to the monitoring of discrete-time model eigen-
structure, according to the relationships already seen in the previous chapter:

xk+1 = Axk + wk

yk = Cxk + vk
(4.43)
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Where:

• the states xk ∈ Rn;

• the outputs yk ∈ Rr;

• the state transition matrix A ∈ Rnxm;

• the observation matrix C ∈ Rrxn;

• n in the system order;

• r in the number of sensors;

• wk is the measurement noise;

• vk is the excitation and it is an unmeasured Gaussian white noise sequence
with zero mean and constant covariance matrix Q: E(vkvTk )

def
= Qδ(k−k′

).
E is the expectation operator.

The set of eigenvalues and mode shapes (λ, ϕ) of the system in previous equa-
tion is obtained from:

det (A− λiI) = 0, Aϕi = λiϕi, φi = Cϕi (4.44)

This expression and this eigenstructure is considered as system parameter θ ∈
C(r+1)n with:

θ
def
=

[
Λ

vec(Θ)

]
(4.45)

Where:

• λi and ϕi are the eigenvalues and eigenvectors of A and φi the corre-
sponding mode shapes;

• Λ = [λ1, ... λn]
T is vector containing all eigenvalues;

• Φ = [φ1, ... , φn] is a matrix in which the columns are the mode shapes;

• vec represents the vectorization operator.
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4.4.2.1 Subspace-based residual vector

The residual function, proposed in [32, 91], for detecting any changes in the
eigenstructure θ from yk measurements without effectively performing parame-
ter identification in the possibly damaged state, is associated with a covariance-
driven subspace identification algorithm. It is considered the cross-covariance
between the states and the outputs G, the theoretic covariances of the outputs
Ri and the block theoretical Hankel matrix Hp+1,q:

G = E(xk + 1y
T
k ) (4.46)

Ri = E(yky
T
k−i) = CAi−1G (4.47)

Hp+1,q
def
=


R1 R2 · · · Rq

R2 R3 · · · Rq+1

...
... . . . ...

Rp+1 Rp+2 · · · Rp+q

 def
= Hank(Ri) (4.48)

The latter, through the factorization property, can be expressed in the observ-
ability and controllability matrices:

Hp+1,q = Op+1Cq

where Op+1 =


C

CA
...

CAp

 Cq = [G AG · · · Aq−1G]
(4.49)

From the observability matrix Op+1, the matrices C and A can be recovered
[95] and thus the system parameter θ.
As is well known, damage to the system causes changes in A and C and thus
in the Hankel matrix (eq. 4.48) via properties in eq. 4.49. This change can
be detected with a statistical test, as mentioned at the beginning of this section.

Starting from the measured data (yk)k=1,..,N , a consistent estimate of Ĥp+1,q

can be made from the empirical covariances of the output and can be written:

R̂i =
1

N

N∑
k=1

yky
T
k−i Ĥp+1,q = Hank(R̂i) (4.50)

Ĥref
p+1,q is defined as the averaged Hankel matrix in the reference state and
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through its SVD we also calculate its left null space S = Û0:

Ĥref
p+1,q = [Û1 Û0]

[
∆̂1 0

0 ∆̂0

][
V̂ T
1

V̂ T
0

]
(4.51)

where ∆1 is of size [n-by-n] and the SVs in ∆̂0 are very small and tend to zero
for N → ∞.
The characteristic property of the reference state is expressed as:

ST Ĥp+1,q ≈ 0 (4.52)

In a damage state, this product differs from 0. Thus, to determine whether or
not the measured data fall within the domain of the reference state, a residual
vector is calculated as:

ζ =
√
Nvec(ST Ĥp+1,q) (4.53)

To determine how the value of ζ is different from zero, the χ2− test (statistical
test) is used, expressed as:

χ2
ζ = ζTΣ−1

ζ ζ (4.54)

Σζ = cov(ζ) is the empirical residual covariance, calculated using different mea-
sures of the reference state.

Whether or not damage occurs depends on the comparison of the χ2-test value
with a threshold. This threshold can be obtained from the same χ2 values of
measurements corresponding to the reference state. In this way, the collected
data is processed more efficiently and directly [96].

After the aforementioned, it must be underlined, as mentioned at the beginning,
that it is necessary to take into account the possibility that the excitation prop-
erties of the environment, which are not measured in the case of AVT, change.
That is to say, the condition whereby the excitation remains constant is dif-
ficult to achieve if it refers to two different moments of data acquisition (to
reiterate the definitions already introduced, this means the reference state and
the current state, following the first, hypothetically damaged one). A variation
in the excitation properties implies a variation of the Hankel matrix, hence of
the residual vector.
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Thus, a variant of this approach [33] has been introduced that is robust to
significant variations in the excitation levels of the environment. This extension
refers to the relationship between the Hankel matrix in eq. 4.48 and the matrix
of its principal singular left vectors U1 (Eq. 4.51). These share the same left
null space S. Therefore, in a similar way to eq. 4.52, another characteristic
property of the reference state can be written as:

ST Û1 ≈ 0 (4.55)

Unlike the Hankel matrix in eq. 4.48, the matrix of singular vectors U1 does
not depend on the characteristics of the ambient excitation since it is a matrix
with orthonormal columns. From this, a second residual vector can be defined,
which is considered robust to changes in the excitation and is defined as:

ξ =
√
Nvec(ST Û1) (4.56)

For a more in-depth discussion of this topic, which was the basis for the imple-
mentation of the algorithm used to assess the damage to the structure being
worked on, please refer to: [33].

In anticipation of the treatment proposed in chapter 6, the problem of assessing
the health of the structure was not addressed in order to identify and quantify
a specific damage, but to have, in real time, an alert on a possible change in
dynamic behaviour. Such an approach was considered significant when consid-
ering the possibility of implementing it on a considerable number of structures,
given the importance, now well known, of preserving Italy’s cultural heritage.
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Chapter 5

Dynamic monitoring in practice:
tool and process

5.1 The workflow

In the previous paragraphs there has been much talk about what monitoring
means a structure. However, realizing a proper monitoring system implies
knowledge of structures, but also of other sectors (for example, knowledge of
materials, types of damage detection, sensors, data management and intelligent
processing). Moreover, although each monitoring system can be characterized
by different specific details, in figure 5.1, are reported the components that are
typically present in each of them.

Figure 5.1: Visual scheme of a typical SHM system [97]
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The variety of techniques that SHM provides are specifically designed to anal-
yse a particular phenomenon. Whether short-term or continuous, static or
dynamic monitoring, the system involves some instrumentation, sensors, data
acquisition devices, a data processing system and finally a storage unit.
A fundamental step to start the process in the best way is the careful selection
of the necessary instrumentation. Having high quality measurements means
setting the stage for successful modal identification.
The function of any sensor is the conversion of a physical quantity into an
electrical quantity (typically voltage). The electrical signal is then transferred
to the data acquisition hardware for digitisation. Data processing, for which
various techniques are available, involves a pre-processing phase, in which an
initial check of the data is made by eliminating noise, and finally the actual
data analysis phase with the extraction of the relevant parameters.

5.2 Instrumentation

As mentioned above, for meaningful monitoring to be guaranteed, the type of
sensors to be used must be chosen appropriately. Currently, the sensors used
in civil engineering are capable of measuring, among other things, stress, defor-
mations, environmental parameters such as temperature and humidity, or even
accelerations. For a single monitoring system, it is possible to consider using
different types of sensors in order to acquire multiple signals simultaneously.
The number of sensors to be used, as well as their position within the structure,
is a fundamental point of structural monitoring, and is an ever-evolving issue.
An error of judgement at this stage could compromise the performance of the
system itself. In fact, each type has different characteristics (accuracy, relia-
bility, power requirements and signal transmission limits) and it must be said
that the best choice must fall on the best possible instrumentation. But better
performance and features mean higher costs. Considering structural monitor-
ing, the measured motion is usually very small and low frequency. Therefore,
the sensitivity characteristic of the sensor must be high.
Once the target and the quantities to be measured have been set, the system
must be designed, considering the cabling of sensors, conduits, junction boxes
and all other accessories required to accommodate the SHM system on site.
Another feature of sensors that is sometimes underestimated is the simplicity
of installation. Inadequate installation could affect the performance of the in-
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dividual sensor and the entire monitoring system.
At present, the cabled solution is still the best for a continuous monitoring sys-
tem, because it eliminates the problem of power consumption. Nevertheless, it
is fair to mention that over the last decade, there has been a lot of effort in the
development of wireless sensor networks. Several solutions are now available
that certainly offer interesting advantages (e.g. cost reduction, because the
system generally involves fewer components, and reduced installation time).
Let us now look at some types of sensors, without going into too much detail.
Although several types of sensors are available for measuring the dynamic re-
sponse of civil structures, we will focus mainly on piezoelectric accelerometers,
which are the ones used to develop the thesis work.
Other types are, for example, force-balance accelerometers or electromagnetic
(seismograph, geophone), fibre-optic (spectrometric, interferometric), displace-
ment transducers, thermocouples, etc.

5.2.1 Accelerometers sensors

The choice of sensors is usually based on a number of considerations:

• the expected amplitude of the movement to be measured;

• the type of structure under investigation (e.g. masonry, reinforced con-
crete, steel, etc.);

• the available budget.

In general, accelerometers (Figure 5.2) are devices through which accelerations
induced by natural vibrations or external forcing can be measured. They con-
sist of a test mass that is held in suspension by an elastic element. In the
presence of an acceleration, this mass moves from its rest position by a certain
amount that is proportional to the measured acceleration. By converting the
change in position into a suitable electrical signal, these devices ensure that
information about the measured physical quantity is obtained. By means of
one or two integrations, it is then possible to determine the velocity and dis-
placement, if necessary.
The sensors presented here and used for short-term and long-term monitoring
campaigns are piezoelectric accelerometers and MEMS accelerometers, respec-
tively.
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Figure 5.2: Accelerometric sensors scheme

Piezoelectric accelerometers
Piezoelectric accelerometers are small, lightweight devices consisting of a piezo-
electric crystal and a mass attached to a support base.
If they are subjected to a general external mechanical stress (e.g. an accelera-
tion), the inertia force associated with the mass causes the crystal to deform.
By exploiting the capacity of the crystals, they are able to generate an electri-
cal signal proportional to the acting pressure. This is transmitted to a signal
conditioner which reads it in terms of voltage. This conditioner can be re-
mote, as in charge-mode sensors, or embedded, as in Integrated Electronics
Piezo-Electric (IEPE) sensors. Compared to the first mentioned, IEPEs offer a
number of advantages: simplified operation, lower cost, resolution not affected
by cable type and length. They are currently the most widely used in the
piezoelectric category.

Figure 5.3: Piezoelectric accelerometers: IEPE KS48C
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Among the advantages of piezoelectric accelerometers, the main one is that
they are able to measure accelerations even without a power supply. However,
since the crystal only generates an electrical signal when the stress does not
persist, piezoelectric accelerometers cannot measure quasi-static accelerations.
In fact, if, for example, there is a compression in such devices that persists
over time, such that it is considered static (signal freezes until it dissipates),
no output signal is produced.

To choose the most appropriate sensor according to the application, reference
should be made to:

• Sensitivity : smallest detectable change in the measurement. As already
mentioned, high sensitivity accelerometers are required due to the small
amplitude of movement and the limited frequency range present in typical
structures to be investigated. This is defined by the possibility of am-
plifying the signal before digitising it ("gain"of the sensor, e.g. 10 V/g).
This is because electrical noise limits the smallest detectable signal, so a
high gain should be preferred to minimise its effects.

• Dynamic Range (DR): normally expressed in dB, this is the ratio between
the largest and smallest measurable signal:

DR = 10 · log
(
Vmax,s

Vn,s

)2

(5.1)

Vmax,s represents the maximum voltage signal and Vn,s represents the
sensor noise background. A suitable dynamic range is approximately
120-140 dB, as it fits well with the average 24-bit resolution that most
digitisers have.

• Resolution: represents the smallest variation of the physical input quan-
tity perceived in the sensor output. In other words, it indicates the max-
imum and minimum physical values that the sensor can achieve. It is
usually expressed in absolute terms or as a percentage of full scale.

• Linearity : tendency in the conversion between input and output measure-
ment. Idally, the sensor should behave linearly, but a deviation compo-
nent is always present. This must be as limited as possible. It is expressed
by the percentage of non-linearity (for high performance accelerometers
it should be less than 1%).
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MEMS accelerometers
Micro Electro Mechanical Systems (MEMS) represent a technology of devices or
systems with small dimensions that combine miniaturised mechanical and elec-
tromechanical components realised through microfabrication techniques. Typ-
ically, the size of such devices ranges from one micrometre to one millimetre.
Their development is due to the rapid evolution of micromachining over the
last decade.
In the field of structural monitoring, such sensors are used to measure various
physical parameters such as acceleration, inclination and temperature.
They can be manufactured using different technologies (modified silicon fabri-
cation, moulding and plating, electric discharge machining and other innovative
technologies. electrical discharge, etc.).
Their small size allows them to be placed in areas inaccessible to traditional
sensors.

Figure 5.4: MEMS accelerometers: model 4030

This type of sensor consists of a moving mass, connected to moveable fingers
(creating an electronic system equivalent to the elastic mass system of piezoelec-
tric technology). When the mass moves, the displacement is measured through
the change in differential capacitance recorded between three electrodes, two
of which are fixed and one moving.
In the case of non-excitation, the moving electrode remains fixed in an inter-
mediate position between the other two zero differential output components).
When an acceleration occurs, the mass moves by inertia, changing the distance
of the moving electrodes from the fixed electrodes. In this case, the output
capacity is converted to acceleration.

For this type of accelerometers, the triaxial version is common. It is considered
reliable, as demonstrated in the literature [98, 99], even when configured in
arrays [100].
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5.3 Data acquisition hardware

The system that allows the acquisition of raw data from the various sensors
arranged on the structure is generally located near the monitoring site. In the
Data-Acquisition (DAQ) system, signal demodulation, conditioning and stor-
age of the measured data are conducted before being transferred for analysis.
As mentioned, the sensors can be connected with the acquisition system via a
cabled or wireless connection. The former is certainly the most cost-effective
solution, but it can be affected by electromagnetic phenomena that can lead to
measurement errors. It is possible to try to bypass this problem, or at least re-
duce it, by using differential signalling techniques and suitably shielded cables.
It sounds obvious, but it is right to emphasise that in order to guarantee correct
data acquisition, cables must not be damaged or broken. Despite the higher
cost and slower data transfer, it is sometimes necessary to resort to a wireless
connection. This is the case of very large facilities, where the required cable
extension is prohibitive.

The analogue-to-digital A/D converter is a device whose function is to trans-
form a continuous signal recorded by sensors into digital sequences that repre-
sent the signal in terms of amplitude. Currently, it is possible to find dedicated
solutions (Figure 5.5 (a)), in which the equipment is ready-to-use and includes
acquisition software, and customisable solutions (Figure 5.5 (b)), based on pro-
grammable hardware (usually adopted by experienced users).

Figure 5.5: Types of A/D converter: dedicated solution (a) and customisable
solution (b)
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Conversion is based on the discretisation of time (sampling) and signal am-
plitude (quantisation). For the choice of the most appropriate instrument,
reference must be made to:

• resolution: number of bits that the converter can use to represent the
signal;

• noise level : number of bits that noise occupies for a null input (for good
quality 24-bit digitisers, only the last two bits are typically corrupted by
noise);

• dynamic range: expressed in dB and defined as the ratio between the
largest and smallest value that the ADC can acquire without significant
distortion;

• sampling frequency (fs): number of samples acquired per second (the
investigable frequency range is defined as the maximum frequency of the
ADC). In civil applications, the interesting range can be considered to be
between 0 and 100Hz, so a maximum sampling frequency of 200Hz may
be satisfactory.

5.4 Data communication

Once the data has been acquired by the DAQ system, it must be transferred
through a system consisting of telephone lines or the Internet. Thus doing so,
it will be possible to process and analyse the data appropriately.
Typically, data are processed and analysed at a different location, away from
the structure being monitored. This not only allows the work to be monitored
remotely, but above all eliminates or at least reduces the need to travel to the
site in the future. Finally, it should be added that, although rarely chosen,
it is possible to provide for the physical transfer of data by means of mobile
DAQ units or hard drives. It is clear that this solution does not enjoy the
advantages of the techniques described above and implies an extension of time
for the entire process.
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5.5 Signal processing

Good signal quality is essential for satisfactory analysis. To achieve this, it
is necessary to set up the instrumentation correctly before starting with the
acquisition of recordings.

Briefly, the first setting required before starting the measurement is the defi-
nition of a correct value for the sampling frequency, already introduced in the
previous paragraph, based on the structure to be investigated. Having noted
the frequency range of interest, Nyquist’s Theorem states that:

fs > 2 · fM (5.2)

where fs is the sampling frequency and fM is the maximum frequency in the
sampled signal, and:

fN = fS/2 (5.3)

is the so-called Nyquist frequency, i.e. the maximum frequency contained in
the signal that can be sampled without error.

It should be noted that the same signal can be sampled in different ways (Fig-
ure 5.6 (a)) . If you increase the resolution on the amplitude axis, for example
by using a better converter, the system reproduces the signal more faithfully,
but you must also increase the resolution on the time axis. It makes no sense
to have a signal with high amplitude resolution but undersampled in the time
domain.
If the sampling rate is too low, aliasing occurs (Figure 5.6 (b)). If fs < 2fN the
higher frequencies contained in the analogue signal will assume a false iden-
tity by appearing as lower frequencies. The waveform after digitisation will be
"false". Since the erroneous aliasing effect cannot be corrected after conversion,
A/D converters are usually equipped with an anti-aliasing filter.

From a good instrumentation set-up phase, it is then easy to ensure that the
acquired data is processed correctly before the identification methods are ap-
plied. The data processing and analysis phases certainly represent the opera-
tional part of the entire monitoring process.
The signal is cleaned through filtering and decimation.
Filtering is useful for removing unwanted frequency components from signals.
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Figure 5.6: Different sampling of the same signal (a); Aliasing: original signal in
red, aliased signal in blue (b)

The filters that can be used are: low-pass filters (exclude all frequencies above
a certain threshold), high-pass filters (remove frequencies below a set value),
band-stop (exclude frequencies defined in the band, in the range, defined in the
filter) and band-pass (opposite to the previous one, they remove frequencies
outside the range defined in the filter).
Decimation is necessary when signals are acquired with a sampling frequency
above the interval of interest for analysis. The acquired signals are then re-
sampled at a lower sampling frequency. The result of these operations is the
removal of redundant or unwanted information in order to ensure, as men-
tioned, a correct subsequent diagnosis.

5.6 Storage and diagnosis

After the processing steps, the data must be stored in such a way that it can be
re-used at a later date. In order to avoid data corruption problems, attention
must be paid to this phase.
In the case of continuous monitoring, the amount of data to be stored can also
be very large, so problems related to lack of memory must be avoided. In or-
der to reduce the amount of data stored, only data from the processing phase
should be retained, eliminating the raw data, but this eliminates any possibility
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of analysing the data again in the future.

Once the data has been collected and processed, it is necessary to interpret
it. The aim is to acquire information that can be used to correctly assess the
dynamic behaviour of the structure.

After all this procedure, it is necessary to store the data. Having to return to
the same data to process it again, in order to arrive at a different solution, is
something that often happens.
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Chapter 6

The case study: OMA
identification and Damage
Detection

6.1 San Francesco Church

In the previous chapters, the potential, processes and theoretical basis of what
is SHM have been presented. Improving knowledge of the mechanical proper-
ties of structures, assessing their state of health and identifying damage are,
as already mentioned, deeply actual topics, especially considering the high vul-
nerability of the Italian historical heritage.

This chapter presents the outcome of the work carried out on these issues:
definition of an automated procedure to continuously analyse the data of ap-
proximately one year of dynamic monitoring, tracing the main structural modes
and taking into account the influence of environmental factors on them, and
direct processing of the time histories to obtain information on variations in
the dynamic behaviour of the structure and thus presume the occurrence of
damage.

The structure on which the work focused is the Church of San Francesco in
Sarnano.
Sarnano, in the province of Macerata (Marche, Italy) (Figure 6.1), rises at the
base of the Sibillini Mountains, overlooked to the west by the northernmost
peaks of the chain. The village is situated on a hill (Figure 6.2) to the right of
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the Tennacola stream, on a tongue of land enclosed between the latter and its
affluent, the Rio Terro. The territory, predominantly hilly, extends eastwards
between valleys, woods and cultivated fields. To the north, the hills slope down
into the ancient lake plain of Pian di Pieca (San Ginesio).
Sarnano’s climate is sub-Apennine: in winter, when there are cold spells from
the north-east, its position with the Sibillini Mountains behind it favours abun-
dant snowfall. The summer is hot and dry, although heat storms are frequent.
It is located at 539 m a.s.l., covers an area of about 63.17 km² and has just
over 3,000 residents.

Figure 6.1: Location of the Sarnano municipality

Figure 6.2: Aerial view of the Sarnano municipality
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6.1.1 Historical survey

The Church of San Francesco (Figure 6.3), adjacent to the town hall, is dedi-
cated to the Assisian friar in memory of his permanence in the town between
1214 and 1216.

Figure 6.3: Church of San Francesco, Sarnano, Marche, Italy

The present church, together with the buildings used as Municipal Offices,
constituted the ancient Franciscan convent of Sarnano that originated from
the Franciscan friars of Roccabruna, a hill to the north of the historical centre.
In 1327, the friars who occupied this convent, decided for greater security, con-
sidering the thefts, to move within the walls of the Municipality of Sarnano.
In 1332 the new convent with the church within the municipal walls was to be
complete.
During the 14th century, the Franciscan convent was favoured by numerous
bequests aimed at completing the building. The convent was built on a very
important street on the main road leading to the square. In 1578, the con-
vent was expanded, and the complex belonged to the Friars Minor until the
Napoleonic suppression.
In 1818 the church and convent passed to the Philippine congregation.
In the years 1822-1833, the church was renovated, as attested by the inscription
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on the lintel of the portal bearing the date 1832. The project for this interven-
tion was entrusted to architect Ignazio Cantalamessa (according to historians).
The interventions certainly concerned the façade, which was rebuilt in the
Neoclassical style, and the elevation of the church, easily recognisable by the
discontinuity between the overlapping wall equipment on the north-east side
(Figure 6.4). This period also saw the construction of the oratory, later the
sacristy, next to the church entrance.

Figure 6.4: Church of San Francesco, Sarnano: North-East side

In the 16th century, funds were allocated by Cardinal Costanzo Torri for the
reconstruction of the building complex. However, likely, only a renovation was
carried out with perhaps some extensions.
In 1862, the Municipal Council of Sarnano decided to proceed with the purchase
of the entire convent to make it the municipal seat, which became such in 1872,
but the church remained state property.
Over the following centuries, until today, the complex has remained subdivided
as mentioned.

6.1.2 Geometrical and material survey

The building is rectangular in shape with a single nave and semi-circular apse.
The belfry with a square plan is placed next to it. The sacristy is instead placed
on the same side but next to the entrance (Figure 6.5).
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Figure 6.5: Chruch of San Francesco, Sarnano: ground floor plan

The entire complex is built of solid brick in the exterior parts, like all the
buildings in the old town. The facade has a large semi-circular window, and
the portal is in sandstone and limestone (Figure 6.6 (a)). The tower is also
made entirely of brick with sandstone mouldings in the belfry (Figure 6.6 (b)).
It consists of three floors (ground floor, first floor and belfry) separated by
wooden mezzanines.

Figure 6.6: Church of San Francesco, Sarnano: facade (a) and tower (b)
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The interior from 1830 was completely reformed according to the dictates of
neoclassical architecture. Soft and monochromatic colours. It is bordered by a
giant perimeter order of paired Ionic columns supporting a continuous cornice
(Figure 6.7). The counter facade is occupied by the organ and the nave is
covered by a barrel vault in camorcanna. The attic is not accessible, and the
roof is double pitched with a tile covering. The window openings have sandstone
lintels.

Figure 6.7: Church of San Francesco, Sarnano: interior

Geometrically, the church measures about 24x12 metres and the facade is about
13 metres high, taking the height of the portal floor as the base. The sacristy
measures approximately 12.5x6.5 metres. The apse is at an elevation of +0.50
metres above the floor of the nave.
The tower measures approximately 4.5x3 metres internally. It rises approxi-
mately 30 metres at its highest point (at the back).

6.1.3 Interventions and damage survey

After the 1979 earthquake, the church was quite badly damaged, and plans
were made to repair the damage.
After the 1997 earthquake, a project was prepared to improve the seismic re-
sponse, but the project was not funded. As a result, the church lacked seismic
protection (such as metal curbs or tie bars and chains).
Ordinary and extraordinary maintenance works were proposed in 2014: new
painting and new pavement; seismic improvement of the sacristy; reopening of
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the two external windows on the facade overlooking the public street (via G.
Leopardi); seismic improvement of the tower through internal works; restora-
tion of the tower’s external masonry and mouldings, including the roof; seismic
improvement of the roof of the nave and sacristy and works connected to both
the wooden structures and the camorcanna; closure of the semi-circular win-
dow and restoration of the spur. Of the various interventions mentioned here,
those related to the seismic behaviour of the building (such as the laying of
chains or angle brackets) are not actually reflected in the field. This hypothesis
is also confirmed by the parish priest, who has been working at the Church of
St Francis for many years.
After the 2016 earthquake, the Church was certainly damaged to a good mea-
sure. It was closed to the public for a while, but then inspections did not
reveal any particularly serious structural damage. The main injuries were con-
centrated on the camorcanna vault. Both in the centre and at the points where
it connects with the facade (Figure 6.8 (a)) and the wall delimiting the apse
(Figure 6.8 (b)). These injuries are still visible because they have not been
repaired .

Figure 6.8: Camorcanna vault damage survey: in the middle and with the facade
(a) and with the wall delimiting the apse (b)

Concerning the bell tower, there is no particular information, and at the time
of the inspection (May 2021) for the installation of the long-term monitoring
system, no significant damage was visually found. However, it was the subject
of a safety intervention in 2018: a metal truss structure was inserted inside,
connected to the outer walls by threaded bars (Figure 6.9). It was not pos-
sible to know if there were any particularly visible injuries at the time of the
first post-earthquake inspection. No technical and design drawings were found
regarding the safety intervention carried out. Engineers from the technical of-
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fice informed that, although the intervention is of limited duration, there are
still no plans for the intervention. In general, the structure is visibly in poor
condition (Figure 6.10).

Figure 6.9: Tower safety intervention (2018)

Figure 6.10: Tower masonry conditions

6.2 Short-term monitoring

As mentioned in the previous paragraph, short-term monitoring campaigns
were conducted on the structure. In particular, after the earthquake event that
involved Central Italy in 2016, two AVTs were carried out, respectively in 11th

July 2017, before the safety intervention, and in 12th June 2018, immediately
after the intervention was carried out.
The two campaigns will be presented in detail below with the results obtained.
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6.2.1 Instrumentation and sensors layouts

In both short-term monitoring, in 2017 and 2018, the following instrumentation
was used:

• Piezoelectric sensors (IEPE) KS48C and KB12VD with voltage sensitiv-
ity of 1V/g and 10V/g, rispectively, and measuring range of ±6g (cali-
bration certificates issued approx. 40 days prior to testing).

Figure 6.11: Piezoelectric sensors: KS48C (a) and KB12VD (b)

• Signal conditioner M32-M28.

• Dynamic Data System 8-channel acquisition unit DaTa500, with 24 bit
resolution.

Figure 6.12: Dynamic Data System acquisition unit DaTa500
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The accelerometers were installed in 4 couples (to measure the X and the
Y axes) and made integral to the supporting structure with the use of bi-
component resin or by metal anchors to guarantee the perfect adhesion of the
sensor with the contact surface.
The figure below show the sensors layouts during the two short-term monitor-
ing.

Figure 6.13: Short-term monitoring sensors layouts

In both 2017 and 2018, three acquisitions were made at different times, leaving
the sensors in the same position during the tests, with a sampling rate of 200Hz.
The first acquisition was 60 minutes, the second and third 40 minutes.
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6.2.2 Results

Each time history is appropriately processed and a text document is exported
for each channel regarding the acquired accelerations. Once all time histories
had been acquired, the data was processed in the following way:

• application of 0.5Hz - 50Hz band-pass filter in order to eliminate frequen-
cies that are not of interest for building characterisation;

• elimination of time sequences with the presence of anomalous peaks;

• decimation of the data in order to reduce the sampling frequency from
200Hz to 50Hz, and then to 12.5Hz.

The data is then processed through identification software capable of extracting
the dynamic parameters of the structure, eigenfrequencies, modal shapes and
damping ratio.The identification software operates through the SSI algorithm in
the time domain, performing an estimation of the FRF of the system from which
the modal parameters are extracted. The figure 6.14 shows the stabilization
diagram obtain for the two acquisition campaigns.

Figure 6.14: Stabilization diagrams of short-term monitoring: 2017 (a) and 2018 (b)
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From the analysis of the measurements, a clear frequency content of the sig-
nals was found. The table 6.1 shows frequencies and damping ratios identified
during the two environmental tests studied.

Table 6.1: Comparison of the modal frequencies and damping ratios of 2017 and
2018 short-term monitoring

Mode f2017 (Hz) f2018 (Hz) ξ2017 (%) ξ2018 (%) |∆f |(%)

1 2.268 2.283 0.705 1.513 0.657
2 3.386 3.465 0.917 1.172 2.279
3 6.127 6.334 1.631 2.612 3.268

In addition, in the identification software, an Experimental Model (EM) was
created to schematically represent the structure under examination. This model
does not contain any information on the materials and boundary conditions,
but allows for the detection of how each monitored point moves at each of its
own frequencies.

The following assumptions were made when plotting the modal shapes:

• rigid behaviour in the plane of the various decks;

• modal shapes referring only to the x- and y-axes (plane);

• points at the base of the building that were not monitored were assumed
to have zero displacement (embedded at the base).

In figure 6.15 the results in terms of modal shapes associated with the identified
frequencies are also shown.

From the results shown, it can be stated that the safety intervention imple-
mented in the tower did not significantly alter the dynamic behaviour of the
building. In fact, the increase in frequencies is very small: the first frequency
has remained almost unchanged, the subsequent frequencies show a greater in-
crease but in any case not particularly noteworthy. If we look at the modal
shapes, they too are not altered.
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Figure 6.15: Comparison of modal modal shapes of 2017 and 2018 short-term
monitoring

6.3 Finite Element Model - FEM

The information obtained from the geometric and material survey of the struc-
ture was used to construct a preliminary FEM of the complex (church and bell
tower). The software used to achieve this was Diana©. This model, in the
context of the SHM [101, 102], can be used to conduct an initial modal analysis
to get an idea of the range of frequencies to be considered as significant during
the identification process. In addition, it may be useful to carry out a prelimi-
nary assessment of the most suitable points in which to position the sensors of
the monitoring system.

Having already taken the indications provided in the survey campaigns con-
ducted in 2017 and 2018 as a basis, we relied on the results of these for the

131



necessary assessments regarding the design of the continuous monitoring sys-
tem.

In any case, the model shown here can be a useful tool, after careful calibra-
tion, for further analysis and evaluation. These may be necessary to determine
particular criticalities and perhaps design interventions aimed at the seismic
improvement of the entire structure, given the total lack of these.

The construction of the geometry was followed by the assignment of material
parameters according to the values proposed by the Italian code [103, 104]
(Figure 6.16). Then the constraints and finally the loads due to the horizontals
were imposed.

Figure 6.16: Church of San Francesco, Sarnano: numerical model (a) and
discretized numerical model (b)

The figure 6.17 shows the results obtained after modal analysis.

Figure 6.17: Frequencies and mode shapes resulting from modal analysis over non
calibrated FE model

These presented are the identified natural modes and frequencies that most
affect the bell tower. Compared to the values obtained in the short-term cam-
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paigns, the frequencies are higher. This indicates that higher parameters were
included than in reality. The mode shapes seem to reflect the trend seen pre-
viously.

6.4 Long-term monitoring

The continuous monitoring process started in June 2021. Given the objective of
setting up a "sustainable" monitoring campaign, as mentioned in the abstract
and especially in the introduction to this thesis work, it was decided to use
MEMS accelerometers. These, compared to piezoelectric ones, are less expen-
sive and therefore suitable for the purpose. We would like to emphasise once
again that their reliability is proven by numerous reports in the literature [98–
100]. Once the instrumentation was installed, a short acquisition was carried
out at the start of the entire process. This was necessary to assess the health
of the tower at that time. Thanks to the presence of the 2017 and 2018 data,
it was possible to make a comparison. As will be seen, there are no substantial
variations in terms of frequencies and modal shapes.

6.4.1 Instrumentation and sensors layouts

The continuous monitoring system consists of four MEMS triaxial capacitive
accelerometers (at the end of this subsection, the parameters of the sensors
used are presented). The Z-axis channel was switched off, storing only X- and
Y-axis data, as it was not considered particularly significant and reduced the
amount of data to be processed. The accelerometers were mechanically fixed
to the structure to make them integral. The first sensor (number 1) was placed
in a corner at the base of the tower. At the same corner, but in the belfry,
the fourth sensor (number 28) was fixed. The remaining two (number 10 and
number 26) were positioned at intermediate heights, opposite to those already
mentioned (Figure 6.18).
All accelerometers are linked in a chain, ensuring the synchronisation of mea-
surements and connected to the Dynamic Data System 8-channel acquisition
unit DaTa500 (24-bit resolution), the same one used for the short-term cam-
paigns.

The system is set to acquire a time history of 20 minutes every hour. The sam-
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Figure 6.18: Long-term monitoring sensors layouts

pling rate is 200Hz. At the end of the continuous, the process enters trigger
mode: if events occur, the system starts recording. In this case, a sampling
rate of 1000Hz and a pre-trigger and post-trigger duration of 60 seconds are
set.The data is then stored in a physical unit located on site, on the ground
floor of the tower. Thanks to the Internet, they are uploaded online and can
therefore be viewed and analysed remotely.
Environmental data (outside temperature, outside relative humidity and wind
speed) were collected through a weather station located near the structure. All
data can be retrieved and downloaded from the Italian Civil Protection web-
site: http://app.protezionecivile.marche.it/sol/login.sol?lang=it.

Figure 6.19 shows the dynamic, electrical and physical parameters of the MEMS
accelerometers used, while figure 6.20 shows an example of the acquired time
signals.
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Figure 6.19: MEMS sensor parameters (model 4030)

Figure 6.20: Example of the acquired time signals with MEMS accelerometers
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6.4.2 Automatic identification process

The work started with the implementation of the algorithm for the automatic
identification of the acquired data. In the following sections, the procedure will
be shown with the results obtained.
After a presentation of the set workflow, the preliminary results, given by the
short-term acquisition performed before the start of the continuous process,
will be shown so that they can be set as targets for the automatic procedure.
Then the results of the modal tracking will be shown even after the elimination
of environmental factors.

6.4.2.1 The method

The implementation of the programme began considering the large amount of
data it would have to process. Using various modules and toolboxes for pro-
cessing, signal analysis and system identification, it was possible to handle all
acceleration time series and thus extract the modal characteristics of the struc-
ture (natural frequencies f , mode shapes φ and damping ratios ξ). The data
were saved in a specific file format according to the acquisition software, then
converted to text files and loaded into the program. At this point, a specific
script organises the data channels, sorting the columns of the file and, if nec-
essary, adjusting the orientation of the axes.

In addition to the time histories, the program was set up to be able to return
an experimental model (Figure 6.21). To do this, a file was imported con-
taining the various geometric information such as the position of the nodes (in
blue) and their connections and boundary conditions. The model thus obtained
shows the structure under investigation schematically, but allows to visualise
the mode shapes graphically. The acquisition points, i.e. where the sensors are
attached, are highlighted in green.

Subsequently, after setting up all the characteristics for data analysis, the pro-
gram starts analysing the acquisition files one by one. A general schematization
of the procedure is presented in figure 6.22.

The methodology implemented was based on that proposed by Ceravolo et al.
in [105]. It is possible to distinguish two stages:

I. after pre-processing operations, an initial analysis via the SSI-Cov method
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Figure 6.21: Experimental model with highlighted reference nodes (in green)

is applied to each data file; then the modal parameters for the different
model orders are calculated and spurious poles are eliminated through
two validation criteria;

II. the previously obtained parameter sets are subjected to k-means clus-
tering analysis; through this, the most coherent modes and their corre-
sponding parameters are identified.

Finally, the modal characteristics are correlated with the collected environmen-
tal data and their influence is removed by applying MRA.

6.4.2.2 Preliminary dynamic identification

This section shows the results obtained from the processing of the preliminary
monitoring recordings.
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Figure 6.22: Workflow of the automatic identification process

The data were initially pre-processed by applying a filter to eliminate frequen-
cies not of interest and a decimation. Given the structural type to be investi-
gated, the frequency range of interest was set between 0 and 12.5Hz
At the end of this initial cleaning, the data is subjected to:

1. first identification process: automatic EFDD identification, in the fre-
quency domain, so as to make the most significant modes evident;

2. second identification process: identification with the SSI-Cov method,
then in the time domain, implemented with the same automatic algo-
rithm that will be used for the modal tracking process of the continuous
monitoring data.

Modal parameters (subsequent targets of the k-means clustering analysis) are
chosen through an iterative comparison procedure: each jth modal frequency
and mode shape found in the time domain is compared with the ith modal
frequency and mode shape found in the frequency domain. The procedure
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ends then the objective function expressed as [105] is minimised:

δi,j =

∣∣∣∣f i
EFDD − f j

SSI

f i
EFDD

∣∣∣∣+(1−MACi,j) (6.1)

Table 6.2 shows the results obtained for the first three modes.

Mode f(Hz) Shape

1 2.284 Translational X
2 3.383 Translational Y
3 6.087 Torsional

Table 6.2: Modal frequencies of the tower identified from preliminary monitoring
data

In figure 6.23, the corresponding mode shapes are shown graphically. As also
written in the table, the first mode is translational along the X-axis (based
on the set axis orientation), the second translational along Y, and the third
torsional. Recalling the figure 6.15, which showed the frequencies and modal
shapes identified in 2017 and 2018, it can be said that the tower does not appear
to have changed significantly.

Figure 6.23: Target frequencies and mode shapes
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6.4.2.3 Automatic modal parameters identification

Pre-processing data
At this point, having imported the continuous monitoring acquisitions and
organised them, the process begins with a subroutine that takes care of the
pre-processing operations:

• filtering : two digital filters are created (with the "designfilt" function),
a high-pass filter between 0 and 0.5Hz, to remove disturbing factors for
frequencies that are too low, and a low-pass Finite Input Response (FIR)
filter based on the "Kaiser" window to remove unwanted frequency com-
ponents that are too high;

• decimation: this is performed to remove all frequencies outside the range
of interest, so from 200Hz (sampling frequency set for the continuous
period) it goes to a maximum of 12.5Hz. Finally, a final filtering is per-
formed to remove any noise due to resampling.

Stable poles identification
The pre-processed data thus individually introduced into the subroutine imple-
menting the SSI-Cov method [42]. Recalling the discussion proposed in chap-
ter 3, a state-space model is constructed through this method. The general
equation of motion of the second order (Eq. 3.40) is converted into a system
consisting of the state equation and the observation equation (Eq. 3.65).
The system contains the matrices A and C from which the modal parameters
can be extracted. The eigenvalues µk of A are the poles of the discrete-time
model of the state space, correlated with those of the continuous-time model,
λk; among these poles, those with positive imaginary components are used to
obtain the natural frequencies, fk and modal damping ratios, ξk, via eq. 3.110.

As already mentioned in practical applications, it is not possible to know a
priori the order of the model that best describes the dynamic behaviour of the
structure to be investigated. Therefore the order is overestimated, consider-
ing the maximum value to be at least twice the number of expected physical
modes, and the responses are calculated for each increasing order increment.
The procedure can involve a high computational burden, so the solutions are
calculated between the minimum and maximum order with a step size of five
orders [105].
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Recalling the discussion again in chapter 3 and chapter 4, considering high
model orders can also result in the identification of solutions relating only to
numerical modes, which are spurious and have no physical meaning. Such
modes must be excluded, and to do so in a suitable manner, the stabilisation
diagram is used (Paragraph 4.2.1).
The interpretation of the stabilisation diagram lends itself to being handled by
clustering procedures [68, 106]. Through these, poles that maintain coherence
on the stabilisation diagram in terms of natural frequency, mode shape and
modal damping are recognised and are therefore stable (they almost always
appear for the various model orders and manifest vertical alignment).

Elimination of spurious poles
The removal of spurious poles is crucial for accurate results, and thus adequate
identification of physical modes. The presence of spurious modes can be due
to various aspects, such as low Signal-to-Noise Ratio (SNR) of sensors or over-
estimation of model order, as mentioned above.
Several considerations can be made in this regard. The first concerns the
damping ratios. If we consider that the structure, when monitored, is in an
operating condition, it is slightly damped and its behaviour is assumed to be
stable. This necessarily implies that the damping ratio of a structural, physical
mode is positive [107]. Furthermore, it can be stated that if highly damped
modes (>10%) are identified, these are not realistic results due to the signal
noise content [106].
In conclusion to this consideration, a first way to eliminate unstable poles is to
set a threshold for the damping ratio: poles associated with a negative or high
damping ratio are discarded.

Having removed most of the spurious poles, it is necessary to identify the set
of modal estimates for the same model. To do this, a check is performed by
imposing tolerance values on the variability of modal parameters for increasing
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orders of the state-space model.

δf =

∣∣∣∣fi,n − fj,n+∆n

fi,n

∣∣∣∣·100 ≤ εf

ξf =

∣∣∣∣ξi,n − ξj,n+∆n

ξi,n

∣∣∣∣·100 ≤ εξ

MAC(φi,n, φj,n+∆n) =
|φi,n ∗ φj,n+∆n|2

||φi,n||22||φj,n+∆n||22
≥ εMAC

(6.2)

Disadvantage of this strategy: strong human interaction is required during the
analysis to adjust these tolerance values. In this case, in order to consider the
poles associated with consecutive model orders as stable, the minimisation of
a two-term objective function is required, which takes into account both the
variation of frequencies and mode shapes [68, 105]:

δi,j =

∣∣∣∣f i
target − f j

continuous

f i
target

∣∣∣∣+(1−MACi,j) (6.3)

Figure 6.24 shows the stabilisation diagram reconstructed using the data ob-
tained from the techniques just described. From the SVDs of the SSI-Cov
method, the alignments corresponding to the stable modes were obtained.

Figure 6.24: Stabilization diagram
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Once these validation procedures are completed, the matrices containing all
candidate modal parameters for each model order are subjected to the cluster-
ing process as described in the next section.

6.4.2.4 The "k-means" clustering analysis

All modal features associated with the extracted stable poles for the different
model orders are grouped into a matrix, which undergoes "k-means" clustering
[68, 108]. This is a partitioning method in which a k-means function groups
the data into k mutually exclusive clusters. It then returns a value identifying
the cluster for each observation (the observation and corresponding data are
treated as an object occupying a space). The function attempts to organise
partitions in such a way as to minimise the distances between elements of the
same cluster and maximise those between different clusters. The requirements
are: a distance metric and the definition of a number of clusters to be con-
structed. This type of clustering operates on actual observations, creating only
a single cluster level, rather than a multi-level hierarchy.

Distances are calculated automatically via the Euclidean distance metric. The
number of k partitions, on the other hand, is chosen as a multiple of the num-
ber of target parameters in order to separate the different parameters. Mode
shapes and damping ratios are expressed through the average values of the
partition elements and the corresponding standard deviation.

Once the groups are formed, the values are compared with the characteristics
of the target modes by applying eq. 6.3, and those that minimise it are selected
as plotted frequencies.

6.4.2.5 Preliminary results

At the end of this process, the script returns the modal frequency traces for the
first three modes before removing the influence of environmental parameters
(Figure 6.25). The gaps visible in the image are caused by malfunctions in the
system that caused a temporary interruption.

For a bit of detail, zooming in on the results, we can better see how the fre-
quencies fluctuate over the week and on the same day in the figure 6.26.
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Figure 6.25: Modal tracking of the frequencies associated to the first three modes

Figure 6.26: Focus on one-week modal tracking of frequencies

The table 6.3 shows the target values of the frequencies and the average values
after cluster analysis. The percentage difference values show that there is a
good match (a value is considered acceptable when it is <5%). The largest
difference is seen on the first frequency.

Mode fT (Hz) f̄(Hz) |∆f |(%)

1 2.284 2.316 1.401
2 3.383 3.409 0.769
3 6.087 6.042 0.739

Table 6.3: Average values for tracked modal frequencies without environmental effects
removal (f̄) and comparison (|∆f |) with the correspondent target values (fT )
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6.4.3 Environmental effects

As has already been discussed extensively, in order to develop a successful
damage detection process, it is essential to identify modal characteristics that
are closely linked to the structure alone. In the case of continuous monitor-
ing, there are external influences due to environmental factors (temperature,
humidity and wind) that make the task difficult. In many discussions in the
literature, it is evident how these agents can also lead to significant variability
[75–78, 81, 89]. Good modal tracking must be cleaned of these effects.
The first fundamental step is a thorough knowledge of the factors influencing
the structure and how these are related, and to what extent, to the modal pa-
rameters [75]. Correlation can be performed with input-output [78, 79, 81, 82]
or output-only models [80, 85–88]. To resume this topic, please refer to para-
graph 4.3 in chapter 4. The application of such models makes it possible to
recognise the occurrence of changes in structural behaviour (damage) by com-
paring predicted data with data from the processing of real measured data.

In the application proposed here, MRA was used. This is a technique for
assessing the dependence between a variable and one or more independent
factors, the predictors. For applications in the context of civil engineering-
related SHM, the variables are the modal parameters, while the predictors are
the environmental factors.
Once the correlation between these is established, the outcome of the variable
can be predicted in response to the values assumed by the predictors.
The environmental parameters chosen as predictors in this work are external
temperature [C], external relative humidity [%] and average wind speed [m/s].
Figure 6.27 shows the results obtained for the frequencies. Figure 6.28 instead
presents the results for the damping ratios. In this case, as can be seen, the
dependence of damping on frequency was also taken into account during the
correlation process, so the regression was performed using four parameters as
predictors.
A certain constant trend can be observed in both frequencies and damping
ratios.
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Figure 6.27: Correlation of frequencies with environmental data

Figure 6.28: Correlation of damping with frequencies and environmental data

6.4.4 Final monitoring results

The autoregressive model (MRA) is then applied to the data.
The training phase has, as we have said, the objective of establishing the de-
pendencies necessary to make a prediction of the modal output parameters.
This phase is carried out on 80% of the data from the first year (July 2021 -
July 2022, inclusive) of monitoring, while the remaining 20% is used as valida-
tion. The prediction is then processed on the remaining data (August 2022 -
September 2022, inclusive).

Table 6.4 shows the average values of the predicted frequencies plotted, to-
gether with the target frequencies, and the previous average values without
the removal of environmental factors. Their comparison certainly shows an
improvement in the percentage difference, but very minimal.
In the figure 6.29, the modal tracking of frequencies is shown graphically. The
predictions (in black) are superimposed on the original identified frequencies.
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Mode fT (Hz) f̄p(Hz) |∆ft,p|(%) f̄(Hz) |∆fp|(%)

1 2.284 2.306 0.963 2.316 0.434
2 3.383 3.407 0.709 3.409 0.059
3 6.087 6.071 0.263 6.042 0.478

Table 6.4: Average values for predicted modal frequencies (f̄p) and comparison
(|∆ft,p) with the correspondent target values (fT ); average values for previous tracked
modal frequencies (f̄) and comparison (|∆fp|) with the correspondent predicted values

Figure 6.29: Modal tracking of frequencies (in black) after removal of
environmental effects

6.5 Damage detection

As mentioned, it is the practice, from the vibration data measured with the
monitoring system, to perform damage detection by detecting changes in modal
parameters between the reference state and the current, possibly damaged
state. Natural frequencies, which are rather reliably identifiable parameters,
are mainly used for comparison. However, extensive pre-processing and data
processing may be required. Exactly as demonstrated by the entire discussion
above. Indeed, to arrive at a prediction of modal parameter values that can be
compared with target values, the process was quite laborious. Thus, in practice,
a lot of time certainly elapsed between the acquisition of the recordings and
the check for the presence of a possible anomaly. Consequently, the elimination
of the structure identification phase and subsequent modal tracking could be
advantageous.
In this work, to achieve the goal of having an almost instantaneous response, an
alarm, regarding changes in the dynamic behaviour of the structure, a subspace-
based fault detection residual was implemented.
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This damage detection technique (Paragraph 4.4) uses a subspace-based resid-
ual function and a statistical hypothesis test (χ2 − test) built on it. This test
allows comparison of the reference state model with the current, possibly dam-
aged, state model in order to detect the damage, avoiding the estimation of
modal parameters. Measured vibration data are used directly and as they may
be affected by changes in the covariance of the excitation, the method is cor-
rected to be robust.

The results of the implementation of this procedure are shown in figure 6.30:

Figure 6.30: Diagram of the tower damage identification

Again, empty gaps between the results indicate temporary breaks in the system.
Furthermore, the records obtained between July 2021 and December 2021 were
excluded from the analysis, because the gap that was present (August 2021 -
November 2021) was too large to falsify the results.

The first step was the choice of the reference period (black dots) in which to
consider the structure "undamaged". Based on this period of just over three
months (December 2021 to the beginning of March 2022), the implemented
procedure "trained" itself and calculated a threshold based on the mean and
variance of the χ2 values of the measurements. The reference period itself
and thus the threshold were then subsequently validated through a one-month
validation period (grey dots). Thus, the remaining period is identified as the
inspection period (green dots).
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A fundamental condition for all measurements of the inspection period to be
considered healthy is that the extracted χ2 value remains below the calculated
threshold. From the threshold value, corresponding to the red line, a second,
lower threshold (yellow line) was chosen. Thus, in addition to defining an un-
safe zone, above the red line, a critical zone was also identified. This means
that between the yellow line (corresponding to 95% of the calculated thresh-
old) and the red line we are in a situation where the dynamic behaviour of the
structure has changed to the point of risking damage.

In order to interpret the diagram correctly, some clarifications must be made.
The points displayed on the diagram "graphically represent" the behaviour of
the tower. To be clearer, these points indicate the possible presence of damage
because the dynamic behaviour of the structure has changed. So if we focus
especially on the red points, which are those that return an alarm because the
calculated χ2 value is above the threshold, these tell us that there has been an
unknown vibration that has temporarily modified the behaviour of the struc-
ture.

To explain further, let us consider the actual acquisitions corresponding to some
of the red dots displayed on the diagram (Figure 6.31).

• 9-10/04/2022: unknown vibrations were recorded. They do not seem to
correspond to any recorded earthquake (using the database provided by
the Istituto Nazionale di Geofisica e Vulcanologia - INGV), in fact there
are several around the same day and in the following days. There was
probably a condition, external or internal to the structure, that produced
these vibrations.

• 20/07/2022: recorded earthquake sequence with epicentre in Crete.

• 22/09/2022: earthquake recorded with epicentre in Folignano (in the
province of Ascoli Piceno, Marche).

The fact that after an unexpected excitation, the χ2 values extracted from the
measurements fall back into the green zone clearly indicates that the change
in dynamic behaviour was not permanent. It is therefore assumed that there
was no real damage that caused an irreparable change in the dynamics, oth-
erwise we would have expected all points to be concentrated in the unsafe zone.
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Figure 6.31: Diagram of the tower damage identification: details

It should be emphasised that not all earthquakes or vibrations in general have
the same impact on the dynamic behaviour of the structure, so we tried to
implement an intelligent selection of alarms in the algorithm, so that the red
dots indicate vibrations that could really be significant and therefore potentially
dangerous.
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Chapter 7

Conclusion

Reviewing all the work carried out and proposed here, the discussion was
opened with a wide-ranging introduction in which we highlighted all the ad-
vantages, but also the disadvantages and criticalities, that a process such as
SHM can bring if correctly, but above all widely, used.
In fact, the issue of the conservation of buildings, especially historic ones, is
now widespread and of common interest.
However, we would like to focus attention on the question of its actual use,
both with regard to the topic just outlined and for its application on strategic
structures, infrastructures, or even simple homes for civil use.
Because of the great benefits it could bring, it is still considered to be under-
exploited. It is obvious that in order to fully utilise it, it must also be possible
for less expert users to correctly interpret the results.

The OMA allows an identification of the structure under operating conditions,
without having to interrupt the operability of the structure in any way. This
is very significant when considering an infrastructure such as a bridge, or a
strategic structure such as a hospital.

The Italian territory, like many other countries in Europe, must deal with a
high seismic hazard and with the now periodic succession of events of consid-
erable magnitude. Acting as a consequence of a seismic sequence is certainly
more expensive, involves very long timescales for the design and execution of
the necessary interventions, and therefore foresees a long period of inactivity
of the structure, if it is considered unfit for use or unsafe for the protection of
people’s lives.
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In such a scenario, being able to have constant and continuous information on
the variations in the dynamic behaviour of a structure, makes it possible to
have information that can be used to implement the necessary maintenance in
a preventive manner. In this way: the use of the structure remains unaltered;
preventive interventions can be implemented that can support the structure in
the event of an earthquake occurring; linked to this last reason, it is easier to
conserve historical structures while respecting their original layout; and last
but not least, safety for people is improved.

On the basis of all these considerations, the work that has been carried out
will hopefully help, together with that of many other researchers, to aid the
diffusion of SHM in continuous use.

The work steps can be summarised as follows:

• implementation of an automated procedure for the identification and
modal tracking of the parameters of a continuously monitored structure.
This procedure produced good results, especially considering that even
after the removal of environmental effects, the results in terms of natural
frequencies remained almost unchanged. As much as this procedure can
help in the handling and processing of a large amount of data, such as
that from continuous monitoring, it is still a lengthy process. Therefore,
as already mentioned, the time between recordings and expected results
is not very short. Consequently, the identification of the resulting damage
is not immediate. To meet this need, the focus shifted to the second step
of the work, namely:

• implementation of a damage detection technique that eliminates the en-
tire record processing phase and uses the collected time series directly
for analysis. In this way, satisfactory results were obtained in terms of
timing, but above all in the interpretation of the results. The alarm that
the program sends out at the moment of a possible dangerous situation
is easy for everyone to read. It is obvious that in order to verify the
actual significance of this alarm, the intervention of experts sensitive to
the subject is necessary.

In conclusion, the procedure for identifying possible damage states can still be
significantly improved. In fact, the program’s ability to select vibrations that
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may actually be harmful to the structure should be even more refined, and
it would be interesting to be able to add to the procedure the possibility of
precisely identifying the location of damage, should this be necessary.
With reference to what has just been said, a further development of the work
presented here is based on the use of the numerical model through which, after
calibration, it would be possible to generate damage scenarios.
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