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Abstract—Smart meters allow the grid to interface with
individual buildings and extract detailed consumption
information using nonintrusive load monitoring (NILM)
algorithms applied to the acquired data. Deep neural
networks, which represent the state of the art for NILM,
are affected by scalability issues since they require high
computational and memory resources, and by reduced per-
formance when training and target domains mismatched.
This article proposes a knowledge distillation approach for
NILM, in particular for multilabel appliance classification,
to reduce model complexity and improve generalization on
unseen data domains. The approach uses weak supervi-
sion to reduce labeling effort, which is useful in practical
scenarios. Experiments, conducted on U.K.-DALE and RE-
FIT datasets, demonstrated that a low-complexity network
can be obtained for deployment on edge devices while
maintaining high performance on unseen data domains.
The proposed approach outperformed benchmark methods
in unseen target domains achieving a F1-score 0.14 higher
than a benchmark model 78 times more complex.

Index Terms—Deep learning (DL), knowledge distillation
(KD), multilabel appliance classification, nonintrusive load
monitoring (NILM), weak supervision.

I. INTRODUCTION

ADVANCED metering infrastructure enables interaction
between utilities and users via bidirectional communica-

tion [1]. It is expected that by 2025, most European countries
will reach wide-scale smart meter roll-out to at least 80% of
consumers [2]. Smart meters interface the grid to individual
buildings, enabling a building’s electricity consumption to be
measured and managed remotely. Using smart meter readings,
new opportunities arise for energy service providers that can
give real-time personalized energy services within the home for
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users [3], and have better traceability of energy usage to propose
strategies for saving energy and balancing energy supply and
demand [4].

Continuous availability of energy consumption data has led
to the development of advanced techniques to monitor loads
inside buildings and provide users with improved awareness of
their energy consumption and usage habits. One such technique
is nonintrusive load monitoring (NILM) (see [5] for a recent
review) which detects ON–OFF states of loads and estimates the
power consumption of individual loads in the building based
only on the building’s aggregate meter readings. NILM has
become a very active area of research with widespread smart
meter installations in the residential sector.

Due to the availability of a large quantity of low-frequency
electrical load measurements from smart meters, deep learning
(DL) approaches have recently become popular, representing
the current state of the art in NILM both for regression and
classification tasks [5], [6], [7], [8], [9], [10], [11], [12], [13].

However, training and inference phases for DL-based ap-
proaches require significant memory and computational re-
sources, which limits their scalability, requiring the use of high-
performance processors in the cloud. When NILM is performed
on the cloud, it involves transferring data from the consumer’s
premises to central servers, which results in additional trans-
mission costs, raise privacy concerns, and causes delays in the
system’s response time [14], [15], [16], [17], [18]. These issues
can be alleviated by performing training and inference on local
devices at the user’s end. This, however, requires DL models to
have lower computational and memory requirements, as local
(edge) devices are characterized by limited computational and
memory resources. Moreover, recent studies have demonstrated
that transfer learning techniques are necessary to achieve accept-
able performance in unseen environments [19], [20]. However,
this process requires additional training phases to adapt model
parameters, which in turn increases the computational load on
edge devices.

Several techniques have been proposed to reduce the com-
plexity of DL-based NILM, such as pruning, tensor decomposi-
tion, matrix factorization, [14], [16], weights quantization [17],
federated learning [15], and knowledge distillation (KD) [21].
However, there has been little attention in the recent literature on
the transfer learning scenario for lower complexity NILM DL
approaches, where training is performed on labeled datasets,
and this knowledge is transferred to unseen buildings. This
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work proposes a method based on KD and weak supervision
to reduce the complexity of a neural network for multilabel
appliance classification. KD enables transferring knowledge
from a large teacher network to a smaller student network
by training the latter with soft labels from the former [22],
[23]. To make the proposed solution scalable and improve KD,
transfer learning and complexity reduction are needed. Transfer
learning typically requires collecting new data directly from the
target environment to fine-tune pretrained models, requiring the
engagement of end users for data annotation, which is made sim-
pler by weak supervision. Previous studies have demonstrated
the effectiveness of weak labels in improving performance in
both disaggregation [24] and multilabel appliance classification
tasks [7], [13], and this study proposes using weak labels to
jointly distil knowledge and reduce network complexity during
transfer learning. The method uses a Convolutional Recurrent
Neural Network (CRNN), which has been successfully used in
a centralized NILM scenario [7]. In the experiments, the study
presents several networks with reduced complexity that retain
the main components of the initial model and investigates the
trade-off between accuracy and complexity.

The rest of this article is organized as follows. Section II
reviews the existing literature for multilabel appliance classi-
fication and complexity reduction techniques followed by our
contributions. Section III presents the NILM problem formu-
lation. Section IV describes the proposed method. Section V
provides a detailed description of the experimental setup, and
Section VI discusses the obtained results. Finally, Section VII
concludes this article.

II. RELATED WORK AND CONTRIBUTIONS

This section presents a brief review of multilabel NILM
classification approaches, followed by a review of complexity
reduction methods for NILM models. Finally, we highlight the
research gaps and main contributions of the article.

A. Multilabel Appliance Classification

Multilabel appliance classification approaches rely on the use
of one network to learn the joint probability of multiple appli-
ances and classify their activation state. Basu et al. [25] initially
proposed a supervised multilabel classifier for NILM, unlike
popular one-DL-model per appliance approaches. Also, in [9], a
CNN followed by three different fully connected sub-networks
is implemented for multilabel state and event type classifica-
tion. Deep Blind Compressed Sensing is proposed in [10] for
multilabel device state detection.

Semisupervised learning strategies have also been proposed
for NILM, using a teacher-student framework [6]. Recently,
in [11], a semisupervised KD approach has been proposed to
improve the transferability on target environments. Differently,
in [7], the authors adopt a weakly supervised multilabel approach
to reduce the labeling effort to train a CRNN, using both weakly
labeled data (labels provided for a group of consecutive samples,
e.g., for a 4 hours period) and strongly labeled data (i.e., labeled
sample-by-sample). Successively, a transfer learning approach
based on weak labels has been proposed in [13].

B. Complexity Reduction in DL-Based NILM

In the literature, complexity reduction approaches for NILM
have mainly focused on neurons and filters pruning [14], [15],
[16], [26], tensor decomposition [14] and coefficient quanti-
zation [17], [26]. In [14], filters are pruned based on their
importance defined by L-norms and the change in loss caused by
removing a specific filter and neurons. After pruning, the model
is re-trained one or more times on a subset of training data, based
on the adopted pruning strategy. In [15], pruning techniques
are used to reduce the complexity of a large Sequence-to-Point
model [27] in a federated learning framework. The authors
addressed also transfer learning by using unlabeled data from the
target domain. Sykiotis and colleagues [26] presented an edge
optimization framework that applies coefficient quantization and
pruning to reduce the model’s complexity incrementally until
specified performance and edge deployment requirements are
met. Barber et al. [16] propose two ways to reduce the complex-
ity of the Sequence-to-Point CNN network, using dropout and a
smaller number of CNN filters and applying four pruning strate-
gies on the learned weights. The magnitude-based approach,
implemented in the TensorFlow Model Optimization toolkit,
was revealed to be the best compromise between reduction
and accuracy of the model. In [17], the authors propose a
post-training MobileNet compression, reducing the model size
and inference time with the TensorFlow Lite tool for quantiza-
tion, where the precision is reduced from 32 to 8 b. Peng and
colleagues [21] presented a framework based on KD to obtain a
multilayer perceptron network. A similar approach was followed
in [28], where KD has been used to obtain a CNN from an
ensemble of convolutional networks each having higher com-
plexity. The addressed task, in this case, is multiclass single-label
classification, i.e., only one appliance is assumed active at each
time instant. Differently, in [18] the authors directly designed a
lightweight CNN architecture, suitable for deployment on edge
devices.

The reviewed literature mainly addresses complexity reduc-
tion for power profile reconstruction [14], [15], [16], [17], [26]
with few works considering the performance drop on unseen
target domains and the related transfer learning methods for
reducing it [15], [18]. This problem is of high practical impor-
tance as the source domain data used to train the networks are
usually statistically different to the target domain data that are
processed when the network is deployed in the final environ-
ment. The statistical difference between the two domains can be
attributed to various factors, such as the types of appliances, the
measuring equipment, and the building size. As demonstrated by
the recent literature, the mismatch between training and testing
domains leads to poor performance, and transfer learning is
necessary to achieve acceptable results [20], [29]. The authors
in [20] transfer the features extracted by the CNN layers of
the Sequence-to-Point network across appliances and house-
holds in different regions and fine-tune the regression layer.
Differently, in [29], the authors combined federated learning and
meta-learning, where a group of meta-learned models are trained
locally using metering data from residential communities. It is
worth noting that both [20], [29] do not propose a complexity
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reduction method and deal with power profile reconstruction.
In the complexity reduction literature, only [18] has evaluated
the method in a data domain that differs from the training one,
and only [15] addressed transfer learning. Both papers address
power profile reconstruction, i.e., the regression task.

C. Contributions

In light of the reviewed literature, the following research gaps
can be identified.

1) Complexity reduction based on KD has never been ad-
dressed for multilabel appliance classification, i.e., when
more than one appliances can be active at the same time
instant.

2) Transfer learning has not been previously addressed
jointly with complexity reduction, particularly in the KD
framework, and for multilabel appliance classification.

3) Weak labels have never been used in KD, particularly for
complexity reduction on the multilabel appliance classi-
fication task.

To fill these gaps, this article proposes a multilabel appliance
classification method based on KD. The proposed approach
reduces neural network model complexity in terms of trainable
parameters and computational load while reducing the perfor-
mance degradation on unseen target domains by integrating
transfer learning. The proposed framework integrates weak la-
bels, annotations that provide superior performance compared to
unlabeled data and that require less annotation effort compared
to strong labels [7]. We investigate a real-world scenario where
the network model is initially trained on a large quantity of
publicly available measurements, annotated with strong and
weak labels. Then, only weakly annotated data are available,
labeled by end-users in a target environment, to fine-tune the
network [13] and to distil the less complex model. Note that in the
proposed method, end users are asked only for weak information
about their appliance usage, with a significant reduction of label-
ing effort compared to strong labels and improved performance
compared to unlabeled data.

The same fine-tuning dataset has been considered to distil
the knowledge to the student network. Thus, in our method,
two types of labels are exploited during distillation: 1) soft
labels from the fine-tuned teacher (which may not be entirely
accurate), and 2) the ground-truth weak labels of the target data
domain. Using the pretrained and fine-tuned teacher, we also
improve the convergence of KD and student learning, mitigating
performance degradation.

The experimental evaluation has been conducted on two pub-
lic datasets, U.K.-DALE [30] and REFIT [31]: both have been
used as different source domain scenarios and a subset of REFIT
houses as target domain. Moreover, the proposed approach has
been compared to three benchmark recently presented methods,
EdgeNILM [14], LightweightCNN [18], and [7].

To the best of our knowledge, this work is the first to ad-
dress KD to reduce architecture complexity jointly with transfer
learning for multilabel appliance classification. Specifically, the
contributions of our work are the following: 1) a new method
for classifying multiple appliances at every time instant using

a low complexity network that can be deployed on the edge
(Section IV); 2) deep neural network complexity reduction and
transfer learning, jointly addressed resulting in a decrease of
the performance gap when the target and training domain are
different (Section IV-A); and 3) integrating weak labels in the
distillation framework to improve generalization and reduce the
data annotation effort in the target domain (Section IV-B).

III. PROBLEM STATEMENT

The total power measurement of a building can be modeled
as the sum of all M power loads of the building plus noise ε(t),
from measurement error and unknown loads

y(t) =

M∑
m=1

xm(t) + ε(t) (1)

where xm(t) is the power consumed by the appliance m at the
time instant t. In multilabel appliance classification, the aim is
to predict sample-by-sample the state of each of K appliances
of interest from the aggregate power measurements y(t), where
K ≤ M . Let sm(t) be the state that indicates if appliance m is
ON at time sample t (sm(t) = 1), i.e., if xm(t) is greater than
a power threshold, or OFF (sm(t) = 0). Then the task is to find
sm(t) ∈ {0, 1}, for all m = 1, . . . ,K and t = 1, . . . , N .

We divide the input signal y(t) into a series of J disjointed
windows of size L samples where the jth window is represented
by the vector

yj = [y(jL), . . . , y(jL+ L− 1)]T ∈ RL×1. (2)

Then, we define the corresponding series of J disjointed win-
dows of labels as

Sj = [s(jL), s(jL+ 1), . . . , s(jL+ L− 1)] ∈ RK×L (3)

and call them strong labels. Note that above s(t) = [s1(t),
. . . , sm(t)] is a strong label vector at time stamp t. In addi-
tion, for each jth window, we define the one-hot vector wj =
[w1, . . . , wK ] ∈ RK×1 as weak labels, wherewm = 1 means the
appliance mth is on for a complete operating cycle inside the
jth window.

IV. PROPOSED METHODOLOGY

Fig. 1 shows the proposed KD framework. Two learning
phases, pretraining and fine-tuning, are performed on the teacher
network and one, distillation, on the student. The teacher net-
work is initially trained on a large dataset of active power
measurements and the corresponding strong and weak labels
{yj ,Sj ,wj} ∈ D1. Then, the network is fine-tuned on a smaller
set {yj ,wj} ∈ D2 without any strong labels.

To ensure the practicality of the proposed architecture, all
learning phases are based on weak supervision [32]. That is,
it is assumed that only the large teacher network has access to
exact event labels (strong labels) in the pretraining phase, while
the student network is created locally, at the target environment,
with access to weak labels only. For example, the teacher can
be trained using a large public source domain dataset, and fine-
tuning is performed using easier-to-collect weak labels from
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Fig. 1. Proposed knowledge distillation framework for NILM. “GT”
stands for “Ground Truth.”

the target domain (collected, e.g., periodically from the targeted
house via an app).

The method is based on a weak supervised distillation ap-
proach in which the network takes as input a series ofJ disjointed
windows of y(t) of size L and produces as output a series of J
disjointed windows of predictions for K classes

Ŝj = [̂s(jL), ŝ(jL+ 1), . . . , ŝ(jL+ L− 1)] ∈ RK×L (4)

where ŝ(t) ∈ RK×1, contains predictions (ON/OFF) for each of
K appliances of interest at time stamp t.

The distillation process is performed using the teacher–
student strategy described in [22]. The following sections detail
the teacher and the student training methodology. The final
subsection is dedicated to the teacher architecture and the factors
that influence the dimension of the network.

A. Teacher Learning

The teacher model implements the function gφ(·) with pa-
rameters φ and it is initially pretrained using both strongly and
weakly labeled data, i.e., the dataset D1. The loss function is
defined as

Lpt = Ls + λLw (5)

where the two losses are the binary cross-entropy (BCE) function
calculated on the strong predictions and on the weak predictions,
respectively, as

Ls(Sj , Ŝj) = − 1
K

1
L

K∑
m=1

L∑
t=1

[sm(t) log(ŝm(t))

+ (1 − sm(t)) log(1 − ŝm(t))] (6)

Lw(wj , ŵj) = − 1
K

K∑
m=1

[wm log(ŵm)

+ (1 − wm) log(1 − ŵm)] (7)

where ŝm represents the sample-by-sample state predictions,
ŵm represents the weak state predictions, wm ∈ {0, 1} is the
weak ground-truth label, for each window of size L. The ratio-
nale behind the use of BCE loss for multilabel multiclass prob-
lems is that the task is reduced to multiple binary classification
problems, one for each appliance. Individual BCE loss terms
are calculated for each output neuron, then they are summed to
obtain the final loss.

Unlike previous works on distillation [22], [33], before being
employed in the distillation process, the teacher network here is
fine-tuned on a subset of data D2 from the target environment
using weak labels only. The fine-tuning loss Lft is formulated
as the focal loss [34], with γ set to 0.2

Lft(wj , ŵj) = − 1
K

K∑
m=1

[wm(1 − ŵm)γ log(ŵm)

+ (1 − wm)ŵγ
m log(1 − ŵm)] . (8)

Generally, positive and negative samples are highly unbal-
anced, as the latter are significantly more represented. Moreover,
preliminary experiments on the validation set showed that the
classification of negative samples is significantly less challeng-
ing, with specificity values around 0.99. This, motivated us to use
the focal loss proposed in [34] instead of the binary cross-entropy
loss. The focal loss focuses better on incorrect instances of the
underrepresented class (positive samples in our case), while
down-weighting the contribution of correctly classified samples
related to the mostly represented class (negative samples in our
case). In this way, the loss helps the teacher in learning about
the target domain data available before distillation, particularly
when using the coarser information from weak labels. We exper-
imentally verified on the validation set that using the focal loss
reduces the presence of false positive and negative predictions
and increases the true positives depending on the appliance. All
network layers have been fine-tuned since we have verified on the
validation set that better performance is obtained by retraining
the entire network.

B. Student Knowledge Distillation

The student model implements the function fα(·)with param-
eters α. The weakly labeled dataset D2 exploited to fine-tune
the teacher network has also been employed in the distillation
process. Thus, the distillation loss function is defined as

Ldist = βLsoft

(
σ

(
Zst

j

T

)
, σ

(
Zte

j

T

))

+ (1 − β)θ(e)Lw(ŵ
st
j ,wj) (9)

where Lsoft is the BCE, as in (6), calculated on the soft outputs
of the student S̃st

j = σ(Zst
j /T ) and the soft labels from the
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Fig. 2. Pseudo-code for the Student distillation process.

teacher S̃te
j = σ(Zte

j /T ) with σ being the sigmoid function,
and Zst

j and Zte
j the logits from the student and the teacher,

respectively. Lw is the BCE computed on the weak predictions
ŵst

j of the student andwj the weak ground-truth, as in (7). θ(e) is
a dynamic weight that balances the magnitude of the two losses
based on the following formula θ(e) = 10−G(e), where G(e)
is obtained by G(e) = log10(Lw(e))− log10(Lsoft(e)), e is the
training epoch, and Lw(e) and Lw(e) are the total losses for
epoch e. β balances the contribution of the teacher knowledge
and the weak ground-truth to guide the training process. T is the
temperature parameter used to soften teacher predictions [22].
β and T have been defined for each network architecture exper-
imentally, based on the performance on the validation set. Fig. 2
shows the pseudo-code for the student distillation process.

C. Neural Network Architectures

The teacher network is based on a CRNN, previously used
in [7]. The network is composed of H = 3 convolutional
blocks, each containing a convolutional layer with F ·H filters
(F = 32), with kernel size equal to ke = 5, a batch normal-
ization layer, a rectified linear unit (ReLU) activation and a
dropout layer with probability equal to 0.1. The stride d is 1
and the padding modality is “same.” The recurrent subpart is
composed of a bidirectional gated recurrent units (GRUs) layer,
with 64 units (U ). The final part of the network is composed of
a dense layer with K neurons followed by a sigmoid activation
function that produces the appliances’ state sample by sample.
After the dense layer, the linear softmax pooling layer followed
by a sigmoid activation layer, produces the weak prediction. We
choose linear softmax pooling over other functions proposed
in literature as it is shown to reduce the incongruities between
strong and weak labels leading to improved performance [7],
[35].

The total number of trainable parameters for the convolutional
subpart can be computed as

NCNN =

H∑
h=1

(ked · Fh−1 + 1)Fh + nBN (10)

withFh = F · h, and nBN = 4Fh that represents the number of
parameters associated to the batch normalization (two trainable
plus two nontrainable). Fh−1 is the number of feature maps in
the input for the hth layer while Fh is the number of feature
maps in the output. When h = 1 the F0 is the dimension of
the input data. Thus, NCNN mainly depends on the number of
convolutional blocks. The recurrent subpart has a number of
parameters NRNN computed as [36]

NRNN = 2[3(U 2 + UFH + 2U)] (11)

where the last term depends on the used framework and is
2U for Keras and PyTorch. NRNN depends on the number of
recurrent units considered U , biases, and the input dimension
FH . Equations (10) and (11) indicate that the number of convo-
lutional blocks and the number of recurrent units are the main
factors that increase the total number of parameters and hence
the overall complexity. In this work, several student architectures
with reduced complexities are evaluated in the edge computing
direction. The various student architectures are presented in
Section V.

V. EXPERIMENTAL SETUP

A. Dataset

Two widely used real-world datasets, U.K.-DALE [30] and
REFIT [31], have been used to evaluate the proposed method.
U.K.-DALE contains data from five buildings sampled every
6 s. REFIT contains data from 20 houses sampled at 8 s.
The datasets have been balanced with the same procedure, as
in [7], and REFIT was resampled to 6 s as U.K.-DALE. In our
experiments, we used the cleaned REFIT dataset, where gaps
and outliers were addressed, as explained in detail, in the dataset
publication [31]. Similarly, we preprocessed U.K.-DALE, as
suggested in [30], to remove gaps both in the aggregate and
appliances data. The appliances considered are Kettle (KE),
Microwave (MW), Dishwasher (DW), Washing Machine (WM),
Toaster (TOA), and Washer Dryer (WD) since they are present
in most households and also present in most of the houses in
both datasets. A subset of houses from REFIT (2, 4, 8, 9, 15)
is used as a test set from which the set for fine-tuning D2 the
teacher network has been extracted (30% of the total number of
windows). The fine-tuning set is the same as that used for the
distillation of the student.

To evaluate our approach in practical scenarios, we consider
two different pretraining sets D1 for the teacher: 1) Houses 5,
6, 7, 10, 12, 13, 16, 17, 18, and 19 of REFIT; 2) Houses 1,
3, 4, and 5 of U.K.-DALE. These houses are selected based
on the availability of the six appliances of interest. The first
scenario is to evaluate the method in more favorable conditions
when the pretraining domain is similar to the target data domain.
The second allows us to evaluate the method performance when
the pretraining and target data domains are statistically differ-
ent [37]. The validation sets contain 20% of data from each
training house. Input data are normalized using the mean and
the standard deviation estimated on the pretraining sets.
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TABLE I
PRETRAINING SETS CHARACTERISTICS. MEAN POWER (EXPRESSED IN WATT) REFERS TO THE MEAN POWER ESTIMATED IN A COMPLETE ACTIVATION

WHILE THE DURATION (EXPRESSED IN MINUTES) REFERS TO THE LENGTH

B. Hyperparameters

The input sliding window dimensionL in the teacher model is
the first hyperparameter that influences the distillation process.
Table I shows the duration and average power values for all
the appliances of interest. For long-activation appliances, the
window size L is fixed to 4 h and 15 min (2550 samples),
as in [7], where the authors selected this length to ensure a
complete activation is contained within a window. Instead, we
examine a series of reduced window lengths for short-activation
appliances (around 2–4 min) after having analyzed activations
in both pretraining datasets. We identified a total of four window
lengths equally distributed from 55 min (540 samples) to 4 h and
15 min (2550 samples). We chose a minimum time interval of
55 min as it is appropriate for weak labels annotation. Thus,
the selected window sizes are 55 min (540 samples), 2 h and
2 min (1210 samples), 3 h and 8 min (1880 samples), and 4 h and
15 min (2550 samples). A smaller window for short-activation
appliances makes weak labels more effective during the training
phase, and multiple activations inside the same window can be
accurately detected. Section VI-A presents a comparison of the
results obtained with windows of different lengths. We note that,
from a practical point of view, using the one-hour windows for
these appliances is a reasonable length for accurately assigning
weak labels since users are less likely to remember appliances
used within less than one-hour windows confidently.

The parameter β has been varied in the range 0.3–0.9 with a
step of 0.2, and T has been tested with values [0.5, 0.7, 0.9, 2].
β and T have been optimized for each student network based
on the validation set that has also been used to find the best
threshold to quantize the network predictions. The learning rate
used is 0.002. The number of epochs has been set to 1000, and
early stopping with patience equal to 30 epochs has been used
to avoid overfitting. The batch size is set to 64.

C. Architecture Complexity Evaluation

As introduced in Section IV-C, to reduce the student architec-
ture we maintain the main components of the teacher network,
and change the parameters of both convolutional and recurrent
subparts. First, we reduce the number of convolutional blocks
and consider two structures, one with H = 2 and one with
H = 1. Then, we fix H = 1 and start to decrease U by a factor
of 2 to further reduce the architecture dimension and compu-
tational complexity. Table II reports the NCNN and NRNN for
each architecture while Table III reports the number of floating
point operations (FLOPs) and the dimension of the models to
evaluate the reduction in terms of size and runtime [14]. The
student models are named with the number of H convolutional
blocks and recurrent units U , e.g., student 2H-64U denotes
a student architecture with H = 2 convolutional blocks and

TABLE II
TOTAL NUMBER OF PARAMETERS FOR CONVOLUTIONAL AND RECURRENT

SUBPARTS ARE REPORTED FOR THE TEACHER NETWORK AND EACH
STUDENT ARCHITECTURE

TABLE III
NUMBER OF FLOPS AND SIZES OF TEACHER AND STUDENT NETWORKS

FOR DIFFERENT WINDOW LENGTHS (IN SAMPLES) AND NUMBER OF
CLASSES K = 3 AND K = 6

U = 64 units. The model named student has the same architec-
ture of the teacher. As shown in Table III, the window dimension
significantly affects the number of FLOPs.

D. Benchmark Methods

In the experiments, we compared our method with two exist-
ing techniques in literature that propose complexity reduction
for NILM [14], [18] and with [7] that is a recent multilabel
appliance classification approach that proposed a CRNN archi-
tecture, similar to the one proposed by our work. None of the
works presented in Section II proposes a complexity reduction
approach for multilabel appliance classification. Therefore, the
works [14] and [18] were adapted for this task. EdgeNILM [14]
uses pruning and tensor decomposition, and in the experiments
we used the source code made available by the authors to ensure
reproducibility. To adapt the network to multilabel appliance
classification, we modified the last layer of the sequence-to-point
CNN with a sigmoid function to produce the state probability
and used the BCE loss function during training. As in [14],
we trained a separate network for each appliance and applied
the 60% iterative pruning complexity reduction method because
in [14] it produced the average lowest disaggregation error. A
window size of 99 samples was adopted for EdgeNILM for all
the appliances, based on the results presented in [14].
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The LightweightCNN proposed in [18] is based on a model
design approach, and it consists of only two convolutional layers
and one dense layer. The lightweight network was implemented
and trained within the same framework of EdgeNILM for a fair
comparison, using a window size of 199 samples [18]. As with
EdgeNILM, for this approach, we trained a separate network for
each appliance.

Finally, we compare the proposed method with [7], where the
authors adopted a CRNN structure trained with weakly labeled
data. This method is identified as WL-NILM. In this way, we
demonstrate the effectiveness and novelty of our method in terms
of complexity-performance improvement also when compared
with an approach that uses a CRNN and weak labels during
training.

The same postprocessing applied for our method was applied
to the raw predictions of benchmark methods, using a threshold
for each network optimized on the validation set.

E. Evaluation Metrics

Four metrics commonly used in NILM classification literature
have been considered to evaluate our method. Defining true pos-
itive (TP) as the number of correctly classified active samples,
false positive (FP) as the number of inactive samples incorrectly
classified as active, and false negative (FN) as the number of
active samples incorrectly classified as inactive, we used the
recall (R) and precision (P) defined as R = TP/(TP + FN),
P = TP/(TP + FP ), to evaluate the percentage of active sam-
ples that are not detected and percentage of inactive samples
predicted as active, respectively. The F1-score is the harmonic
mean between precision and recall and is formulated as F1 =
2 · P · R/(P + R). The load estimation is evaluated using the
total energy correctly assigned (TECA) [38] defined as follows:

TECA = 1 −
∑

k

∑
t |x̂k(t)− x̄k(t)|
2
∑

t ȳ(t)
(12)

with ȳ(t) =
∑

k x̄k(t). x̂k(t) and x̄k(t) are, respectively, the
product of the average power consumed by appliance k at the
time instant t and estimated states ŝk(t) and the ground-truth
states sk(t). The average power consumed by each appliance
has been assigned based on the average power consumed by the
appliances in the training set.

VI. RESULTS AND DISCUSSION

A. Window Length Impact on Teacher Performance

We present the teacher performance for Kettle, Microwave,
and Toaster to evaluate the best window length for classifying
short-activation appliances. In this way, we validate the hy-
pothesis that using a window shorter than the one used in [7]
leads to improved performance. Figs. 3 and 4 report the teacher
performance after fine-tuning on the target data for different
window lengths for aforementioned appliances when pretraining
is performed on REFIT and U.K.-DALE, respectively. Although
only the results on the test set are reported, the performance on
the validation set reflects the performance on the test set.

Fig. 3. Window analysis based on the test set: F1-scores when the
Teacher is pretrained with REFIT.

Fig. 4. Window analysis based on the test set: F1-scores when the
Teacher is pretrained with U.K.-DALE.

Both figures show that the reduced length window of 540
samples enables more effective detection of the appliances’
states. This is confirmed for both pretraining set conditions
and all the appliances except for the Toaster. The Toaster’s
performance is affected by the statistical differences in power
and duration between the activations in the pretraining and the
test set, leading to a small drop in an already poor performance.
For Microwave, the difference in duration between activations
from different domains is reduced when the network focuses on
a shorter time window.

B. Student Distillation Results

Tables IV and V present the results obtained with different stu-
dent architectures, compared to the teacher performance for all
the K = 6 appliances. When using U.K.-DALE for pretraining
(Table V), the student network shows similar performance to the
teacher network with slight improvement for Kettle, Dishwasher,
and Washing Machine. Similarly, when the teacher is pretrained
with REFIT, the results are either improved or similar for Kettle,
Toaster, Washing Machine, and Dishwasher. A significant drop
in performance is observed only for Washer Dryer due to low
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TABLE IV
PERFORMANCE COMPARISON BETWEEN THE TEACHER (D1 = REFIT) AND THE STUDENT NETWORKS

TABLE V
PERFORMANCE COMPARISON BETWEEN THE TEACHER (D1 = U.K.-DALE) AND THE STUDENT NETWORKS

recall. This is because Washer Dryer activations in the test set are
longer than the activations in REFIT pretraining set (approxi-
mately 82 min versus 30 min). These statistical differences cause
the network to miss or underestimate more activations, produc-
ing more false negatives. As shown in Table V, when the student
architecture is reduced, differences between domains become
more critical because the network loses the last convolutional
block related to higher level features. In fact, for the student
2H-64U network in Table V, NCNN reduces by 79% and NRNN

by 33% compared to the teacher, while the F1-score reduces only
by 3.4%, on average, due to a decrease in recall not compensated
by the slight increase in precision. In contrast, for the same
student 2H-64U architecture distilled by the teacher pretrained
on REFIT, in Table IV, the performance improves for the Toaster,
Washing Machine, and Dishwasher, and remains stable for other
appliances, except for Washer Dryer due to low recall. In the
smaller student 1H-64U network, NCNN reduces by 99% and
NRNN by 49%, while the F1-score decreases by 6.8% due to both
recall and precision drop after the distillation from the teacher
pretrained on U.K.-DALE (Table V). This important reduction
of high-level features affects the performance, particularly for
Toaster, Dishwasher, and Washing Machine. Nonetheless, Kettle
and Microwave are more accurately classified while Washer
Dryer maintains stable performance. When the Teacher is pre-
trained on REFIT, the F1-score of student 1H-64U improves by
1.4% on average compared to the teacher, with stable perfor-
mance for Kettle, an improvement for Toaster, Dishwasher, and
Washing Machine, with an exception for Microwave and Washer
Dryer that slightly decrease. In this case, the network produces
fewer false activations compared to the teacher network, as
confirmed by the higher precision.

The student 1H-32U (NRNN reduced by 83%) represents a
good compromise between complexity reduction and perfor-
mance. This architecture improves teacher performance in both

pretraining scenarios. This behavior shows that this architecture
helps to improve the student generalization ability independently
of the pretraining set characteristics.

For the student 1H-16U (NRNN reduced by 93%), the F1-score
decreases for appliances with longer activations (26% for Wash-
ing Machine, 13% for Dishwasher, and 1% for Washer Dryer),
while Kettle, Microwave, and Toaster have increased perfor-
mance, compared to the Teacher pretrained on U.K.-DALE. Par-
ticularly, activations of Washing Machine are not well detected
while more false activations have been produced for Dishwasher
and Washer Dryer. The performance indicates that the number of
recurring units may be too small to learn patterns of household
appliances with longer activation, when the domains are very
different. In fact, the student 1H-16U distilled from the teacher
pretrained on REFIT has good performance for Kettle and longer
activations appliances, like Dishwasher and Washing Machine,
while for Microwave and Washer Dryer, the performance is
reduced by 12% and 24%, respectively. It has to be noted that
each reduced student architecture reports an improvement for
the Washing Machine and Dishwasher, suggesting that when
domains are similar the classification of these appliances is
positively influenced by complexity reduction. Conversely, Mi-
crowave performance slightly decreases compared to the teacher
for each student configuration due to the higher presence of false
activations. Washer Dryer and Kettle are more dependent on the
structure of the student, while Toaster seems to be independent
except for the student 1H-16U, where performance falls to 0%.
The same holds when the reduced student networks are distilled
from a teacher pretrained on U.K.-DALE, mainly due to teacher
capability.

Due to the differences between the domains and loads char-
acteristics, all the appliances are more influenced by the stu-
dent structure, and performance varies for each architecture.
Nonetheless, student 1H-32U performs better than the other
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TABLE VI
PERFORMANCE COMPARISON BETWEEN THE TEACHER (D1 = REFIT) AND THE REDUCED STUDENT NETWORKS IN TERMS OF TECA

TABLE VII
PERFORMANCE COMPARISON BETWEEN THE TEACHER (D1 = U.K.-DALE) AND THE REDUCED STUDENT NETWORKS IN TERMS OF TECA

structures, with the smallest performance degradation (3% for
U.K.-DALE pretraining) and highest performance improvement
(6% for REFIT pretraining) with a reduction of 10× in number
of parameters, coherently in both pretraining scenarios. This
outcome can be motivated by a good balance between the
number of convolutional blocks, that extract only local features,
and the number of recurrent units that take the features as
input. The results in Tables VI and VII show a comparison
between the network structures in terms of TECA, where long-
and short-duration appliances are considered separately. For
appliances with shorter activations, when the teacher is pre-
trained with U.K.-DALE, there is a decrease in energy estimation
of 3% for student 2H-64U and of 0.5% for student 1H-64U.
For other architectures, the energy is estimated better than the
teacher, or the performance is similar. On the other hand, the
TECA for long-activation appliances progressively reduces with
the student architecture reduction due to the slight progressive
degradation of either precision and recall, especially for stu-
dent 1H-16U, for which the activations are underestimated for
Washing Machine and overestimated for the Dishwasher. This
result shows the variability of performance depending on the
student structure for long-activation appliances influenced by
the appliances’ characteristics that are very different between the
two domains in terms of power values and duration. With shallow
architectures, transfer learning process does not sufficiently im-
prove the model. When the pretraining is performed with REFIT,
the TECA is either similar or improved for long-activation
appliances, because of data statistical similarity between the
source and target environment in this case, except for Washer
Dryer. The same holds for short-activation appliances, with a
decrease of only 0.8%.

In summary, we observe that in the same domain the proposed
method reduces the complexity and improves the performance
(Table IV). When domains are different, the performance is
similar but the complexity is significantly reduced (Table V).
The proposed method reduces the complexity and maintain
acceptable performance, reducing, in the best case, 86× the
FLOPs, and 10× the number of parameters.

C. Comparison With Benchmark Methods

Tables VIII and IX report the results of the proposed method
compared to benchmark approaches. For EdgeNILM we also
reported the results of the model before pruning, and we included

TABLE VIII
RESULTS IN TERMS OF F1-SCORE OF THE PROPOSED APPROACH AND
BENCHMARK METHODS TRAINED WITH D1 = REFIT AND TESTED ON

REFIT

TABLE IX
RESULTS IN TERMS OF F1-SCORE OF THE PROPOSED APPROACH AND

BENCHMARK METHODS TRAINED WITH D1 = U.K.-DALE AND TESTED ON
REFIT

the teacher performance to facilitate evaluation and comparison
the methods.

In both pretraining domains, the proposed approach outper-
forms the benchmark methods on average and for almost all
the appliances. The Kettle is the only exception, where the
LightweightCNN and pruned EdgeNILM achieve slightly better
F1-score, respectively, when trained using the U.K.-DALE and
REFIT datasets.

Pruning improved the performance of EdgeNILM on the
Kettle and Washer Dryer appliances when pretrained withD1 =
REFIT, but the performance of the other appliances remained
relatively stable. On average, the performance of EdgeNILM
Pruned 60% are worse than EdgeNILM Unpruned.

LightweightCNN demonstrated better performance on aver-
age for all the appliances compared to EdgeNILM, in particular
for Microwave, Washing Machine, and Dishwasher. Instead,
compared to WL-NILM, LightweightCNN is less effective for
all the appliances except the Washer Dryer. Nonetheless, the
proposed student network has a higherF1-score compared to Ed-
geNILM Pruned 60%, LightweightCNN, and WL-NILM with
an absolute increment of 0.38, 0.29, and 0.30, respectively.
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TABLE X
MODEL SIZE (MB) AND FLOPS (M) FOR THE BENCHMARK METHODS AND

THE PROPOSED APPROACH

When pretrained with D1 = U.K.-DALE, the differences
among domains has a greater impact on EdgeNILM and WL-
NILM, which show low performance for all the appliances
except the Kettle. In particular, for EdgeNILM Pruned 60%,
Washing Machine and Washer Dryer are not reported because
the model was not able to learn with a high pruning per-
centage. Except for Kettle and Dishwasher, WL-NILM pro-
duces poor results like EdgeNILM for all other appliance. For
LightweightCNN, performance only slightly decreases with
respect to the other pretraining domain. Also in this domain,
our approach is more effective on average, with an absolute
increment of 0.44, 0.14, and 0.31, on EdgeNILM Pruned 60%,
LightweightCNN, and WL-NILM respectively. Particularly for
EdgeNILM and WL-NILM, the absence of transfer learning in
the complexity reduction process largely affects the performance
on a different domain.

Table X reports the model size and the FLOPs for each
approach, considering the total number of networks involved
in the classification of K = 6 appliances. It is worth noting
that EdgeNILM pruned 60% and LightweightCNN have almost
the same number of FLOPs and model size, although the latter
approach has shown better performance. Instead, WL-NILM
has a higher number of FLOPs compared to EdgeNILM and
LightweightCNN, with performance that varies depending on
the pretraining domain. Nonetheless, the proposed student has
a number of FLOPs 1.74, 1.7, and 74.4 times smaller than
EdgeNILM Pruned 60%, LightweightCNN, and WL-NILM
respectively, despite using a larger or equal window dimen-
sion than the benchmark methods, a parameter that affects the
number of FLOPs (Table III). Note that the model size of the
proposed approach is 78, 74, and 3 times smaller than the
benchmarks, while reporting superior performance. Considering
both, the complexity of the architecture and the performance,
the proposed student network is more efficient and effective
than the benchmark methods in appliance classification. Fig. 5
shows a complexity-performance comparison among the bench-
marks and the proposed method, where the circle dimension
is proportional to the mean F1-score computed on both D1

pretraining datasets. WL-NILM and EdgeNILM Unpruned are
on the opposite side of the plane, remarking that the difference
in terms of FLOPs is mainly related to the window dimension
of WL-NILM that is around 25 times wider. On the other hand,
although our student network has the same window dimension,
the number of FLOPs is largely reduced compared to WL-NILM
while producing better predictions. Considering the model size,
the same can be highlighted compared to the other approaches,
that present larger sizes with lower performance.

Fig. 5. Complexity-Performance comparison among benchmark meth-
ods and the proposed method. For each approach the dimension of
the circle is proportional to the mean F1-score of both D1 scenar-
ios. “FLOPs” are expressed in Millions (M) and “Size” is expressed in
megabytes (MB).

VII. CONCLUSION

In this work, a joint complexity reduction and transfer learning
approach for NILM was proposed to provide scalability and
improve the performance on unseen target data domains. We
adopted a teacher–student KD strategy, using weak supervision
to reduce the labeling effort. We analyzed the teacher structure
and proposed a distillation framework progressively reducing
the complexity. To the best of our knowledge, this is the first
study that combines KD and transfer learning to reduce deep
neural network models’ complexity and improve their perfor-
mance on unseen domains for multilabel appliance classifica-
tion. The method was demonstrated to be effective in reducing
complexity and maintain acceptable performance. Evaluated in
two different practical scenarios, the method reduced the number
of network parameters up to ten times compared to the teacher
while maintaining performance. Moreover, we demonstrated
that our approach is more effective and efficient compared to
benchmark methods.

Future work will focus on designing a distillation method to
alleviate the incorrect knowledge transferred from the teacher to
the students using explainability tools. In addiction, the method
will be considered jointly with the active learning procedure to
increase the efficacy of the network in the deployment environ-
ment.
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