
14 May 2024

UNIVERSITÀ POLITECNICA DELLE MARCHE
Repository ISTITUZIONALE

Multilabel Appliance Classification With Weakly Labeled Data for Non-Intrusive Load Monitoring / Tanoni,
Giulia; Principi, Emanuele; Squartini, Stefano. - In: IEEE TRANSACTIONS ON SMART GRID. - ISSN 1949-
3053. - STAMPA. - 14:1(2023), pp. 440-452. [10.1109/TSG.2022.3191908]

Original

Multilabel Appliance Classification With Weakly Labeled Data for Non-Intrusive Load Monitoring

Publisher:

Published
DOI:10.1109/TSG.2022.3191908

Terms of use:

(Article begins on next page)

The terms and conditions for the reuse of this version of the manuscript are specified in the publishing policy. The use of
copyrighted works requires the consent of the rights’ holder (author or publisher). Works made available under a Creative Commons
license or a Publisher's custom-made license can be used according to the terms and conditions contained therein. See editor’s
website for further information and terms and conditions.
This item was downloaded from IRIS Università Politecnica delle Marche (https://iris.univpm.it). When citing, please refer to the
published version.

Availability:
This version is available at: 11566/309401 since: 2024-05-02T21:29:52Z

This is the peer reviewd version of the followng article:

note finali coverpage



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 1

Multi-Label Appliance Classification with Weakly
Labeled Data for Non-Intrusive Load Monitoring

Giulia Tanoni, Emanuele Principi, Member, IEEE, and Stefano Squartini, Senior Member, IEEE

Abstract—Non-Intrusive Load Monitoring consists in estimat-
ing the power consumption or the states of the appliances using
electrical parameters acquired from a single metering point.
State-of-the-art approaches are based on deep neural networks,
and for training, they require a significant amount of data
annotated at the sample level, defined as strong labels.

This paper presents an appliance classification method based
on a Convolutional Recurrent Neural Network trained with
weak supervision. Learning is formulated as a Multiple-Instance
Learning problem, and the network is trained on labels provided
for an entire segment of the aggregate power, defined as weak
labels. Weak labels are coarser annotations that are intrinsically
less costly to obtain compared to strong labels. An extensive
experimental evaluation has been conducted on the UK-DALE
and REFIT datasets comparing the proposed approach to three
benchmark methods. The results obtained for different amounts
of strongly and weakly labeled data and mixing UK-DALE and
REFIT confirm the effectiveness of weak labels compared to fully
supervised and semi-supervised benchmarks methods.

Index Terms—Non-intrusive load monitoring, Appliance clas-
sification, Weak labels, Multiple-instance learning, Multi-label
classification.

I. INTRODUCTION

CLIMATE change represents one of the biggest challenges
of this century, and to keep the increase in global average

temperatures below 1.5 °C, reducing electrical energy con-
sumption is a necessary step [1]. As highlighted in the recent
“Electricity and heat statistics” report by Eurostat, in 2019,
the Industry sector was responsible for 36.5% of the yearly
electricity consumption, followed by Services with 28.5%, and
Households with 27.6% [2]. Residential users, thus, play a
key role in this process, and as several research studies have
shown, making them aware of how they use energy can provide
savings of up to 15% [3].

However, granular monitoring of households’ energy con-
sumption is costly and invasive since it requires multiple
dedicated metering devices. As a consequence, the research
community developed more efficient techniques for reaching
the same objective by using a single metering point that go
under the name of Non-Intrusive Load Monitoring (NILM).
NILM was firstly proposed by Hart in 1980 [4], and it
consists in extracting information about appliances’ operation
by measuring electrical parameters only at the mains. In energy
disaggregation, the task consists in the direct estimation of
individual active powers of the appliances [5], while classifica-
tion consists in determining their states [6] and then estimating
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active power by using average power values associated to each
state.

In the last decade, the research community proposed several
approaches for NILM that can be divided into two main
categories: signal processing-based techniques, such as Graph
Signal Processing [7] and Principal Component Analysis [8],
single channel source separation techniques such as Non-
negative Tensor Factorization [9], Matrix Factorization [10]
and Sparse Coding and Dictionary Learning [11], [12] and
machine learning approaches, such as Hidden Markov Models
[13], [14], Support Vector Machines [15] and Deep Neural
Networks (DNN) [5], [16]–[28]. Several works demonstrated
that DNNs outperforms other approaches, and nowadays they
represent the state-of-the-art. However, high performance is
achieved at the cost of needing a significant amount of anno-
tated data on a sample-by-sample basis (i.e., with strong la-
bels) for training. This requires a significantly time-consuming
data labeling phase, especially when several appliances are
considered. Moreover, in target environments, transfer learning
techniques may be necessary to achieve the desired perfor-
mance level, and this requires acquiring and labeling data on-
site [29]. Weak supervision is a learning strategy that lightens
the requirements of strong labels by using coarse annotations,
or unlabeled data [5]. Although the latter approach has been
used in previous works [25], [26], it still represents an open
research field.

In the following, we present a brief overview of DNN-based
NILM methods and describe the contribution of this paper.

A. Related Works and Contribution

Following the work of Kelly et al. [16] that firstly ap-
proached NILM with DNN, several alternatives have been
proposed [30]. Based on the strategy adopted for training
the networks, they can be divided into two groups: the first
comprises methods based on strongly supervised learning and
is the most numerous group [5], [16]–[24], and the second
methods based on semi-supervised learning [25], [26]. With
“strongly supervised learning” and “semi-supervised learning”
we refer to the definitions reported in [31].

Among strongly supervised approaches for energy disaggre-
gation, Kelly et al. [16] proposed three different architectures
to estimate the appliance power consumption from sequences
of aggregate samples. The architectures were based on a
denoising Autoencoder (dAE), a Recurrent Neural Network
(RNN), and the so-called Regress Start Time, End Time &
Power network composed of convolutional and fully con-
nected layers. Similarly, in [5], two Convolutional Neural
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Networks (CNN) were trained with Root Mean Squared Er-
ror (RMSE) loss function, one using the sequence-to-point
approach and the other the sequence-to-sequence approach.
Kaselimi et al. [18] proposed a CNN-based recurrent archi-
tecture composed of two convolutional multi-channel modules.
A Dilated-Residual Network has been proposed in [20] to re-
duce the vanishing gradient problem and training degradation.
Langevin and colleagues [21] used a Variational Auto-Encoder
(VAE) to improve the disaggregation of multi-state appliances’
power consumption and generalization performance. In [22],
a method based on Generative Adversarial Networks (GANs)
has been presented, where a dAE has been trained by using
an adversarial training strategy, and a recurrent CNN has
been employed as discriminator. A Conditional-GAN approach
was proposed in [23], where the problem was modeled as a
sequence-to-subsequence estimation task.

Strongly supervised approaches for appliances’ states classi-
fication have been presented in [19], [28]. In [19], the method
is based on a CNN, and temporal pooling is used to aggregate
features of different time resolutions. In [28], a Long-Short
Term Memory (LSTM) autoencoder has been implemented to
perform a multi-label classification and model the temporal
variability of the power time series.

Some works proposed multi-task architectures, generally
double-branched, to perform both classification and disaggre-
gation and improve the performance of each task. Murray et al.
[24] proposed two architectures, one CNN-based and the other
based on Gated-Recurrent Units (GRU). Both networks were
composed of two branches, one for classification and the other
for disaggregation. Piccialli and Sudoso [17] also proposed a
dual tasks architecture where the regression subnetwork was
improved with an attention layer, and the regression output
was combined with the related classification prediction.

A drawback of strongly supervised methods is that they
require large amounts of labeled data for training the networks.
Semi-supervised approaches have been proposed to address
this aspect. Unlike strongly supervised methods, they are able
to exploit unlabeled data, thus they require fewer annotations
to achieve state-of-the-art performance [25], [26]. Yang and
colleagues [25] proposed a teacher-student architecture based
on a Temporal Convolutional Network (TCN) for multi-label
appliance classification. In [26], Virtual Adversarial Training
(VAT) was used for energy disaggregation to train a sequence-
to-point network. Learning was based on a regularization term
calculated as the average of local distributional smoothness
(LDS), and superior performance was obtained compared to
fully supervised learning.

An alternative to these approaches is represented by learning
with inexact supervision, a form of weakly supervised learning
where labels are provided at a coarser level compared to
strongly supervised methods [31]. In this way, the annotation
effort is significantly reduced compared to strongly supervised
methods, but since annotations are still provided, they can
improve the performance compared to semi-supervised ap-
proaches. This supervision strategy has been used in several
application domains, such as computer vision [32], sound
event detection [33], [34], and text processing [35], however,
up to the authors’ knowledge, it has never been applied to

NILM for multi-label appliance classification.
Based on these considerations, this work explores this ap-

proach proposing a multi-label appliance classification method
for low-frequency data based on Convolutional Recurrent
Neural Networks (CRNNs) [36] and weakly labeled data.
Differently from the examined literature, the proposed method
relaxes the requirement of supervised methods for a large
amount of strongly labeled data for training and improves
the performance compared to semi-supervised approaches.
Previous works applied CRNNs and weak labels to other
application domains [33], but up to our knowledge this has
never been performed in the context of NILM, particularly for
multi-label appliance classification. Here, we model this task
as a Multiple-Instance Learning (MIL) problem [37], and we
modified the CRNN architecture to exploit both strong and
weak annotations of the training data. In this way, different
levels of information are used in the training phase, thus
reducing labeling costs and improving generalization ability.
Moreover, Clip Smoothing [38] has been integrated in the
network for dealing with false activations. The UK-DALE
[39] and REFIT [40] datasets have been used for performance
evaluation, and the effectiveness of the method has been
assessed in two experiments by varying the amount of strongly
and weakly labeled data available for training. The obtained
results demonstrate the increased generalization ability of the
proposed method compared to a strongly supervised strategy
while reducing the labeling effort. In a third experiment, we
evaluated if mixing strongly and weakly labeled data of the
two datasets provides an advantage, and the results confirmed
that weak labels improve the performance on both UK-DALE
and REFIT test sets. Up to our knowledge, this is the first
work in which multi-label appliance classification has been
addressed by using weakly labeled data.

In summary, the contributions of this work are the following:

• We propose a weakly supervised approach to multi-label
appliance classification based on a CRNN, and to exploit
weakly labeled data, we formulate the task as a MIL
problem.

• We demonstrate that the proposed method is able to
obtain superior performance compared to supervised and
semi-supervised methods, particularly when the number
of weak labels exceeds that of strongly annotated bags.

• We demonstrate that our method is able to reduce the
quantity of strongly annotated data compared to su-
pervised methods, while achieving comparative perfor-
mance.

The outline of the paper is the following. Section II defines
the multi-label appliance classification problem; Section III
explains in details the proposed method; Section IV describes
the experimental setup; Section V presents and discusses the
obtained results, and finally, Section VI concludes the paper
and presents future works.

II. PROBLEM STATEMENT

Denoting with y(t) the total active power consumed in a
building, with xn(t) the active power of the n-th appliance,
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and with sn(t) ∈ {0, 1} its state, we can write their relation-
ship as follows:

y(t) =

N∑
n=1

sn(t)xn(t) + ϵ(t), (1)

where ϵ(t) is the measurement noise, and

sn(t) =

{
0, if appliance n is OFF at the time index t,
1, if appliance n is ON at the time index t.

(2)
Typically, the interest is in monitoring a subset of appliances
while the remaining contribute to the noise term [16]. Without
loss of generality, we can suppose that the monitored subset
is composed of the first K appliances. Equation (1), thus, can
be rewritten as follows:

y(t) =

K∑
k=1

sk(t)xk(t) + v(t), (3)

where the first term is the power of appliances of interest, and
the v(t) the cumulative noise term given by:

v(t) =

N∑
m=K+1

sm(t)xm(t) + ϵ(t). (4)

In the case where the objective is the direct estimation of the
individual active power signals xk(t), NILM is a regression
problem, and it has been treated as a denoising task [16] or as a
blind source separation task [9]. In the case where the objective
is the estimation of appliances states sk(t), NILM represents
a multi-label classification problem [41]. In both cases, the
algorithm exploits only the knowledge of the aggregate signal
y(t).

In this work, we are concerned with multi-label appliance
classification, thus the objective is the estimation of state
variables sk(t) of the K appliances of interest.

III. PROPOSED METHOD

In this work, we model multi-label appliance classification
as a MIL problem, and we employ a deep neural network
trained both on strongly and weakly labeled data. This solution
has the dual consequence of improving generalization capa-
bility compared to fully supervised approaches and reducing
labeling costs. Indeed, in principle, appliance classification
does not necessarily require active power signals of individual
appliances for training since annotation can be performed
manually and the metering infrastructure can be simplified. On
the other hand, manual annotation with strong labels requires
a significant human effort that would not be easy to afford.
On the contrary, with weak labels, annotations are provided
on a wide temporal window, thus, it is sufficient to indicate if
an appliance was active or not within that segment by using
only a single weak label. In this sense, the method can deal
with the inexactness that may originate from mislabeling by
manual annotators.

MIL is a variant of supervised learning and a particular
form of weak supervision [42]. In MIL, learning examples
are represented by bags composed of multiple instances (e.g.,
feature vectors, raw samples), and labels are provided only

at the bag level. During prediction, the objective can be to
classify bags, individual instances, or both [43]. MIL can
be applied to single-label classification tasks, where bags
and instances are assigned only one label, or to multi-label
classification tasks, where labels are multiple (multi-instance
multi-label learning, MIML) [44]. Labels assigned to bags
depend on the labels of individual instances inside them.
In binary classification tasks, the standard multiple instance
assumption states that the necessary and sufficient condition
for a bag to be assigned a positive label is that one of its
instances is positive, but later works have proposed other
alternatives [45]. The same criterion can be easily extended
to multi-class problems.

In the proposed method, instances are represented by the
raw samples of the aggregate signal y(t), and the related labels
are represented by one-hot vectors s(t) ∈ RK×1 defined as:

s(t) = [s1(t), s2(t), . . . , sK(t)]T . (5)

A bag is a segment of y(t) with length L. Supposing that y(t)
is divided into disjointed segments, the j-th bag is represented
by the following vector:

yj = [y(jL), . . . , y(jL+ L− 1)]T∈ RL×1. (6)

The related label is again encoded as a one-hot vector wj ∈
RK×1. As aforementioned, wj depends on the instance labels
inside it. Denoting with Sj = [s(jL), s(jL + 1), . . . , s(jL +
L− 1)] ∈ RK×L the set of instance labels related to segment
j, the relationship can be represented by a pooling function
b : RK×L → RK such that

wj = b(Sj). (7)

Several pooling functions have been proposed in the literature,
each having different characteristics [33]. The pooling function
used in this work will be defined in the following section,
along with the neural network architecture. The bag level,
thus, contains information on the presence of one or more
appliances in a time window, while, at the instance level, this
information is provided at sample resolution. Bag labels are
noisy, coarse, and inexact, thus they are commonly referred to
as weak labels, while instance labels are referred to as strong
labels.

In this work, the objective is to identify if an appliance is
active or not at the sample level, thus the goal is to learn a
function f : RL → RK×L such that:

Ŝ = f(y), (8)

where y is an unknown aggregate segment, and Ŝ contains the
estimated instance-level probabilities for each class. The bag
index j has been omitted for simplicity.

A. Neural Network Architecture

The function f(·) in (8) is represented by a CRNN, and
the related block scheme is depicted in Fig. 1. As mentioned
in Section I, CRNNs have been previously applied to other
application domains [32]–[35], but never for multi-label ap-
pliance classification, to the best of our knowledge. For each
segment yj , the network produces the related instance-level
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Fig. 1. Block scheme of the proposed approach. The network takes as input the aggregate power related to the j-th window and produces two outputs, one
from the instance layer and one from the bag layer. The multiplication is related to clip smoothing. T is length of input and output window, FCL stands for
Fully Connected Layer, K is number of appliances, and KE, MW, FR, WM, and DW stand respectively for Kettle, Microwave, Fridge, Washing Machine,
Dishwasher.

estimate Ŝj and the bag-level estimate ŵj for each appliance
in interest.

The CRNN is formed of two main parts. The first comprises
H blocks with a 2D convolutional layer with F filters and
kernel of size Ke, a batch normalization layer, an activation
layer with Rectified Linear Unit (ReLU) function, and dropout
for regularization. The output of the last convolutional block
feeds the recurrent part of the network, which is formed by
a bidirectional layer of U Gated Recurrent Units [46]. The
final layer comprises a fully-connected layer with a sigmoid
activation function. This layer, denoted as instance layer,
produces the instance-level estimate Ŝj .

After the instance layer, a pooling layer followed by a
sigmoid activation function produces the bag-level prediction
ŵj . The pooling layer implements the pooling function b(·)
defined in the previous section. The proposed network, thus,
has both an instance-level output and a bag-level output. In
this way, it is possible to conjugate MIL with the supervised
learning strategy based on strong labels.

As aforementioned, several alternatives exist for the pooling
function. Based on the analysis conducted in [33], we chose
linear softmax since it achieved the highest localization per-
formance. The linear softmax pooling function calculates the
k-th element of ŵj of the bag-level prediction as:

ŵk,j =

∑L(j+1)−1
t=jL ŝ2k(t)∑L(j+1)−1
t=jL ŝk(t)

. (9)

In this way, the bag-level prediction is calculated as weighted
average of the instance-level predictions, with the larger ones
receiving a larger weight [33].

B. Learning
Learning from bags raises important challenges that are

unique to MIL formulation [43]. As aforementioned, from a
single weak label, multiple combinations of instances exist
that can produce the same bag label, thus it is expected that
a learning algorithm trained only on weakly annotated data
achieves inferior results than training on strongly annotated
data. The availability of several datasets for NILM with strong
annotations [47] motivated us to train the CRNN by using both
weak and strong labels.

More in detail, denoting with Tw =
{(y1,w1), . . . , (yMw

,wMw
)} the set of training

bags annotated with weak labels and with Ts =
{(y1,w1,S1), . . . , (yMs ,wMs ,SMs)} the set of training
bags annotated with both strong and weak labels, learning is
performed on the training set T = Tw

⋃
Ts.

The loss function is composed of the weighted sum of the
binary cross-entropy losses calculated on strong and weak
labels:

L = Ls + λLw, (10)

where Ls and Lw are respectively the loss related to strongly
and weakly labeled data, and the weight λ balances their
contribution.

The two loss terms Ls and Lw are the binary cross-entropy
for each class an they are given by:

Ls = − 1

K

1

L

K∑
k=1

L∑
t=1

[sk(t) log(ŝk(t))+

(1− sk(t)) log(1− ŝk(t))] ,

(11)

Lw = − 1

K

K∑
k=1

[wk log(ŵk) + (1− wk) log(1− ŵk)] , (12)

where the segment index j has been omitted for simplicity
of notation. Training has been performed by using the Adam
algorithm [48].

C. Post-Processing

The bag-level and instance-level outputs of the CRNN are
class probabilities estimates in the range [0, 1]. These values
are then transformed into 0 or 1 by using a threshold to
determine whether an appliance is active or not.

This procedure, however, is prone to producing outputs
where few isolated instances are 0 or 1. A popular solution is
to apply a median filter to the outputs to reduce such spurious
values. The median filter operates by calculating the median
value within a segment of a certain length and replacing
contiguous instances with a duration shorter than half the
segment length with the median value.

Additionally to median filtering, here we explore a re-
cent technique presented in [38] and named clip smoothing.
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Fig. 2. An example of aggregate segment from house 2 of REFIT with the
related labels.

Clip smoothing operates before thresholding and consists in
multiplying the instance-level prediction with the bag-level
prediction (Fig. 1). The rationale of clip smoothing is that
instance and bag level predictions should be coherent: if a bag
prediction is close to 0, instance-level predictions should be
all close to 0, and vice versa. Multiplying the two predictions
enforces this relationship. An advantage over median filtering
is that clip smoothing is a learnable procedure intrinsic to the
network. Note that the use of clip smoothing is only possible
when the network outputs weak and strong predictions, thus
it represents an additional advantage over strongly supervised
methods.

IV. EXPERIMENTAL SETUP

The proposed method has been implemented in Python
using Tensorflow 2.4 and Keras. The source code is available
here1.

A. Datasets

The experiments have been conducted on two datasets, UK-
DALE (UK Domestic Appliance-Level Electricity) [39], and
REFIT [40]. The monitored appliances have been selected
based on the recent literature [23], [29], [49], and they are
the following: Kettle, Microwave, Fridge, Washing Machine,
and Dishwasher. Each dataset has been processed to create two
sets of bags, one for UK-DALE and one for REFIT, then used
for training and testing the proposed method. The procedure
for creating these sets is described in the following.

1) General procedure: The first step consisted in extracting
the activations of the monitored appliances from the datasets.
This has been performed by using NILMTK [50] using the

1https://github.com/GiuTan/Weak-NILM

parameters in [16] for UK-DALE, and the ones in [40] for
REFIT.

The second step consisted in combining the extracted acti-
vations randomly to create bags with one to four concurrent
appliances. In each dataset, the maximum length of an activa-
tion is about 1500, so we decided to set the bag length L to
2550. In this way, activations can be properly placed within
the segment. The location of the activation inside the bag is
determined randomly. Generally, the bag length can have a
role in performance; however, in the following experiments,
it is important that the same value is used in all the methods
considered to evaluate only the influence of weak labels.

The third step consisted in the extraction of the noise
contribution, i.e., the term v(t) in (3). This has been obtained
by selecting a random aggregate power segment of length
L and then subtracting the monitored appliances’ activations
from it. The extracted noise term has been then summed to
bags created in step two. This procedure is repeated for each
bag, so noise terms are all different. Moreover, noise terms
and activations of the monitored appliances always belong to
the same building.

For each appliance, strong labels in a bag are set to 1 if a
sample belongs to an activation (i.e., the appliance is in the
ON state), and 0 otherwise. Weak labels are set to 1 if the
activation of an appliance is present in the bag.

An example of aggregate segment related to house 2 of the
REFIT dataset is shown in Fig. 2.

2) UK-DALE: The dataset contains data from 5 houses,
with aggregate power readings sampled every 1 s and
appliance-level measurements sampled every 6 s. The follow-
ing dates were considered:

• house 1: 06/01/2016-31/08/2016;
• house 2: 01/06/2013-31/08/2013;
• house 3, 4: 16/03/2013-05/04/2013;
• house 5: 06/29/2014-09/05/2014.

We downsampled the aggregate active power readings from
1 s to 6 s, and we aligned the mains to the appliance readings
using NILMTK [50]. All the houses were included, but only
the Kettle and the Fridge were considered for houses 3 and
4. For training and validation, we used data from houses 1,
3, 4, and 5, while house 2 was kept out for testing on unseen
data. The training, validation, and test set characteristics are
reported in Table I: “Strongly and weakly annotated set” refers
to bags with both strong and weak labels, while “Weakly
annotated set” refers to bags annotated only with weak labels.
For each appliance, the table reports the number of strong
labels, i.e., the total number of samples, and the number of
weak annotations, i.e., the total number of bags where it is
present.

3) REFIT: The dataset contains measurements from 21
houses. Data were downsampled uniformly to 8 s. Each house
contains different appliance-level power readings with a max-
imum of 4 devices. We used the same houses reported in
[29], a part from house 20 since it contains only two Kettle
activations. Houses 4, 9, and 15 have been used to test on
unseen data, while the remaining for training. As in [49], we
considered the following date intervals:

• houses 9, 12, 18: 07/12/2013-08/07/2015;
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TABLE I
UK-DALE DATASET CHARACTERISTICS. NUMBERS ARE IN THOUSANDS.

Strongly and weakly annotated set Weakly annotated set Average power consumption
in a activation (W)Training (k) Validation (k) Test (k) Training (k)

Appliances Strong Weak Strong Weak Strong Weak Weak
Kettle 996.6 31.4 196.3 6.9 91.4 2.2 11.7 1996

Microwave 849.7 31.0 157.2 7.0 83.8 2.4 11.9 1107
Fridge 1221.9 4.8 709.4 2.9 130.3 0.6 31.2 91

Washing Machine 837.7 1.2 881.4 1.2 102.5 0.2 30.9 487
Dishwasher 554.5 0.6 790.1 0.9 87.5 0.2 31.3 723
Nr. of bags 41.720 10.428 3.271 58.213

TABLE II
REFIT DATASET CHARACTERISTICS. NUMBERS ARE IN THOUSANDS.

Strongly and weakly annotated set Weakly annotated set Average power consumption
in a activation (W)Training (k) Validation (k) Test (k) Training (k)

Appliances Strong Weak Strong Weak Strong Weak Weak
Kettle 2917.3 62.2 619.2 15.5 623.9 20.9 3.0 2048

Microwave 1858 40 455.6 9.9 467.7 12.0 20.0 893
Fridge 6030 10 1635.5 3.0 1396.1 1.4 55.0 90

Washing Machine 2402.2 6.1 2062.9 5.7 228.3 0.5 55.0 513
Dishwasher 2263.2 2.9 2822.5 4.4 472.0 0.5 53.0 881
Nr. of bags 97.385 24.297 22.425 102.078

• houses 10, 17: 20/11/2013-30/06/2015;
• houses 2, 5, 7, 16: 17/09/2013-08/07/2015;
• house 13: 26/09/2013-08/07/2015;
• houses 3, 4, 6, 8, 11, 15, 19: 26/09/2013-08/07/2015.

Details on the training, validation and test sets are reported in
Table II.

4) Pre-processing: Aggregate data were normalized with
mean and standard deviation values computed from the train-
ing set.

B. Benchmark Methods

The proposed method has been compared to two benchmark
methods that recently appeared in the literature. The first is
the LSTM network presented in [16], that has been already
used as benchmark method for classification in [25], [51]. As
in [25], to perform multi-label classification, the last layer of
the network has been replaced with a fully-connected layer
composed of 5 neurons followed by a sigmoid activation
function. The network is trained only on strongly labeled
data using the loss defined in (11). The second benchmark
method is the Semi-Supervised Multi-Label TCN (SSML-
TCN) proposed in [25]. The network has been implemented
and trained with the hyperparameters reported by the authors.
The SSML-TCN network has been trained using both strongly
and weakly labeled data, with the latter used as unlabeled data.
The resulting loss function is the sum of the cross-entropy
loss defined in (11) and the consistency loss computed on the
student and teacher predictions as in [25].

The proposed solution has been evaluated also against a
CRNN trained only on strongly annotated data as the LSTM
network. Referring to Fig. 1, this means that this network
outputs only instance-level predictions, and it does not com-
prise the linear softmax pooling layer and clip smoothing. This
network will be denoted as S-CRNN in the following.

C. Evaluation Metrics

The performance of the algorithm has been assessed at
the instance level, while the bag-level output has not been
considered. The metrics used in the evaluation are the F1-score
(F1) and the Total Energy Correctly Assigned (TECA) [52].
The F1-score is used to evaluate the model prediction ability,
balancing between the presence of accurate classification and
false activations. F1-score for appliance k is calculated as:

F
(k)
1 =

2 · TP (k)

2 · TP (k) + FP (k) + FN (k)
, (13)

where TP (k) is the number instances correctly assigned to
appliance k (true positives), FP (k) is the number instances
incorrectly assigned to appliance k (false positives), and
FN (k) is the number instances incorrectly assigned to other
appliances (false negatives). The average performance across
appliances is calculated by using the micro-averaged F1-score:

F1-micro =
2 ·

∑K
k=1 TP

(k)∑K
k=1

(
2 · TP (k) + FP (k) + FN (k)

) . (14)

TECA has been introduced in [52] to evaluate the energy
disaggregation error and is defined as:

TECA = 1−
∑

k

∑
t |x̂k(t)− x̄k(t)|
2
∑

t ȳ(t)
, (15)

where x̂k(t) is the power of appliance k at the time instant t,
x̄k(t) the related ground-truth power, and ȳ(t) =

∑
k x̄k(t).

The estimated power x̂k(t) is reconstructed by multiplying the
estimated states ŝk(t) and the average power in an activation of
appliance k, while x̄k(t) by considering the ground-truth states
sk(t). Average powers are reported in Table I and Table II
respectively for the UK-DALE and REFIT datasets.

Differently from F1-micro, TECA is more influenced by
high power appliances, thus, it may result in high values even
when low-power appliances are classified poorly [52].
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D. Experimental procedure

Referring to the strongly and weakly annotated training
sets reported in Table I and Table II, we performed three
experiments in different training conditions:

1) Experiment 1: all the weakly annotated training bags are
used for training, while the number of strongly annotated
bags is varied from 0% to 100% (step 20%);

2) Experiment 2: the amount of strongly annotated bags
is fixed to 20%, while the number of weakly annotated
bags is varied from 0% to 100% % (step 20%);

3) Experiment 3: we evaluate if mixing strongly labeled
data of UK-DALE and weakly labeled data of REFIT
improves the performance on the respective test sets
compared to training only on strongly labeled data.

The objective of the first two experiments is to evaluate
how weakly labeled data influence performance, particularly
if they indeed provide an improvement when the amount
of strongly labeled data is modest. In Experiment 1, we
progressively decrease the amount of strongly labeled data,
and we evaluate when the contribution of weakly labeled data
is significant. In Experiment 2, we consider a certain amount of
strongly labeled data for which weakly labeled data provide
a performance improvement, and then we vary the amount
of weakly labeled data. In this way, we study which amount
of weakly labeled data provides a performance improvement.
Note that in the first experiment, 0% of strongly annotated
training data means that training is performed by using only
weak supervision. In the third experiment, we consider the
case where it is possible to acquire additional data on a target
environment, but annotation is performed only with weak
labels. For example, when end users perform annotation as
a result of a prompt to label an aggregate power segment in
which unknown loads are present. In this case, users annotate
the entire segment with a weak label, thus indicating only
whether an appliance was active or not. In this situation, we
want to evaluate if mixing this additional data with strongly
annotated data from a public dataset provides some benefits.
To perform this evaluation, weakly labeled data and test data
from REFIT have been resampled to 6 s as UK-DALE strongly
labeled data.

A tuning procedure has been performed for each training
condition to find the values of hyperparameters that achieve
the highest performance on the validation set. The procedure
has been conducted separately for the proposed method and
the S-CRNN network. In this way, we reduce the possibility

TABLE III
TRAINING HYPERPARAMETERS NOT SUBJECT TO TUNING.

Parameters Value

Batch size 64 (UK-DALE)
128 (REFIT)

Learning rate 0.002
Training epochs 1000
Patience 15
Stride 1
Padding Same
Weights initializer Glorot Uniform
Bias initializer Zeros

TABLE IV
HYPERBAND PARAMETERS.

Parameters [Range], Step Distribution
Max epochs 20 -
Factor 2 -
U [8, 16, 32, 64, 128, 256] Random choice
H [2, 6], 1 Uniform
Ke [3, 7], 2 Uniform
p [0.1, 0.5], 0.1 Uniform

TABLE V
HYPERPARAMETERS DETERMINED AFTER TUNING.

Dataset % Weak % Strong H U Ke p

UKDALE
100 0 4 16 5 0.1

20-100 3 64 5 0.1
0 20-100 3 64 5 0.1
20-100 20 3 64 5 0.1

REFIT

0

20 4 256 5 0.3
40 3 64 3 0.2
60 3 128 3 0.2
80 4 128 7 0.3
100 5 64 3 0.2

20, 40
20

4 256 5 0.3
60, 80 3 64 3 0.1
100 3 64 3 0.3

100
40 4 64 5 0.1
60 4 64 3 0.2
80, 100 4 64 5 0.1
0 3 32 3 0.1

that the performance difference is due to a wrong or biased
choice of the values of the hyperparameters.

Hyperband [53] has been used for searching the following
hyperparameters: number of convolutional layers (H), number
of units in the recurrent layers (U ), the dropout rate (p), and
kernel size (Ke). The number of filters F in each convolutional
layer increases doubling layer by layer with an initial value
of 32. Table III reports the values of the hyperparameters not
subject to tuning, Table IV the hyperparameters of Hyperband,
and Table V the values determined after tuning for the different
training conditions. The value of λ has been initially set to 1.
Then, we monitored the values assumed by the two losses Ls

and Lw, and we selected the final value of λ to make them of
the same order of magnitude.

E. Post-processing

We selected whether to apply median filtering, clip smooth-
ing, or none of the two by evaluating the results obtained
on the validation set. Median filtering did not improve the
classification performance, so it was not used.

The threshold for obtaining the final classification values
from output probabilities has been selected on the validation
set, based on the value that maximizes the F1-score.

V. RESULTS AND DISCUSSION

This section firstly presents the results obtained with a fixed
amount of weakly and strongly labeled data (Experiment 1 and
2), then the results obtained by mixing strongly labeled data of
UK-DALE and weakly labeled data of REFIT (Experiment 3).
As a first note, Table VI reports the maximum model size, and
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TABLE VI
MAXIMUM MODEL SIZE, TRAINING AND TEST TIME OF ALL THE

EVALUATED METHODS.

Method Max Model Size Training Time Testing Time
LSTM 4.97 MB 172 ms/step 3.6 ms

SSML-TCN 6.18 MB 143 ms/step 4 ms
S-CRNN 4 MB 215 ms/step 0.3 ms
Proposed 1.39 MB 214 ms/step 0.3 ms

TABLE VII
RESULTS OBTAINED ON THE UK-DALE AND REFIT DATASETS BY USING

WEAKLY LABELED DATA ONLY.

0% Strong, 100% Weak
KE MW FR WM DW F1-micro TECA

UKDALE 0.89 0.76 0.29 0.36 0.39 0.52 0.57
REFIT 0.21 0.17 0.01 0.09 0.17 0.11 0.06

the training and inference times for all the evaluated methods.
Note that the network of the proposed approach is the smallest
of the evaluated methods and, along with S-CRNN, requires
the least amount of time for testing. On the other hand, it
requires more time for training, as S-CRNN, compared to
other methods. Training and test times have been obtained
on a NVIDIA DGX Station A100 [54].

A. Experiment 1: Fixed amount of weakly labeled data

1) UK-DALE: The results related to this experiment are
reported in Table VII, Table VIII, and Fig. 3. Table VII shows
the results obtained by using only weak labels for training.
Observing the results, Kettle and Microwave F1-scores are
above 0.75, with the former equal to 0.89. On the contrary,
Fridge, Washing Machine, and Dishwasher scores are below
0.5, meaning that the absence of strong labels impacts their
results more than other appliances.

Table VIII reports the results obtained when strongly labeled
data are used concurrently with weak labels. In terms of F1-

TABLE VIII
RESULTS OBTAINED ON THE UK-DALE DATASET RELATED TO

EXPERIMENT 1. BEST SCORES FOR EACH STRONG PERCENTAGE ARE
HIGHLIGHTED IN BOLD. BEST SCORE AMONG ALL THE PERCENTAGE ARE

UNDERLINED.

% Strong Method KE MW FR WM DW F1-micro TECA

20

LSTM [16] 0.95 0.74 0.35 0.44 0.69 0.61 0.79
SSML-TCN [25] 0.82 0.70 0.16 0.39 0.60 0.46 0.60

S-CRNN 0.98 0.67 0.42 0.80 0.81 0.72 0.86
Proposed 0.99 0.92 0.58 0.87 0.74 0.81 0.91

40

LSTM [16] 0.99 0.93 0.59 0.59 0.88 0.77 0.89
SSML-TCN [25] 0.92 0.86 0.37 0.62 0.48 0.64 0.77

S-CRNN 0.99 0.95 0.70 0.88 0.84 0.86 0.94
Proposed 0.98 0.96 0.69 0.87 0.88 0.87 0.94

60

LSTM [16] 0.99 0.93 0.53 0.69 0.84 0.76 0.89
SSML-TCN [25] 0.95 0.87 0.39 0.70 0.64 0.68 0.82

S-CRNN 0.99 0.96 0.67 0.90 0.71 0.84 0.93
Proposed 0.99 0.96 0.70 0.87 0.83 0.86 0.94

80

LSTM [16] 0.99 0.95 0.58 0.68 0.69 0.75 0.88
SSML-TCN [25] 0.96 0.84 0.41 0.76 0.60 0.68 0.83

S-CRNN 0.99 0.96 0.70 0.83 0.89 0.86 0.94
Proposed 0.98 0.95 0.70 0.89 0.87 0.87 0.93

100

LSTM [16] 0.99 0.95 0.65 0.78 0.75 0.80 0.91
SSML-TCN [25] 0.97 0.85 0.43 0.76 0.61 0.71 0.84

S-CRNN 0.99 0.96 0.70 0.89 0.91 0.88 0.95
Proposed 0.98 0.96 0.74 0.89 0.86 0.88 0.93

AVG.

LSTM [16] 0.98 0.90 0.54 0.64 0.77 0.74 0.87
SSML-TCN [25] 0.92 0.82 0.35 0.65 0.59 0.63 0.77

S-CRNN 0.99 0.90 0.64 0.86 0.83 0.83 0.92
Proposed 0.98 0.95 0.68 0.88 0.84 0.86 0.93

micro, apart when 100% of strongly labeled data is used, the
proposed method provides better performance with respect
to benchmark approaches. In terms of TECA, the S-CRNN
achieves the overall greatest value, but on average the proposed
method achieves superior performance. In particular with
20%, 40% and 60% of strongly labeled data, i.e., when the
number of strong labels is modest, the proposed method shows
more accuracy. Considering the average across the different
percentages of strongly labeled data (last line of Table VIII),
the proposed method significantly improves the performance
of all the appliances, with the only exception of Kettle. On
average, the F1-micro improvements compared to LSTM,
SSML-TCN, and S-CRNN are respectively 16.22%, 36.51%,
and 3.61%. Among benchmark methods, S-CRNN performs
more accurately compared to LSTM and SSML-TCN.

Fig. 3 shows the difference between the F1-scores of each
appliance, the F1-micro, and the TECA of the proposed
method and S-CRNN for the different percentages of strongly
labeled data. S-CRNN has been chosen among benchmark
methods since it is the best performing among them. Moreover,
it allows highlighting the contribution of weak labels since the
architecture is very similar to the one of the proposed method.
It is evident that the greatest improvement occurs when the
percentage of strongly labeled data is 20%, i.e., when the
difference between the amount of strongly and weakly labeled
data is the largest, meaning that in this case weak labels
influence more the learning phase. Apart from the Dishwasher,
the improvement is consistent for all the appliances.

Above 20%, the improvement of the proposed method
reduces, but it remains significant up to 100%. In this case,
the F1-micros are comparable, meaning that the contribution
of weak labels is less important. Observing the performance
of the individual appliances, weak labels influence to a lesser
extent the performance of Kettle and Microwave.

The appliances that exhibit a less consistent behavior with
weak labels are Dishwasher and Washing Machine. Regarding
the former, with 40% and 60% of strongly labeled data, the
proposed method improves the performance with respect to
full supervision, while with 20%, 80%, and 100% the perfor-

KE MW FR WM DW F1-micro TECA

0

0.1

0.2

% Strong: 20% 40% 60% 80% 100%

Fig. 3. Difference between F1-scores of each appliance, F1-micro, and
TECA of the proposed method and S-CRNN for UK-DALE for the different
percentages of strongly labeled data.
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Fig. 4. Training loss and validation loss and F1-score for the experiment
related to 40% strong data and 100% weak data for UK-DALE. Vertical bar
indicates the early stopping epoch.

mance is lower. The same holds for Washing Machine where
the performance improves with 20% and 80% of strongly
labeled data, while in the other cases weak supervision does
not improve the classification ability. A possible explanation
for this behavior can be related to the shape of the activations
of these appliances, which are more complex compared to the
others, as also reported in the previous literature [29].

Observing the results of the individual appliances, for Kettle
and Microwave weak labels allow to use a less amount
of strong labels for obtaining the same F1-score. For the
Fridge, on the other hand, weak labels provide the overall
best performance when 100% of strongly labeled data is used.

Fig. 4 shows an example of the loss trend for training,
validation, and test, the F1-micro trend during training, and
the final value on the test set. Early stopping occurs on the
46th epoch.

2) REFIT: REFIT is a more challenging dataset than UK-
DALE as it is significantly noisier [55]. Indeed, the results
shown in Table VII obtained by using only weakly labeled
data are lower compared to the ones obtained with UK-DALE
leading to the conclusion that weakly labeled data only are
not sufficient to achieve satisfactory performance.

Table IX reports the results with a fixed amount of weakly
labeled data and varying percentages of strongly labeled data.
Observing the F1-micro for the different percentages and
the average value, the proposed method achieves superior
performance compared to benchmark methods, with the only
exception of 60% of strongly labeled data where S-CRNN
performs the same. The best F1-micro is reached with the
proposed method when the percentage of strongly labeled
data is 40%. In terms of TECA, on average, S-CRNN and
the proposed method achieve similar results, with the former
obtaining a value 0.01 greater. The performance of the ap-
pliances with the highest average power consumption in an

TABLE IX
RESULTS OBTAINED ON THE REFIT DATASET RELATED TO EXPERIMENT
1. BEST SCORES FOR EACH STRONG PERCENTAGE ARE HIGHLIGHTED IN
BOLD. BEST SCORE AMONG ALL THE PERCENTAGE ARE UNDERLINED.

% Strong Method KE MW FR WM DW F1-micro TECA

20

LSTM [16] 0.86 0.53 0.23 0.46 0.67 0.51 0.74
SSML-TCN [25] 0.72 0.71 0.12 0.59 0.51 0.42 0.58

S-CRNN 0.68 0.40 0.29 0.68 0.68 0.44 0.65
Proposed 0.68 0.80 0.50 0.54 0.58 0.59 0.65

40

LSTM [16] 0.84 0.77 0.25 0.27 0.70 0.54 0.76
SSML-TCN [25] 0.81 0.71 0.08 0.52 0.47 0.39 0.65

S-CRNN 0.85 0.83 0.28 0.72 0.76 0.62 0.81
Proposed 0.74 0.80 0.45 0.59 0.85 0.63 0.76

60

LSTM [16] 0.67 0.80 0.31 0.48 0.46 0.51 0.71
SSML-TCN [25] 0.74 0.70 0.10 0.61 0.48 0.36 0.63

S-CRNN 0.81 0.86 0.35 0.72 0.63 0.62 0.79
Proposed 0.78 0.82 0.40 0.54 0.82 0.62 0.77

80

LSTM [16] 0.70 0.77 0.43 0.59 0.69 0.58 0.73
SSML-TCN [25] 0.80 0.74 0.08 0.63 0.55 0.43 0.70

S-CRNN 0.76 0.75 0.32 0.76 0.81 0.60 0.77
Proposed 0.58 0.79 0.41 0.76 0.89 0.61 0.74

100

LSTM [16] 0.57 0.80 0.43 0.53 0.31 0.51 0.67
SSML-TCN [25] 0.77 0.73 0.11 0.60 0.52 0.42 0.68

S-CRNN 0.64 0.80 0.33 0.65 0.65 0.55 0.71
Proposed 0.73 0.84 0.36 0.77 0.78 0.62 0.78

AVG.

LSTM [16] 0.73 0.73 0.33 0.47 0.57 0.53 0.72
SSML-TCN [25] 0.77 0.72 0.10 0.59 0.51 0.40 0.65

S-CRNN 0.75 0.73 0.31 0.71 0.71 0.57 0.75
Proposed 0.70 0.81 0.42 0.64 0.78 0.61 0.74

activation and the composition of the test set influence the
behavior for the different percentages of strongly labeled data.
As shown in Table II, the Kettle is the appliance with the
highest power consumption, and with 20%, 40%, and 60%
of strongly labeled data, the method with the greatest F1-
score on the Kettle also achieves the highest TECA. When the
percentage of strongly labeled data is 80% and 100%, SSML-
TCN achieves the highest F1-score, but the overall F1-micro
is significantly lower than the proposed method and S-CRNN,
and the value of TECA is consequently lower. However, it is
worth remarking that the proposed method achieves an average
TECA close to the one of the S-CRNN, while providing a
higher F1-micro..

Regarding individual appliances, in terms of average F1-
scores, the proposed method achieves the greatest performance
for Microwave, Fridge, and Dishwasher, while SSML-TCN for
Kettle and S-CRNN for Washing Machine. The best F1-scores
across all the percentages (underlined results in Table IX) are
obtained by using the proposed method for Washing Machine,
Dishwasher, and Fridge, while with LSTM for the Kettle and
S-CRNN for the Microwave.

Fig. 5 shows the difference between the F1-scores of each
appliance, the F1-micro, and the TECA of the proposed
method and S-CRNN. We focus on S-CRNN as with UK-
DALE for the same reasons, i.e., since it is the best performing
among benchmark methods, and it allows to highlight the con-
tributions of weak labels. Microwave, Fridge and Dishwasher
are the appliances that benefit most from weak labels during
training, in particular when strong data are only 20%. On the
other hand, Kettle and Washing Machine exhibit the greatest
benefit from weak labels when the amount of strongly labeled
data is large.

B. Experiment 2: Fixed amount of strongly labeled data

As aforementioned, in this experiment the amount of
strongly labeled data is fixed and the amount of weakly labeled
data varies. Both for UK-DALE and REFIT, the percentage
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Fig. 5. Difference between F1-scores of each appliance, F1-micro, and TECA
of the proposed method and S-CRNN for REFIT for the different percentages
of strongly labeled data.

TABLE X
RESULTS OBTAINED ON THE UK-DALE DATASET RELATED TO

EXPERIMENT 2. THE BEST RESULTS OBTAINED USING THE LEAST
AMOUNT OF WEAKLY LABELED DATA ARE HIGHLIGHTED IN BOLD.

% Weak Method KE MW FR WM DW F1-micro TECA
0 S-CRNN 0.98 0.67 0.42 0.80 0.81 0.72 0.86

20 SSML-TCN 0.85 0.71 0.19 0.46 0.65 0.54 0.68
Proposed 0.98 0.93 0.58 0.79 0.84 0.81 0.91

40 SSML-TCN 0.94 0.64 0.21 0.54 0.66 0.56 0.76
Proposed 0.99 0.92 0.51 0.81 0.69 0.77 0.89

60 SSML-TCN 0.89 0.66 0.21 0.51 0.68 0.56 0.73
Proposed 0.99 0.92 0.58 0.82 0.82 0.81 0.91

80 SSML-TCN 0.83 0.73 0.18 0.39 0.63 0.50 0.63
Proposed 0.98 0.92 0.53 0.83 0.81 0.80 0.91

100 SSML-TCN 0.82 0.70 0.16 0.39 0.60 0.46 0.60
Proposed 0.99 0.92 0.58 0.87 0.74 0.81 0.91

AVG. SSML-TCN 0.87 0.69 0.19 0.46 0.64 0.52 0.68
Proposed 0.99 0.92 0.56 0.82 0.78 0.80 0.91

of strongly labeled data is fixed to 20%, the lowest value
considered in Experiment 1. In this experiment, the objective
is to evaluate to what extent weakly labeled data influence
the performance when the amount of strongly labeled data is
modest. For each percentage, we trained the proposed method
and SSML-TCN since the other benchmark methods use only
strongly labeled data for training and the training set does not
change. For the sake of conciseness, in Table X and Table XI,
we report only the results of the proposed method, SSML-
TCN, and S-CRNN since it is the method that achieved the
best average performance in Experiment 1.

1) UK-DALE: Table X presents the results related to the
UK-DALE dataset. Observing the results, in terms of F1-
micro, introducing 20% of weak labels allows achieving the
highest performance. Indeed, introducing more weak data does
not provide significant improvements in that sense. In terms
of TECA, the greatest value is obtained by using 20%, 60%,
80%, and 100% of weakly labeled data. Compared to S-CRNN
and SSML-TCN, the proposed method always achieves greater
F1-micro and TECA.

Regarding individual appliances, the greatest average F1-
micro is always achieved by using the proposed method. The
highest F1-scores for most appliances are obtained with the
lower percentages of weak data (20% and 40%). The F1-score
of Kettle and Microwave is almost independent of the number

TABLE XI
RESULTS OBTAINED ON THE REFIT DATASET RELATED TO EXPERIMENT
2. THE BEST RESULTS OBTAINED USING THE LEAST AMOUNT OF WEAKLY

LABELED DATA ARE HIGHLIGHTED IN BOLD.

% Weak Method KE MW FR WM DW F1-micro TECA
0 S-CRNN 0.68 0.40 0.29 0.68 0.68 0.44 0.65

20 SSML-TCN 0.74 0.74 0.06 0.54 0.32 0.36 0.54
Proposed 0.72 0.70 0.38 0.77 0.69 0.58 0.73

40 SSML-TCN 0.73 0.72 0.10 0.60 0.30 0.37 0.49
Proposed 0.66 0.85 0.36 0.77 0.66 0.59 0.73

60 SSML-TCN 0.72 0.69 0.09 0.53 0.30 0.34 0.49
Proposed 0.67 0.74 0.28 0.68 0.74 0.54 0.70

80 SSML-TCN 0.72 0.71 0.07 0.49 0.45 0.37 0.58
Proposed 0.60 0.81 0.39 0.69 0.70 0.58 0.68

100 SSML-TCN 0.72 0.71 0.12 0.59 0.51 0.42 0.58
Proposed 0.68 0.80 0.50 0.54 0.58 0.59 0.65

AVG. SSML-TCN 0.73 0.71 0.09 0.55 0.38 0.37 0.54
Proposed 0.67 0.78 0.38 0.69 0.67 0.58 0.70

of weak labels since it changes only by 0.01. Instead, the F1-
score of the Washing Machine improves constantly with the
increase of weakly labeled data used. The Dishwasher exhibits
a significant improvement by using 20% of weak data, then
the behavior is less consistent. A possible explanation is that
the performance is more influenced by the composition of the
weak dataset and the related unbalance of the classes.

In fact, the Dishwasher is significantly unbalanced consid-
ering weak annotations with a presence of 0.89%, with respect
to the total presences of all the appliances in the dataset when
weakly annotated data considered are 40%. In fact, for 20%
the presence is about 1.4%, for 60% is 3.4%, for 80% is 9.6%
and for 100% is 16.9%.

2) REFIT: Table XI reports the results related to the
REFIT dataset. Generally, the F1-micro related to the pro-
posed method for different percentages of weakly labeled data
does not change significantly, apart for 60%. Regardless the
percentage, the proposed method always outperforms SSML-
TCN and S-CRNN in terms of F1-micro and the highest value
is obtained for 40% of weakly labeled data. In terms of TECA,
the proposed method outperforms both S-CRNN and SSML-
TCN, achieving the overall greatest value with 20% and 40%
of weakly labeled data.

Regarding individual appliances, on average, the highest F1-
scores are achieved by using the proposed method with the
only exception of the Kettle. For the different weakly labeled
data percentages, the F1-scores behaves differently depending
on the appliance, but generally highest scores occur for lower
percentages (20%-40%). This applies to the Kettle, Washing
Machine and Microwave, while for the Dishwasher the best
F1-score is obtained when the percentage is 60% and for the
Fridge when it is 100%. For the Microwave, the F1-score is
always higher than the one of the S-CRNN method. SSML-
TCN achieves the highest F1-score for the Kettle. However,
the proposed method classifies the Kettle better than the S-
CRNN when the weak data are modest (20%).

C. Experiment 3: Mixed training set

In this experiment, we evaluate whether mixing weakly
labeled data of REFIT and strongly labeled data of UK-
DALE during training improves the performance compared
to S-CRNN on the test sets of both datasets. Among the
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TABLE XII
RESULTS OBTAINED ON THE UK-DALE TEST SET WITH MIXED TRAINING

SET. BEST SCORES ARE REPORTED IN BOLD.

KE MW FR WM DW F1-micro TECA
S-CRNN 0.98 0.67 0.42 0.80 0.81 0.72 0.86
Proposed 0.96 0.75 0.34 0.79 0.88 0.75 0.88(Mixed)

TABLE XIII
RESULTS OBTAINED ON REFIT TEST SET WITH MIXED TRAINING SET.

BEST SCORES ARE REPORTED IN BOLD.

KE MW FR WM DW F1-micro TECA
S-CRNN 0.68 0.40 0.29 0.68 0.68 0.44 0.65
Proposed 0.78 0.45 0.21 0.43 0.74 0.47 0.68(Mixed)

benchmark approaches, we chose S-CRNN since it is the best
performing, and it allows us to highlight the contribution of
weakly labeled data since its architecture is similar to that of
the proposed method. The percentage of UK-DALE strongly
labeled training set is 20%.

As shown in Table XII for the UK-DALE dataset, the
proposed network trained on mixed datasets improves both
F1-micro and TECA with respect to supervised learning. In
particular, for Microwave and Dishwasher, the improvement
is consistent, while for Kettle, Fridge, and Washing Machine,
the performance slightly deteriorates.

On the REFIT test set, F1-micro improves by 6.8% when
the mixed training set is used compared to when training is
performed only on strongly labeled REFIT data (Table XIII).
TECA is also higher for the proposed method, with a 4.6%
improvement over S-CRNN. Note, however, that the F1-score
of all appliances increases, and the only exceptions are the
Fridge and the Washing Machine. This result is coherent
to what was reported in [29], where Washing Machine was
the only appliance with lower performance when training
and testing were performed on different datasets. Moreover,
consider also that in our case, we used only the UK-DALE
validation set (Table I) for early stopping and hyperparameters
optimization, and Washing Machine is the appliance having
the largest quantity of strong labels compared to the others.
Nonetheless, this result evidences how a modest quantity of
strong data with weak annotations can positively enhance
classification on unseen data for most appliances.

D. Discussion

The results evidenced that the proposed method provides an
overall positive contribution compared to benchmark methods
and full supervision alone. The first two experiments high-
lighted that the highest average scores have been obtained
with weakly labeled data and that for certain appliances, it
is possible to obtain the same performance with a lower
amount of strongly labeled data (Kettle and Fridge for UK-
DALE and Fridge for REFIT). In particular, the appliances
that mostly benefit from weak labels are Microwave, Fridge
and Dishwasher for both datasets. Washing Machine scores
improve with weak data for UK-DALE but not for REFIT. The
same holds for Kettle. Moreover, the benefits of the proposed

approach are most evident when the percentage of strong anno-
tations is modest while, depending on the dataset composition,
the number of weakly labeled data can influence differently
the classification. In the view of a practical application, the
results obtained in Experiment 3 evidenced that mixing two
datasets improves the performance both when the test set is
from the same domain of strongly labeled data of the training
set (UK-DALE) and when the test set is from the same domain
of weakly labeled data of the training set (REFIT). The latter
result is particularly significant since it implies that acquiring
weakly labeled data from a target environment and mixing it
with strongly labeled data from a public dataset provides a
significant performance improvement.

The results also evidenced that depending on the appliances
and the dataset the behavior is not always consistent, and the
contribution of weak labels varies for the different percentages
of strong and weak annotations. It is worth noting that such
behavior affects also benchmark methods, suggesting that it
may be a critical aspect of neural networks-based multi-label
appliance classification methods. We consider this as an open
problem that requires further studies and specific works.

In summary, the obtained results evidenced that generally
the proposed method is particularly advantageous when the
number of weak labels exceeds that of strongly annotated
bags. On the other hand, the advantage reduces when the two
amounts are comparable. Thus, when using the presented ar-
chitecture, a possible strategy is to augment a dataset annotated
only with strong labels with a large amount of weakly labeled
data, as it is easier to collect and yield better performance.

VI. CONCLUSION

This work presented a multi-label appliance classification
method based on a deep neural network and weakly labeled
data. The task has been formulated as a MIL problem, and a
CRNN with the related learning strategy for exploiting both
weak and strong labels has been presented.

In the experiments, we evaluated if weak information is
indeed able to provide a performance advantage while requir-
ing less labeling effort. The experiments on the UK-DALE
dataset conducted in different training conditions showed that
weakly labeled data improve the performance in terms of F1-
micro and TECA, particularly when the amount of strongly
labeled data is modest. Moreover, combining the strongly
labeled UK-DALE training set and the weakly labeled REFIT
training set proved advantageous in the respective test sets,
demonstrating the effectiveness of adding weakly labeled data
from a different dataset to the training set.

Future works will extend the potentiality of weak supervi-
sion to transfer learning methods and other tasks related to
NILM. More in detail, the proposed method can be employed
for estimating active power profiles of individual appliances
by using real-valued weak labels instead of categorical anno-
tations. Although using weak labels can prevent annotation
errors, an investigation on wrongly annotated data in presence
of weak labels can be useful in a practical real-world scenario.
Critical aspects that emerged here, such as the performance for
the different appliances and training set compositions will be
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further investigated. Moreover, aspects specific to the neural
network operation and learning, such as the pooling function
and the contribution of the weak and loss functions, will
be further studied. Finally, the deployment of the proposed
method on a embedded platform and the related evaluation on
a real application scenario will be considered.
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