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A B S T R A C T   

This study performed surface tension measurements assisted by molecular simulations for new candidate re-
frigerants R1132(E) and its isomer R1132a, which exhibit extremely low global warming potentials. Because the 
measured saturation density required for the surface tension measurement by the differential capillary rise 
method is insufficient at low temperatures, the density data was extrapolated by molecular simulations. In the 
process, quantum chemical and molecular dynamics simulations were performed to reproduce the vapor–liquid 
equilibrium state, and the accuracy of the obtained molecular force fields was verified by comparing them with 
the measured data. Based on the obtained surface tension data, validated temperature correlation equations were 
proposed for R1132(E) and R1132a, respectively, validated in the temperature range from 209 K to 225 K. 
Furthermore, their parachors, which relate surface tension to saturation density, were determined from the 
above data as 116.1 and 116.7 for R1132(E) and R1132a, respectively.   

1. Introduction 

Global warming is recognized as an anthropogenic effect in IPCC 
AR6 [1], and the global crisis associated with a global average tem-
perature increase of 1.5 to 2 K is now being analyzed. In addition to the 
climate crisis, global warming has complex and far-reaching effects such 
as ocean acidification, excessive use of nitrogen and phosphorus (fer-
tilizers) due to the food crisis [2], and social instability due to mass 
migration resulting from the deterioration of living conditions [3]. The 
reduction of long-lived greenhouse gases, as well as CO2, which accounts 
for the majority of greenhouse gas emissions, is important to minimize 
greenhouse gas emissions. Refrigerants have the longest atmospheric 
lifetimes. Hence, refrigeration and air-conditioning industries need to 
urgently switch to refrigerants with low global warming potentials 
(GWPs) [4]. However, no ideal refrigerant has been found that simul-
taneously satisfies the required criteria such as high energy efficiency, 
negligible acute toxicity, low flammability, and absence of polymeri-
zations hazard (e.g., disproportionate reaction), although hydro-
fluoroolefins (HFOs) are attracting attention as a substance group with 
extremely low GWP [5]. In addition, some refrigerants contain water- 

soluble carcinogens generated during their decomposition. Conse-
quently, many of these refrigerants have been eliminated as potential 
candidates for classification as controlled substances under the per- and 
poly fluoroalkyl substance (PFAS) environmental pollutant regulation 
[6]. Ethylene-derived HFO-based substances are among the few candi-
dates suitable for such scenarios. 

Table 1 summarizes the basic information regarding the substances 
R1132(E) and R1132a covered in this study. Both are ethylene fluorides 
with the molecular formula C2H2F2; however, R1132(E) is the trans- 
form HFC = CFH, and R1132a is the structural isomer CF2 = CH2. The 
thermodynamic properties of the two materials, including their critical 
parameters, have been reported in several studies. The critical temper-
ature of R1132a is 302.62 K [7], which is significantly lower than that of 
R1132(E) (348.82 K) [8]. The triple-point temperatures of R1132a and 
R1132(E) are notably disparate, at 111 K and 185 K [9], respectively, 
indicating a significant difference. Based on these data, R1132a and 
R1132(E) are the anticipated to be utilized as components in refrigerant 
mixtures for ultralow-temperature and air-conditioning equipment, 
respectively. However, information on their physical properties is 
insufficient for equipment design. For example, the surface tension 
required for accurate heat transfer coefficient calculations has not yet 
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been reported with a high accuracy. 
Raabe et al. successfully used molecular simulation, specifically 

Gibbs ensemble Monte Carlo (GEMC) simulation, to quantitatively 
predict the vapor–liquid saturation densities and saturation pressures of 
several propylene-based HFO substances, whose measurements were 
insufficient [10–14]. These methods can also be applied to molecular 
dynamics (MD) simulations to predict the saturation densities of the 
ethylene-based target substances, R1132(E) and R1132a. This study 
calculated the vapor–liquid coexistence curves and saturation pressures 
from near the triple point to the critical point, using molecular simula-
tions and verified them against experimental data. Furthermore, the 
surface tension was measured from 235 K to 300 K using the data ob-
tained from vapor-liquid coexistence curves. On the other hand, 
research using MD simulations for surface tension is also progressing. 
Recent trends in the past approximately 15 years include studies 
focusing on the unique surface activity induced at the vapor–liquid 

interface of binary mixtures [15–18]. In this study, MD simulations were 
also used to predict surface tension at low temperatures, where mea-
surement is difficult. 

Nomenclature 

a2 capillary constant [m2] 
D half of interfacial thickness [m] 
g local gravitational acceleration [m s− 2] 
gn normal gravitational acceleration (=9.80665 ms− 2)[m 

s− 2] 
Δhc corrected differential capillary rise height[m] 
Δhm measured differential capillary rise height[m] 
kB Boltzmann constant (=1.380649 × 10− 23 J K− 1) [J K− 1] 
kr force constant of bonding [J mol− 1 m− 2] 
kθ force constant of angle [J mol− 1 rad− 2] 
kϕ force constant of dihedral [J mol− 1] 
Lz length of simulation cell box in the z-direction [m] 
MM molar mass [kg mol− 1] 
n constant in Eq. (1) [-] 
P pressure or pressure tensor [Pa] 
[P] parachor parameter [(mNm− 1)1/4cm3mol− 1] 
q partial charge [C] 
r bond length or capillary radius [m] 
r0 bond length of equilibrium [m] 
rij distance between two non-bonded atoms i and j[m] 
T temperature [K] 
TR reduced temperature (=T/Tcrit) [-] 
Ubonded bonding energy [J mol− 1] 
Unon-bonded nonbonding energy [J mol− 1] 
z position in z direction [m] 
zR position of interface at right [m] 

zL position of interface at left [m] 

Greek symbols 
γ surface tension [N m− 1] 
ε0 vacuum permittivity [F m− 1] 
ε Lenard-Jones potential energy[J mol− 1] 
ϕ dihedral angle[rad] 
ϕ0 phase angle[rad] 
θ angle[rad] 
θ0 equilibrium angle[rad] 
ν molar volume [m3 mol− 1] 
ρ density [kg m− 3] 
ρ’ liquid density [kg m− 3] 
ρ″ vapor density [kg m− 3] 
ρ̃́  molar liquid density [mol m− 3] 
ρ̃ʹ́  molar vapor density[mol m− 3] 
σ Lenard-Jones potential collision diameter [m] 
φ contact angle [rad] 
ω acentric factor [-] 

Subscripts 
crit critical point 
empirical empirical correlation 
HT Hankinson-Thomson correlation 
sat saturated 
x x direction 
y y direction 
z z direction  

Table 1 
Basic information of the target substances, R1132(E) and R1132a.  

ASHRAE refrigerant number a R1132(E) R1132a 

IUPAC chemical name trans-1,2-difluoroethylene 1,1-difluoroethene 
CAS no. 1630–78-0 75–38-7 
Molar mass [g mol− 1] 64.035 64.035 
Critical temperature [K] 348.82 ± 0.01b 302.62 ± 0.01 e 

Critical pressure [kPa] 5172.5 ± 1.0c 4448.0 ± 2.0 e 

Critical density [kg m− 3] 438 ± 5b 414 ± 5 e 

Acentric factor 0.2433c, f 0.176 e, f 

Triple point temperature [K] 184.9 d 111.0 d 

aASHRAE [19], bSakoda et al. [8], cPerera et al. [20], dTomassetti et al. [9], 
ePerera et al. [7]. 
f defined by the saturation pressure at the converted temperature of 0.7, ω =

− log10(Psat)Tr=0.7 − 1 [21].  

Table 2 
Selected methods and options in MO and MD simulations. *.  

MO 

Software Gaussian 16 W [27] 
Optimization CCSD/DGTZVP [39–41] 

“geom = connectivity, scf = tight” ** 
Energy CCSD/DGTZVP“iop  

(6/41 = 10,6/42 = 17,6/50 = 1), scf = tight” ** 
Charge assignment 

scheme 
RESP [23] assigned by Antechamber [28,29] 

Scanning CCSD/DGTZVP 
“opt = modredundant, geom = connectivity, scf = tight”  

MD 
Code GROMACS 2016 double precision [42] 
Number of molecules 2500 ~ 3000 
Boundary Periodic in x, y, and z directions 
Integrator Leap-flog [43,44] 
Ensemble NVT 
Velocity generation Maxwell distribution with random seed with NVT 

ensemble 
Time step 0.5 fs 
Equilibration period 4 – 10 ns 
Sampling period 2 – 3 ns 
vdW cutoff 1.5 nm 
Coulomb Particle-mesh Ewald [45] 
Coulomb cutoff 1.5 nm 
Temperature coupling Nose-Hoover chain [46,47] 
Holonomic constraints Hydrogen bonding (w/o angle constraint) using LINCS 

algorithm [48] 

* The used mol2 files and Gromacs topology files are included in the Appendix. 
** The descriptions in quotation marks “” indicate the input file entries. 
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2. Simulation 

The following procedure was employed to simulate a vapor–liquid 
equilibrium system to obtain density values at low temperatures, where 
experimental data was insufficient. First, molecular orbital (MO) simu-
lations were performed to develop molecular force fields for R1132(E) 
and R1132a. The MD simulation reproduced a vapor–liquid equilibrium 
system of 2,000–3,000 molecules using a molecular force field of the all- 
atom model. Since the target substance has only six constituent atoms, 
the rigid model could be advantageous in reducing computational cost. 
Subsequently, physical properties, such as orthobaric density, were 
computed by a statistical treatment. Table 2 lists the methods and op-
tions used in these simulations. The following provides a detailed 
description of the techniques used in the MO and MD simulations. 

The bonded interaction used in this study consists of harmonic bond 
stretching and harmonic angle-vibration potentials, and period-type 
proper dihedral potentials can be expressed as 

Ubonded =
∑1

2
kr(r − r0)

2
+

∑1
2
kθ(θ − θ0)

2
+

∑
kϕ[1 + cos(nϕ − ϕ0) ]

(1)  

The bonded interaction is parameterized by the equilibration bonding 
length and angle, as well as the spring constants kr (kJ mol− 1 nm− 2) and 
kθ (kJ mol− 1 rad− 2), obtained by MO simulation. The third term ϕ de-
notes the dihedral angle. The phase angle ϕ0 takes the values of either 
0◦ or 180◦. Because the two target substances are ethylene derivatives 
and are tightly bonded at a dihedral angle of 180◦ with a carbon–carbon 
double bond as the backbone, the dihedral angle parameters of 
AMBER03 [22] were adopted. 

The nonbonded interaction in this study consists of Coulomb and van 
der Waals forces, formulated by the following equation. The 12–6 Len-
nard–Jones interaction form was employed as the van der Waals term. 

Unon - bonded =
∑ qiqj

4πε0rij
+

∑
4εij

[(
σij

rij

)12

−

(
σij

rij

)6
]

(2)  

These two interactions between atoms separated by three covalent 

bonds (e.g., 1–4 interactions) were considered by multiplying the 
scaling factor by 0.5. The partial static charges q at the atomic nuclei 
were assigned from the MO simulation, using the restrained electrostatic 
potential (RESP) scheme [23]. The Lennard–Jones parameters ε and σ, 
which are based on those proposed by Raabe for R1123 and R1234yf, 
are fine-tuned to be consistent with the saturation density measured 
near the critical point. σ was adjusted primarily to match the saturated 
liquid density at lower temperatures, while ε was adjusted to reproduce 
the density curve asymptotically toward the critical temperature. These 
adjustments were done through trial and error, with a cutoff of 1.5 nm, 
and based on density measurement data, ensuring no significant devi-
ation from values given by OPLS-AA/L[24], Raabe’s works[25,26], and 
AMBER03[22]. For heteroatomic combinations, ε and σ were calculated 
using the Lorentz–Berthelot rule: 

εij =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
εii + εjj

√
and σij =

σii + σjj

2
(3) 

The structures of the R1132(E) and R1132a monomers were opti-
mized using the CCSD/DGTZVP basis sets of Gaussian16W [27]. Energy 
calculations associated with the options listed in Table 2 were performed 
to obtain partial charges, which are a portion of the molecular force 
field. The contour in Fig. 1 (a) represents the electrostatic potential 
energy in Volts (V), mapped on an iso-electron-density surface of 
0.0004e Å− 3. Based on the results obtained, a RESP [23] was assigned 
using the Antechamber program [28,29]. Scanning calculations were 
performed to obtain bond and angle spring coefficients, indicating the 
intramolecular potentials. The molecular force field was constructed by 
adding the Lennard–Jones parameters, assigned by the general force 
field OPLS-AA/L [24], to the obtained values. Although various other 
general force fields have been developed (e.g., CGENFF [30], COMPASS 
III [31], CVFF [32], DREIDING-UT [33]) corresponds to the classical 
potential formula of the all-atom model, the OPLS-AA/L developed for 
small molecule solutions was employed in this study. 

Fig. 1(b) shows the vapor–liquid equilibrium model used in the MD 
simulations, reproduced in a cell box with periodic boundary conditions. 
The model simulates the existence of a thin liquid film that extends 
infinitely into the x-y plane in a vapor-filled volume, under zero-gravity. 
The number of molecules was set to 2500–3000 and equilibrated for 
4–10 ns using an NVT ensemble. At low temperatures, the vapor space 
widens when the number of molecules in the vapor phase is negligible. 
Cutoff values and other conditions are listed in Table 2. The saturation 
density, saturation pressure, etc., were calculated from the molecular 
distribution and normal pressure obtained by MD, as follows. 

The bulk saturated liquid density (ρ’) and saturated vapor density 
(ρ″) were calculated by fitting the z-directional density distribution ρ(z) 
averaged over 1–2 ns using the following equation [34]: 

ρ(z) = ρʹ́ +
ρʹ − ρʹ́

2

{
tanh

z − zR

D
− tanh

z − zL

D

}
(4) 

where zL and zR indicate the positions of the vapor–liquid interface 
on the left and right sides, respectively. D represents half of the interface 
thickness. The saturation pressure corresponds to the normal pressure 
tensor in the z-direction perpendicular to the vapor–liquid interface, 
averaged over the entire box cell and further averaged over the sampling 
time, 〈Pzz〉. Surface tension (γ) can also be obtained as follows. 

γ =

[

〈Pzz〉 −
〈Pxx〉 +

〈
Pyy

〉

2

]
Lz

2
(5) 

The tail collection effect [35], which considers the effect beyond the 
cutoff radius, is reported to be negligibly small by a factor of 4 to 5 or 
more for the Lennard–Jones parameter, σ [36,37]. This factor ranges 
from 4.16 to 6.12 in the present simulation; thus, the effect of tail 
correction can be considered negligible. This influence is discussed in 
more detail in Section 4. The NPzzAT ensemble has been demonstrated 
to be effective in improving the accuracy of surface tension calculations 
[38]. However, complete equilibration could not be achieved owing to 

Fig. 1. Simulation model. (a) Electrostatic potential mapped on an iso-elec-
tron-density surface of 0.0004e Å− 3. The contour represents the electro static 
potential energy in Volts. The force field used in MD was built from the MO 
results. (b) Cell box for vapor–liquid equilibrium used in the MD simulation. 
Periodic boundary conditions were applied to all surfaces. Under zero gravity 
conditions, a thin liquid film, surrounded by saturated vapor, exists in 
the center. 
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the high volatility of the substances addressed in this study. 

3. Measurement 

Fig. 2 shows the principle of the differential capillary rise method for 
measuring surface tension and a photograph of the glass capillaries and 
supporting brace used in the experiment. In a capillary with its lower 
end immersed in a liquid, the liquid rises with surface tension, and the 
height of the liquid column is determined by the balance between the 
surface tension and body force acting in the direction of gravity. By 
measuring the difference in height between the two liquid columns at 
the bottom of the meniscus and approximating the meniscus as a 
hemisphere, the height can be modified as follows [49] 

Δhc ≈ Δhm +
(r1 − r2)

3
(6)  

The capillary constant a2 was obtained from the corrected differential 
capillary height (Δhc), using the following equation: 

a2 =
gΔhc

gn(1/r1 − 1/r2)cosφ
≈

gΔhc

gn(1/r1 − 1/r2)
(7)  

where gn and g are the standard gravitational acceleration and gravita-
tional acceleration at the measurement location, respectively. 

γ =
a2gn(ρʹ − ρ́ )́

2
(8)  

where, ρ′ and ρ″ denote the saturated liquid and vapor densities. The 
liquid density ρ’ is given by the Hankinson–Thomson correlation [27] of 
the vapor–liquid coexistence curve, obtained based on the measure-
ments and MD simulations. Meanwhile, the vapor density ρ″ is given by 
the Peng–Robinson equation of state. If an accurate saturation density is 
reported in the future, the capillary constant reported herein and new 
density data can be substituted into Eq. (8) to obtain the correct surface 
tension. 

The difference in capillary rise between the two capillary tubes was 
measured using a digital traveling microscope with a 0.01 mm tolerance. 
Three glass capillaries with different inner radii were used, as shown in 
the photograph of Fig. 2, and the arithmetic mean of the obtained three 
capillary constants and surface tensions were determined as the 
measured value. The inner radii of the capillaries were measured with a 
mercury slug [50]. The mass and length of an injected mercury slag in 
the glass capillary were measured, and its radius was calculated, 
assuming that both ends of the mercury slag were hemispherical. The 

capillaries and sample refrigerant were set in a pressure vessel placed in 
a thermostatic chamber with a controllable fluctuation range of 10–223 
K [51]. The temperature was measured with a 100 Ω platinum resistance 
thermometer calibrated against ITS-90. The uncertainty in the temper-
ature measurement was estimated to be within 5 mK. An exception was 
made for the surface-tension measurement of R1132a, which was cooled 
using liquid nitrogen and aluminum beads to cool it to 209 K. The 
temperature control accuracy in this data series was 1 K, and the tem-
perature variation around the pressure vessel was approximately 1 K. 
This resulted in significant measurement uncertainty. Nevertheless, the 
data in such a low temperature range is valuable and is therefore 
referenced in this study. 

The purities of the samples are listed in Table 3. The initial purity of 
R1132a was relatively low at 99.7 % due to the presence of inert gas. 
After the R1132a samples were filled in a stainless-steel container, they 
were degassed with liquid nitrogen in repeated freeze–thaw cycles until 
the pressure was below 10− 3 Pa in frozen state. After degassing, the 
purity was confirmed as 99.9 % or higher by thermal conductivity gas 
chromatography. 

4. Simulation results 

4.1. Bond stretching and angle vibration 

Fig. 3 plots energy variation against bonding length and angle for the 
R1132(E) and R1132a monomers. The horizontal axes indicate the bond 
lengths or bond angles. Symbols were obtained by the MO simulation 
(scanning with CCSD/DGTZVP), instead of being assigned by a general 
force field AMBER03 [22], shown with dashed lines. The simulated 
equilibrium bonding lengths agreed with the AMBER03 within 0.005 
nm; however, the equilibrium bonding angles deviated by approxi-
mately 5◦ in some cases. This difference appears to be mainly because of 
the steric hindrance of π-bonds. Accordingly, the parameters used in the 
MD simulation refer to these simulation results. Table 4 lists the adopted 
force filed parameters expressing bonded interaction. The energy 
calculated with the adopted parameters is plotted with solid lines in 
Fig. 3. 

4.2. Coulomb and van der Waals interactions 

Table 5 lists the non-bond interaction parameters that were finally 
determined. The partial charges were then assigned by the MO simula-
tion and RESP scheme. LJ parameters were adjusted to match the 
measured saturated liquid density. The saturation pressure and vapor-
–liquid coexistence curve, obtained from MD simulation using these 
parameters, are shown in Fig. 5 and Fig. 6. 

4.3. Saturation pressure and vapor–liquid coexistence curve 

Fig. 4 plots the density distribution near the liquid film in the 
vapor–liquid equilibrium system simulated by MD. The symbols are the 
densities obtained by averaging the values of 50 to 100 slices of the 
simulation cell box in the z-direction over a time period of 2 to 3 ns after 
performing the equilibration. The density distributions averaged over 
the interval indicated by the symbols in Fig. 4 were approximately 
represented by Eq. (3) (shown with the lines). More detailed profile of 
the interfacial density at temperatures near the triple point would have 
revealed oscillatory layering near the vapor–liquid interface [52,53]. To 

Fig. 2. Principle of the measurement method (left) and tested capillary 
tubes (right). Glass capillaries with inner radii of 0.7234 ± 0.002 mm, 0.4021 
± 0.002 mm, and 0.2513 ± 0.002 mm were used in this study. The three 
capillaries were held vertically using two silicon grippers. 

Table 3 
Sample purity and vendor used in the present surface tension measurement.  

ASHRAE refrigerant number a R1132(E) R1132a 

Purity in moles 99.6–99.9 % 99.7 % (initial) 
final purity > 99.9 % 

Vendor Daikin Industries, Ltd.  
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obtain the saturated liquid density of the bulk, based on these results, 
equilibration and sampling times were considered sufficient. 

Fig. 5(a) and Fig. 5(c) compare the saturation pressure and vapor-
–liquid coexistence curve, respectively, of the measurement data and 
MD simulation for R1132(E). Fig. 5(b) and Fig. 5(d) show the deviation 
based on the proposed equations with respect to the saturation pressure 

and vapor–liquid coexistence curves, respectively. Perera et al. [14] 
provided measurement data for the saturation pressure at temperatures 
from 240 K to the critical point and proposed a Wagner-type correlation 
based on their measurement data. The simulated saturation pressure 
(~50 kPa) agreed well with the experimental data. The perturbed chain 
statistical associating fluid theory (PC-SAFT) equation of state [54] 

Fig. 3. Simulated energy variation against bond length and angle. (a) R1132(E) bonding, (b) R1132(E) angle, (c) R1132a bonding, and (d) R1132a angle. The 
horizontal axes indicate displacement, and the vertical axes indicate energy. The symbols are the MO simulation results, and the dashed lines indicate the values 
assigned by AMBER03. Simulated results, represented by the solid line, were employed for the molecular force field. 

T. Imai et al.                                                                                                                                                                                                                                     



Journal of Molecular Liquids 407 (2024) 125262

6

enables the saturation pressure calculation for R1132(E) and R1132a, 
with parameters correlated by Anoune et al. [55]. The parameters used 
in this study, calculated using their correlation, are listed in Table 6. The 
critical parameters and acentric factors used, in addition to those in 
Table 6, are presented in Table 1. The saturation pressure of R1132(E) 
given by the PC-SAFT equation of state was in excellent agreement with 
the measured results and correlation of Perera et al. In contrast, Sakoda 
et al. measured the saturated vapor and liquid densities from 317 K to 
the critical point [8]. Since the only previously reported measurements 
were their 19 data, additional density data were obtained using an 
apparatus identical to that used by Sakoda et al. Details of these data are 
provided in Appendix E. Although these two density data series were 
measured for samples obtained at different times, they were highly 

reproducible. The Lennard–Jones parameters, ε and σ, of the force field 
used in the MD simulation were adjusted to match the measurement 
data, resulting in the saturated liquid density agreeing within approxi-
mately 2 % at temperatures above 300 K. Using the molecular force 
field, the simulation range was lowered to 200 K (plotted with red 
symbols in Fig. 5). Sakoda et al. proposed optimized coefficients for the 
Penterman–Wagnar equation [56], indicated by a solid blue line in Fig. 5 
(c) and 5(d). However, this equation indicates that the saturated liquid 
density is significantly lower than the liquid density given by the Pen-
g–Robinson equation of state [57] at temperatures below 300 K, for 
which no experimental data are available. If the additional liquid den-
sity at 307.23 K measured here had been determined, their Penter-
man–Wagnar type equation would have predicted values much closer to 
the MD simulation and Peng-Robinson equation of state. The saturated 
vapor density predicted by the PC-SAFT equation of state agrees well 
with the other data up to the critical point temperature; however, the 
saturated liquid density has been significantly underpredicted. Anoune 
et al. [55] explained this by stating that they opted to prioritize the 
accuracy of saturation pressure over the precision of liquid density 
prediction when proposing parameter correlations. A comparison with 
the volume-translated Peng–Robinson equation of state [58], which 
improves the calculation accuracy on the saturated liquid side, showed 
good agreement with the measurements of Higashi and Sakoda et al. and 
the MD simulations down to 200 K. The volume-translated Pen-
g–Robinson equation of state (VT-PR), shown by a green line in Fig. 5(c) 
and 5(d), agrees with the measured and simulated liquid densities from 
the critical point to 200 K without any adjustment. However, VT-PR was 
approximately 2 % higher than the other data in Fig. 5(d). The solid 
purple lines in Fig. 5 (c) and Fig. 5(d) show the following Hankinson–-
Thomson correlation [59]. 

Table 4 
Bonded interaction parameters adopted in MD simulation for R1132(E) and R1132a.   

Bond r0 [nm] kr [kJ mol− 1 nm− 2] Angle θ0 [◦] kθ [kJ mol− 1 rad− 2] 

R1132(E) C=C  0.132821 303324 H–C=C  125.721  218.52  
C–F  0.135402 193283 F–C=C  119.725  332.09  
C–H  0.108078 181460 H–C–F  114.554  291.50        

R1132a C=C  0.132268 307586 H–C=C  119.66  199.07  
C–F  0.132957 206755 F–C=C  125.19  388.14  
C–H  0.107932 182281 H–C–H  120.68  195.07     

F–C–F  109.63  555.13 

*dihedral angle parameters assigned by AMBER03 [22]: kϕ = 27.82360 kJ mol− 1 and ϕ0 = 180◦. 

Table 5 
Non-bonded interaction parameters adopted in MD simulation for R1132(E) and 
R1132a.   

Atom #* Atom Partial charge LJ parameters    
q [C] σ [nm] ε [kJ/mol] 

R1132(E) 1 C − 0.029726e  0.3400  0.410000  
2 H 0.218171e  0.2500  0.085000  
3 C − 0.029726e  0.3400  0.410000  
4 H 0.218171e  0.2500  0.085000  
5 F − 0.188444e  0.2900  0.255224  
6 F − 0.188444e  0.2900  0.255224 

R1132a 1 C − 0.819413e  0.3620  0.410000  
2 H 0.297352e  0.2450  0.064500  
3 C 0.652199e  0.3520  0.380000  
4 F − 0.213745e  0.2900  0.223000  
5 F − 0.213745e  0.2900  0.223000  
6 H 0.297352e  0.2450  0.064500 

*Atom # corresponds to the number designated in Fig. 1(a). 

Fig. 4. Density distribution in the z-direction obtained by MD simulation (symbols) and the profile represented by Eq. (3) (lines) at various saturation temperatures 
for (a) R1132(E) and (b) R1132a. 
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Tanaka et al. [60] successfully calculated the saturation density of 
another HFO R1336mzz(E), with high accuracy using this method. To 
accurately represent the measured and simulated liquid densities from 
the critical point to 200 K, the coefficient of vR0 needs to be slightly 
adjusted as follows: 

vR0 = 1 − 1.524τ1/3 +1.43907τ2/3 − 0.81446τ+0.190454τ4/3 (10)  

This adjusted Hankinson–Thomson correlation was used to obtain the 
surface tension using Eq. (8) and the differential capillary rise method. 

Similar to R1132(E), the saturation pressure and vapor–liquid 
coexistence curve are plotted for R1132a in Fig. 6. As shown in Fig. 6(a) 

and 6(b), the saturation pressure data were provided by Kayukawa et al. 
[61] down to approximately 175 K. All the measurement data from near 
the critical point to 175 K were consistent and well represented by the 
Wagner correlation (with coefficients proposed by Thu et al. [62]) and 
PC-SAFT equation of state [54] (with parameters correlated by Anoune 
et al. [55]). The pressure simulated by MD was 100 kPa higher than the 
correlation above 250 K. Nevertheless, the other data below 250 K 
agreed with the correlation within 50 kPa. The measured saturation 
densities were provided from the critical point to approximately 180 K 
for R1132a, and all data were consistent. The saturated liquid densities 
obtained by the MD simulation also agree with the measurements within 
1 %. The saturated vapor density calculated by the PC-SAFT equation of 
state, which is significantly smaller, agrees well with the measured 

Fig. 5. Comparison of the R1132(E) saturation properties obtained by measurement and simulation. (a) Saturation pressure, (b) deviation in the saturation pressure 
based on the correlation, (c) vapor–liquid coexistence curve, and (d) deviation in the saturated liquid density based on the Hankinson–Thomson correlation [59]. In 
(a) and (b), lines denote the Wagner-type correlation optimized by Perera et al. [14] and PC-SAFT equation of state [54] with parameters correlated by Anoune et al. 
[55]. Symbols represent the measurement data obtained by Perera et al. [20] and molecular simulation results. In (c) and (d), lines denote the Peng–Robinson 
equation of state for vapor and liquid phases (PR_EoS(V) and PR_EoS(L)) [57], PC-SAFT equation of state (PC-SAFT(V) and PC-SAFT(L)), VT-RP equation of state (VT- 
PR-EoS) [58], slightly adjusted Hankinson–Thomson correlation Eq. (10) (HT_Corr.(L)) [59], and Pentermann–Wagnar correlation (PW_Corr.(L)) [56] optimized by 
Sakoda et al. [8]. Symbols represent the MD simulation results, data measured by Sakoda et al. [8], and additional data measured in this study using the same 
apparatus as Sakoda et al. (the data measured in this study is listed in Appendix E). 

ρ’ = (1000MM)/[vcritvR0(1 − ωvRδ) ],

vR0 = 1 − 1.52816τ1/3 + 1.43907τ2/3 − 0.81446τ + 0.190454τ4/3,

vRδ =
(
− 0.296123 + 0.386914TR − 0.0427258T2

R − 0.0480645T3
R
)/

(TR − 1.00001),
τ = 1 − TR, vcrit = 1000⋅MM/ρcrit

(9)   
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value. The VT-PR-EoS agrees well with the measured saturation density 
from the critical point to 200 K. However, below 200 K, the VT-PR-EoS 
indicates a lower saturated liquid density than the MD simulation. 
Although the Hankinson–Thomson correlation well represented the 
variation in liquid density down to 120 K, a slight adjustment of the vR0 
coefficient was required to match the MD values below 200 K by 1 %, as 
given in the following formula: 

vR0 = 1 − 1.52816τ1/3 +1.43907τ2/3 − 0.81446τ+0.18τ4/3 (11)  

The adjusted Hankinson–Thomson correlation is substituted as the ρ́  

value in Eq. (8) to measure the surface tension using the differential 
capillary rise method. 

4.4. Surface tension and parachor 

Fig. 7 plots the surface tension measured by the differential capillary 
rise method and parachor determined for R1132(E). The measurements 
were repeated five times on different dates with recharged samples. As 
shown in Fig. 7(b), the five series of measured data agree within the 
uncertainty range indicated by the vertical bars. The following van der 
Waals-type empirical equation, indicated by a solid blue line and judged 
to be sufficiently reproducible, was obtained for R1132 (E) from the 
measurement data. 

γ = 66.65(1 − T/Tcrit)
1.22

[mNm− 1
] (12)  

Here, Tcrit denotes the critical temperature (348.82 K) [8]. The coeffi-
cient and exponent were determined by least-squares method to be 
representative of the measured surface tension within 0.25 mNm− 1, 
which is slightly larger than the evaluated uncertainty. The surface 
tension simulated by MD, shown with the red circle, is approximately 
0.5 mNm− 1 lower than that given by the empirical correlation. Although 
the MD simulation results are generally lower than the measured surface 
tension, they vary widely by approximately 0.5 mNm− 1. Di Nicola et al. 
[66–68]and Miqueu et al. [69], derived by regression analysis and other 
methods from experimental values, predict a somewhat lower surface 

Fig. 6. Comparison of the saturation properties of R1132a obtained by measurement and simulation. (a) Saturation pressure, (b) deviation in the saturation pressure 
based on Thu’s correlation, (c) vapor–liquid coexistence curve, and (d) deviation in the saturated liquid density based on the Hankinson–Thomson correlation [59]. 
In (a) and (b), lines denote the Wagner-type correlation with the optimized coefficient by Thu et al. [49] and PC-SAFT equation of state [54] with parameters 
correlated by Anoune et al. [55]. Symbols represent the data measured by Higashi [63], Tomasetti and Di Nicola [64], Kayukawa et al. [61], and Otto and Thomas 
[65]. In (c) and (d), lines denote the Peng–Robinson equation of state for vapor and liquid phases (PR_EoS(V) and PR_EoS(L)) [57], PC-SAFT equation of state for 
vapor and liquid phases (PC-SAFT(V) and PC-SAFT(L)), VT-PR-EoS [58], and slightly adjusted Hankinson–Thomson correlation Eq. (11) (HT_Corr.(L)) [59]. Symbols 
represent measured by density data obtained by Otto and Thomas [52], Low [53], Perera et al. [16], and the MD simulation results. 

Table 6 
Parameters used in the PC-SAFT equation of state for R1132(E) and R1132a, 
correlated by Anoune et al. [55].   

Segment number Segment diameter Potential depth   
nm kJ/mol 

R1132(E)  2.8628  0.30005  1.361 
R1132a  2.3223  0.32415  1.299  
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tension (plotted with dashed lines) than the measured value. Among the 
selected predictions, the predictions of Miqueu et al. were the closest 
value to the measurement, agreeing with the 0 ~ − 0.5 mNm− 1 range. 

The parachor was determined from the measured surface tension and 
calculated density, as shown in Fig. 7(c), using the following correlation. 
The parachor method was developed empirically by Macleod [70], who 
established a remarkably simple relation between the saturated den-
sities of liquids and vapors and their surface tension. This was written by 
Sugden [71] in terms of molar densities (ρ̃́  and ρ̃ʹ́  (mol cm− 3)) as 

γ = {[P](ρ̃ʹ − ρ̃ʹ́ ) }π (13)  

where [P] denotes a substance-specific value parameter. Later, Fowler 
[72] and Boudh-Hir and Mansoori [73] attempted to rationalize this 
simple correlation using statistical mechanics. In these studies, a scaling 
exponent (π) of 4 was determined. However, Garrabos’s theoretical 
analysis [74] recommends 3.87. However, Zhelezny et al. [75] noticed 
that an exponent of 3.88 shows a more obvious temperature dependence 
in the parachor near the critical point than that of 4.00. Although the 
exponent remains controversial, a conventional scaling exponent of four 
was selected for this study. The parachor of R1132(E) is determined by 
averaging the five data series shown in Fig. 7(c). However, because the 
surface tension measurement uncertainty was significant above 300 K, 

and the parachor data were scattered, the data below 300 K were 
weighted, and the averaged parachor was determined as 116.1 for 
R1132(E). The surface tension of R1132 (E) calculated using the para-
chor method is indicated by the solid red line in Fig. 7(a). As shown in 
Fig. 7(b), the measured values and empirical equations agree within 
0.25 mNm− 1 from 200 K to the critical temperature. The parachors, 
calculated from the surface tension of the MD simulation and densities of 
the Hankinson–Thomson correlation, indicated by the red circles, were 
generally 116 K – 200 K. The calculated saturated density, measured 
surface tension, uncertainties, and parachor data are summarized in 
Table 7. The capillary constants, defined in Eq. (7) is added so that the 
surface tension can be recalculated from the saturation density with 
greater accuracy when an advanced equation of state based on a wide 
range of measured properties is provided. 

Fig. 8(a) shows the temperature dependence of the surface tension of 
R1132a. The measurement results of series 1 and 2 agree within the 
measurement uncertainty. The data in series 3 showed more variability 
than those in series 1 and 2 because of the lower precision of tempera-
ture control using liquid nitrogen. Nevertheless, data at low tempera-
tures, down to approximately 220 K, are essential references for 
proposing empirical formulas and determining the parachor- and van 
der Waals-type empirical equations for these three series. 

Fig. 7. Measured and simulated surface tension and parachor for R1132(E). (a) Temperature dependence of surface tension, (b) deviation in surface tension based on 
the van der Waals-type empirical correlation (Eq. (12)), and (c) parachors obtained using the measured or simulated surface tension, calculated density by Pen-
g–Robinson equation of state for saturated vapor [57], and adjusted Hankinson–Thomson correlation [59] for saturated liquid. Red circles indicate MD simulation. 
Circle symbols with vertical bars indicate the five series of measurement data and their measurement uncertainties. Solid blue lines show the empirical correlation 
obtained based on the measurements. Solid red lines show the calculation results, obtained using the parachor method with an averaged parachor [P] of 116.1. The 
dashed lines show the predicted surface tensions of Di Nicola et al. [66–68] and Miqueu et al. [69]. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 
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γ = 56.37(1 − T/Tcrit)
1.26

[mNm− 1
] (14)  

Here, the critical temperature Tcrit was 302.62 K [7]. As plotted in Fig. 8 
(b), this correlation represents the measurement data within ± 0.5 
mNm− 1 and agrees well with the MD simulation at temperatures down 
to the triple point. The literature data reported for DIPPR [76] and 
DETHERM [77] are considerably higher than the present data at low 
temperatures, probably because they are estimated based on other 
measured properties or numerical analyses such as MD. This anomaly in 
the literature values of R1132a was also found in a study by Di Nicola 
et al. [54], where HFO refrigerant surface tensions were compared 
comprehensively. The dashed lines in Fig. 8(a) and 8(b) represent the 
predicted correlation, which yields a lower surface tension than the 

measured value. Di Nicola et al. [68] reported slightly higher values 
from 180 K to the critical point, which were in good overall agreement. 
Because the measurements were performed at reduced temperatures 
above 0.76 for R1132a, the calculated parachor, shown in Fig. 8(c), was 
highly scattered. Therefore, the parachor was determined as 116.7 by 
weighting the data at lower temperatures and referring to the MD value. 
The obtained parachor was close to that of the isomer R1132(E) (116.1), 
indicating that parachor is predominantly dependent on the constituent 
atoms. As compared in Fig. 8(b), the surface tension calculated by the 
parachor method with [P] = 116.7 represents the measured surface 
tension within 0.5 mNm− 1, which is comparable to the variation range 
of the measurement data. Although less accurate than those in the 
R1132(E) case, the saturated density and surface tension measurements 

Table 7 
Saturated vapor and liquid densities calculated using Peng-Robinson equation of state and Hankinson-Thomson correlation with Eq. (10), measured capillary constant, 
surface tension, and parachor for R1132(E).  

Date Temperature (ITS-90) 
T [K] 

Vapor density ρ” 
[kg/m3] 

Liquid density ρ’ 
[kg/m3] 

Capillary constant 
a2 [mm2] 

Surface tension γ 
[mN/m] 

Measurement uncertainty 
Uγ [mN/m] 

Obtained 
parachor [P] 

Series 1 (sample purity > 99.6 %) 
20190115  289.71  43.73  961.78  1.72  7.73  0.12  116.29 
20190116  294.59  50.31  943.92  1.57  6.87  0.11  116.01 
20190116  298.19  55.73  930.21  1.47  6.32  0.11  116.09 
20190116  303.22  64.25  910.18  1.33  5.52  0.11  116.04 
20190116  307.89  73.27  890.54  1.22  4.87  0.10  116.37 
20190116  312.92  84.47  867.95  1.07  4.11  0.10  116.40 
20190117  270.62  24.63  1025.45  2.17  10.64  0.13  115.57 
20190117  283.73  36.71  982.69  1.85  8.56  0.12  115.79 
20190118  266.51  21.61  1038.12  2.31  11.50  0.13  116.02 
Series 2 (sample purity > 99.6 %) 
20190204  292.13  46.88  953.04  1.66  7.35  0.11  116.37 
20190205  300.20  59.00  922.34  1.43  6.05  0.11  116.31 
20190205  309.81  77.36  882.09  1.16  4.58  0.10  116.42 
20190205  306.07  69.62  898.30  1.27  5.16  0.10  116.46 
20190205  286.43  39.74  973.39  1.81  8.28  0.12  116.36 
20190206  267.05  21.99  1036.47  2.33  11.57  0.13  116.42 
20190206  269.96  24.13  1027.47  2.24  11.02  0.13  116.28 
20190206  274.91  28.15  1011.86  2.13  10.24  0.12  116.44 
20190207  279.49  32.35  996.94  1.99  9.42  0.12  116.30 
Series 3 (sample purity > 99.6 %) 
20190313  289.48  43.43  962.62  1.72  7.75  0.12  116.25 
20190313  294.08  49.58  945.83  1.61  7.07  0.11  116.52 
20190313  303.61  64.96  908.56  1.35  5.59  0.11  116.70 
20190314  314.37  88.02  861.14  1.06  4.02  0.10  117.26 
20190314  309.11  75.84  885.18  1.20  4.75  0.10  116.82 
20190314  296.68  53.39  936.04  1.54  6.65  0.11  116.51 
20190314  281.04  33.89  991.79  1.94  9.09  0.12  116.06 
20190315  267.12  22.04  1036.24  2.30  11.40  0.13  116.03 
20190315  268.77  23.23  1031.17  2.25  11.10  0.13  115.95 
20190315  273.61  27.04  1016.01  2.11  10.22  0.12  115.76 
20190315  277.81  30.75  1002.46  2.02  9.60  0.12  115.99 
Series 4 (sample purity > 99.9 %) 
20200106  286.12  39.38  974.47  1.76  8.06  0.12  115.40 
20200108  263.24  19.43  1047.97  2.37  11.93  0.13  115.71 
20200108  258.55  16.62  1061.84  2.49  12.73  0.13  115.72 
20200108  254.21  14.31  1074.39  2.57  13.33  0.14  115.42 
20200109  249.38  12.06  1088.02  2.72  14.34  0.14  115.81 
20200109  244.89  10.22  1100.44  2.84  15.16  0.14  115.90 
20200109  240.71  8.72  1111.81  2.95  15.95  0.14  116.01 
20200110  234.11  6.70  1129.36  3.11  17.10  0.14  116.00 
Series 5 (sample purity > 99.9 %) 
20200114  285.72  38.93  975.84  1.78  8.17  0.12  115.54 
20200114  271.89  25.63  1021.46  2.15  10.49  0.13  115.71 
20200115  266.41  21.54  1038.43  2.29  11.43  0.13  115.79 
20200115  262.92  19.23  1048.94  2.40  12.09  0.13  115.96 
20200115  258.02  16.32  1063.37  2.51  12.85  0.13  115.80 
20200116  253.02  13.73  1077.75  2.65  13.78  0.13  115.96 
20200116  248.49  11.67  1090.51  2.76  14.59  0.14  116.01 
20200116  243.84  9.83  1103.31  2.89  15.50  0.14  116.19 
20200117  240.12  8.52  1113.39  2.97  16.06  0.14  116.02 
20200117  234.22  6.73  1129.05  3.12  17.16  0.14  116.12 
20200120  293.64  48.95  947.48  1.57  6.93  0.11  115.63 
20200120  302.78  63.45  911.98  1.33  5.52  0.11  115.67 
20200120  308.70  74.98  886.97  1.16  4.61  0.10  115.56 
20200120  313.40  85.62  865.72  1.03  3.93  0.10  115.57  
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supplemented by MD in the low-temperature range are in accordance 
with empirical laws and show no noticeable discrepancies. The afore-
mentioned surface tension measurements, their uncertainties, and the 
obtained parachor data are detailed in Table 8. 

5. Conclusions 

The surface tensions of R1132(E) and its isomer R1132a were 
measured using the differential capillary rise method assisted by mo-
lecular simulation. Molecular orbital simulations were performed to 
calculate the equilibrium bond lengths and bond angles, and atomic 
charges were assigned to establish the force field. The simulated equi-
librium bond lengths agreed with those obtained by the general force 
field AMBER03. However, the simulated bond angles deviated some-
what from those of AMBER03, probably due to the steric hindrance of 
the π-bonds. The Lennard–Jones parameters were adjusted using highly 
accurate saturation density measurement data near the critical point. 
Molecular dynamics simulations were performed using the force fields 
established for R1132(E) and R1132a to represent a vapor–liquid 
equilibrium system close to the triple point. The saturated liquid density 
was correlated using the Hankinson–Thomson correlation, which was 
slightly adjusted to fit the measured and simulated data seamlessly from 

the critical point to the triple point. 
The surface tension and parachor were obtained from the measured 

difference in the capillary rise height, with the saturation densities 
correlated to the temperatures from 225 K to that near the critical point. 
However, for the measurements of R1132a at temperatures as low as ~ 
209 K, measurement data with temperature control using liquid nitro-
gen were also provided. Although the measurement uncertainty was 
significant owing to the difficulty of temperature control, these data 
were referenced to propose highly reliable empirical correlations and 
parachors. The proposed van der Waals-type empirical correlations are 
as follows: 

γ = 66.65(1 − T/348.82)1.22
[mNm− 1] for R1132(E)

γ = 56.37(1 − T/302.62)1.26
[mNm− 1] for R1132a.

The proposed parachors are [P] = 116.1 for R1132(E) and [P] = 116.7 
for R1132a. These values are similar, implying that the value of the 
parachor is predominantly dependent on the constituent atoms. The 
proposed empirical equation is representative of the R1132(E) and 
R1132a measurements within 0.25 and 0.5 mNm− 1, respectively. The 
surface tension calculated from the proposed parachors and saturated 
liquid density of adjusted Hankinson–Thomson correlation agreed with 

Fig. 8. Surface tension and parachor measured and simulated for R1132a. (a) Temperature dependence of surface tension, (b) deviation in surface tension based on 
the van der Waals-type empirical correlation (Eq.(14)), and (c) parachor obtained using the measured or simulated surface tension, calculated density by Peng- 
Robinson equation of state for saturated vapor [43], and adjusted Hankinson-Thomson correlation [45] for saturated liquid. Red circles represent the MD simula-
tion results. Green triangles and inverted triangles represent data reported in DIPPR [76] and DETHERM [77]. Symbols with vertical bars represent three series of 
present measurement data. The thick solid blue and red lines indicate the empirical correlation and parachor method with [P] = 116.7, respectively. The thin lines 
show the surface tensions predicted by Di Nicola et al. [53–55] and Miqueu et al. [56]. (For interpretation of the references to colour in this figure legend, the reader 
is referred to the web version of this article.) 
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the R1132(E) and R1132a measurement data within 0.25 and 0.5 
mNm− 1, respectively. 
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Appendix 

The mol2 file, which describes the molecular structure and atomic charges obtained from the structural optimization calculations, and topology file 
used in the molecular simulations with Gromacs are shown in Appendices A–D. Appendix E lists the measured saturation density for R1132(E), as 
obtained in this study. 

Table 8 
Saturated vapor and liquid densities calculated using the Peng-Robinson equation of state and Hankinson-Thomson correlation with Eq. (11), measured capillary 
constant, surface tension, and parachor for R1132a.  

Date Temperature (ITS-90) 
T [K] 

Vapor density ρ″ 
[kg/m3] 

Liquid density ρ’ 
[kg/m3] 

Capillary constant 
a2 [mm2] 

Surface tension γ 
[mN/m] 

Measurement uncertainty 
Uγ [mN/m] 

Obtained 
parachor [P] 

Series 1 
20221129  252.89  49.62  897.26  1.41  5.83  0.15  117.41 
20221129  242.58  35.74  936.70  1.64  7.23  0.17  116.54 
20221129  232.28  25.39  973.01  1.89  8.75  0.20  116.23 
20221130  228.63  22.39  985.33  1.98  9.34  0.21  116.26 
20221130  236.75  29.52  957.56  1.79  8.12  0.19  116.48 
20221130  247.06  41.27  920.00  1.54  6.65  0.16  117.01 
20221130  257.82  57.85  877.03  1.26  5.07  0.14  117.31 
20221130  262.68  67.23  855.95  1.16  4.49  0.13  118.16 
20221130  267.81  78.77  832.24  1.01  3.72  0.11  118.06 
20221130  272.93  92.39  806.68  0.88  3.07  0.10  118.66 
20221130  276.02  101.85  790.11  0.77  2.61  0.09  118.21 
Series 2 
20230529  259.93  61.76  868.01  1.20  4.73  0.13  117.15 
20230529  255.11  53.17  888.29  1.31  5.36  0.14  116.68 
20230530  228.67  22.42  985.20  1.96  9.22  0.25  115.90 
20230530  230.98  24.29  977.42  1.89  8.85  0.20  115.86 
20230530  234.29  27.19  966.11  1.81  8.34  0.19  115.90 
20230530  239.83  32.68  946.64  1.69  7.55  0.18  116.12 
20230530  244.66  38.23  928.99  1.57  6.84  0.17  116.24 
20230530  250.13  45.49  908.19  1.43  6.05  0.15  116.43 
20230530  263.79  69.58  850.93  1.10  4.19  0.12  117.26 
20230531  268.33  80.05  829.75  0.97  3.57  0.11  117.40 
20230531  270.78  86.40  817.64  0.88  3.16  0.12  116.78 
Series 3 (temperature controlled by liquid nitrogen) 
20240109  251.8  48.00  901.47  1.42  5.96  0.18  117.24 
20240109  266.2  74.83  840.09  1.05  3.97  0.12  118.14 
20240111  254.9  52.83  889.14  1.36  5.60  0.15  117.79 
20240111  237.5  30.25  954.97  1.80  8.18  0.19  117.11 
20240111  240.0  32.86  946.03  1.76  7.90  0.22  117.56 
20240116  261.9  65.55  859.58  1.17  4.58  0.15  117.99 
20240116  234.5  27.36  965.44  1.90  8.74  0.20  117.37 
20240116  209.4  11.02  1046.25  2.54  12.89  0.32  117.20 
20240116  220.6  16.85  1011.38  2.33  11.35  0.24  118.18 
20240116  221.9  17.64  1007.34  2.25  10.92  0.28  117.62  
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Appendix A. R1132(E) mol2 file  

@<TRIPOS > MOLECULE 
MOL 
6 5 1 0 0 

SMALL 
USER_CHARGES    

@<TRIPOS > ATOM 

1 C1 − 0.337000000 0.572000000 0.000000000C.2 1 MOL − 0.029726000 
2 H1  − 1.413000000 0.672000000 0.000000000H 1 MOL 0.218171000 
3 C2  0.337000000 − 0.572000000 0.000000000C.2 1 MOL − 0.029726000 
4 H2  1.413000000 − 0.672000000 0.000000000H 1 MOL 0.218171000 
5 F1  − 0.337000000 − 1.747000000 0.000000000F 1 MOL − 0.188444000 
6 F2  0.337000000 1.747000000 0.000000000F 1 MOL − 0.188444000    

@<TRIPOS > BOND 

1 1 2 1 
2 1 3 2 
3 1 6 1 
4 3 4 1 
5 3 5 1    

@<TRIPOS > SUBSTRUCTURE 

1 MOL 1 
@<TRIPOS > COMMENT  

Appendix B. R1132(E) Gromacs topology file  

; Topology files based on OPLS/AA-L and AMBER03 customized for R1132(E) available on Gromacs 
; Details are given in the paper: 
; T. Imai, T. Kawahara, R. Nonaka, S. Tomassetti, T. Okumura, Y. Higashi, G. Di Nicola, C. Kondou 
; “Surface Tension Measurement and Molecular Simulation for New Low Global Warming Potential 
; Refrigerants R1132(E) and R1132a” 
;Journal of Molecular Liquids  

[ defaults ].  

; nbfunc comb-rule gen-pairs fudgeLJ fudgeQQ 

1 2 yes  0.5  0.5  

[ atomtypes ].  

;name at.num mass charge ptype sigma epsilon Amb 

C_01 6  0.0  0.0 A  0.3400  0.410000  
H_01 1  0.0  0.0 A  0.2500  0.085000  
C_01 6  0.0  0.0 A  0.3400  0.410000  
H_01 1  0.0  0.0 A  0.2500  0.085000  
F_01 9  0.0  0.0 A  0.2900  0.255224  
F_01 9  0.0  0.0 A  0.2900  0.255224   

[ moleculetype ].  

;name nrexcl 

MOL01 3  
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[ atoms ].  

;nr type resi res atom cgnr charge mass 

1 C_01 1 MOL01 C1 1  − 0.029726  12.01100 
2 H_01 1 MOL01 H2 2  0.218171  1.00800 
3 C_01 1 MOL01 C3 3  − 0.029726  12.01100 
4 H_01 1 MOL01 H4 4  0.218171  1.00800 
5 F_01 1 MOL01 F5 5  − 0.188444  18.99840 
6 F_01 1 MOL01 F6 6  − 0.188444  18.99840  

[ bonds ].  

;ai aj funct r k 

1 2 1 1.08078e-01 1.81460e+05 
1 3 1 1.32821e-01 3.03324e+05 
1 6 1 1.35402e-01 1.93283e+05 
3 4 1 1.08078e-01 1.81460e+05 
3 5 1 1.35402e-01 1.93283e+05  

[ pairs ].  

2 4 1 
2 5 1 
6 4 1 
6 5 1  

[ angles ].  

;ai aj ak funct theta cth 

1 3 4 1 1.25721e+02 2.1852e+02 
1 3 5 1 1.19725e+02 3.3209e+02 
2 1 3 1 1.25721e+02 2.1852e+02 
2 1 6 1 1.14554e+02 2.9150e+02 
3 1 6 1 1.19725e+02 3.3209e+02 
4 3 5 1 1.14554e+02 2.9150e+02  

[ dihedrals ].  

2 1 3 4 9 180.00 27.82360 2 
2 1 3 5 9 180.00  27.82360 2 
6 1 3 4 9 180.00  27.82360 2 
6 1 3 5 9 180.00  27.82360 2 
1 5 3 4 4 180.00  4.60240 2 
2 1 6 3 4 180.00  4.60240 2  

[ system ]. 
R1132E_CCSD/DGTZVP_RESP calculated on 2023 Oct. 14 by C. Kondou. 
Intra-molecular FF optimized by T. Imai on 2023 Oct. 23. 
[ molecules ]. 
MOL01 3000 

Appendix C. R1132a mol2 file  

@<TRIPOS > MOLECULE 
MOL 

6 5 1 0 0 
SMALL 
USER_CHAGES   

@<TRIPOS > ATOM 

1 C1 0.000000000 0.000000000 1.390000000C.2 1 MOL − 0.819413000 
2 H1  0.000000000  0.938000000 1.924000000H 1 MOL  0.297352000 
3 C2  0.000000000  0.000000000 0.067000000C.2 1 MOL  0.652199000 
4 F1  0.000000000  − 1.087000000 − 0.699000000F 1 MOL  − 0.213745000 
5 F2  0.000000000  1.087000000 − 0.699000000F 1 MOL  − 0.213745000 
6 H2  0.000000000  − 0.938000000 1.924000000H 1 MOL  0.297352000   
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@<TRIPOS > BOND 

1 1 2 1 
2 1 3 2 
3 1 6 1 
4 3 4 1 
5 3 5 1    

@<TRIPOS > SUBSTRUCTURE 

1 MOL 1  
@<TRIPOS > COMMENT.  

Appendix D. R1132a Gromacs topology file  

; Topology files based on OPLS/AA-L and AMBER03 customized for R1132(E) available on Gromacs 
; Details are given in the paper: 
; T. Imai, T. Kawahara, R. Nonaka, S. Tomassetti, T. Okumura, Y. Higashi, G. Di Nicola, C. Kondou 
; “Surface Tension Measurement and Molecular Simulation for New Low Global Warming Potential 
; Refrigerants R1132(E) and R1132a” 
;Journal of Molecular Liquids  

[ defaults ].  

; nbfunc comb-rule gen-pairs fudgeLJ fudgeQQ 

1 2 yes  0.5  0.5  

[ atomtypes ].  

;name  mass q  sigma epsiron 

C_01 6  0.0 0.0 A  0.3620  0.41000 
C_02 6  0.0 0.0 A  0.3520  0.38000 
H_01 1  0.0 0.0 A  0.2450 0.06450 
F_01 9  0.0 0.0 A  0.2900  0.22300  

[ moleculetype ].  

;name nrexcl 

MOL01 3  

[ atoms ].  

;nr type resi res atom cgnr charge mass 

1 C_01 1 MOL01 C 1  − 0.819413  12.01100 
2 H_01 1 MOL01 H 2  0.297352  1.00794 
3 C_02 1 MOL01 C 3  0.652199  12.01100 
4 F_01 1 MOL01 F 4  − 0.213745  18.99840 
5 F_01 1 MOL01 F 5  − 0.213745  18.99840 
6 H_01 1 MOL01 H 6  0.297352  1.00794  

[ bonds ].  

;ai aj funct r k 

1 2 1 1.07932e-01 1.82281e+05 
1 3 1 1.32268e-01 3.07586e+05 
1 6 1 1.07932e-01 1.82281e+05 
3 4 1 1.32957e-01 2.06755e+05 
3 5 1 1.32957e-01 2.06755e+05  

[ pairs ].  

2 4 1 
2 5 1 
6 4 1 
6 5 1  
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[ angles ].  

;ai aj ak funct theta cth 

1 3 4 1 1.2519e+02 3.8814e+02 
1 3 5 1 1.2519e+02 3.8814e+02 
2 1 3 1 1.1966e+02 1.9907e+02 
2 1 6 1 1.2068e+02 1.9507e+02 
3 1 6 1 1.1966e+02 1.9907e+02 
4 3 5 1 1.0963e+02 5.5513e+02  

[ dihedrals ].  

2 1 3 4 9 180.00  27.82360 2 
2 1 3 5 9 180.00  27.82360 2 
6 1 3 4 9 180.00  27.82360 2 
6 1 3 5 9 180.00  27.82360 2 
1 4 3 5 4 180.00  4.602400 2 
6 1 2 3 4 180.00  4.602400 2  

[ system ] 
R1132a_CCSD_DGTZVP_RESP on 2023 Nov. 03 tuned by T. Imai 
[ molecules ] 
MOL01 3000 

Appendix E. Measured saturation density for R1132(E) 

The saturation density data of R1132(E) were obtained by visual observation of meniscal disappearance and reading the intersection of the 
saturation curve and isochore lines of PvT data. The apparatus and methods were identical to those described by Sakoda et al. [13]. The purity of the 
R1132(E) sample used in this measurement was 99.6 %. The uncertainties in the density and temperature measurements (k = 2) were estimated to be 
within 0.15 % and 5 mK, respectively.  

Table A1 
Saturation density data measured for R1132(E).  

Meniscus PvT 

Temperature (ITS-90) T [K] Saturation density ρ [kg m− 3] Temperature (ITS-90) T [K] Saturation density ρ [kg m− 3]  

338.597  193.6  312.54  86.4  
343.682  244.9  333.71  161.5  
345.688  270.5  337.95  714.3  
348.160  319.1  307.23  899.3  
348.472  342.3    
348.718  433.1    
348.720  446.0    
348.691  478.5    
347.183  564.4    
345.255  605.6    
329.863  766.8    

Appendix F. MD simulation results and benchmark tests 

Table A.2 provides the numerical results of the MD simulations plotted in Figs. 5 through 7. A benchmark test of the MD simulation is also included 
below because the cutoff and simulation cell size in the calculation conditions can affect the results. Table A.3 lists the physical properties obtained by 
varying the cell size (and thus the number of molecules) and the cutoff. 

The results for a cutoff of 1.5 nm at 160 K shown in the third row of Table A3 are also shown in Table A2 for the same conditions. In comparison, the 
surface tension differs by 1.5 mN m− 1, the saturation pressure by 0.065 kPa, the liquid density by 0.5 kg m− 3, and the vapor density by 0.18 kg m− 3. 
Fig. A.1 shows the time evolution in the obtained properties at 160 K, cutoff 1.5 nm, and number of molecules 2500, as listed in the third row of 
Table A.3. The mean value for the 4 to 6 ns period when equilibration is complete is plotted by the horizontal solid line, and the standard deviation is 
plotted by the dashed line. The effect of molecular initial configuration was comparable to or slightly larger than the standard deviation. However, the 
effect on saturated vapor density was about three times larger than the standard deviation. 

The simulation with number of molecules increased from 2500 to 5000 in the simulation cell box size expanded from 6 nm square to 7.5 nm square 
(9 nm square only at 270 K) in the xy-plane parallel to the vapor–liquid interface, was performed at temperatures 160, 200, and 270 K for comparison. 
The differences were 1.17 mN m− 1 in surface tension, 2.2 kPa in saturation pressure, 0.6 kg m− 3 in liquid density, and 0.14 kg m− 3 in vapor density. 
The former three values were approximately the time-variation; however, the saturated vapor was slightly more than twice the standard deviation. 

Table A3 also shows the results of changing the cutoff at a temperature of 160 K, where the effect of the cutoff is more noticeable. Fig. A2 plots the 
obtained physical properties against different cutoff values on the horizontal axis. Assuming the Lennard-Jones size parameter for a molecule is 0.4 
nm, a cutoff of 1.5 nm corresponds to 3.75 times this size, and a cutoff of 2.5 nm corresponds to 6.25 times this size. The liquid density stopped 
increasing and remained constant at a cutoff of 2.3 nm or higher. The liquid density calculated with a cutoff of 1.5 nm is 0.9934 times the plateau 
liquid density. A decrease in vapor density and saturation pressure appears somewhat moderate at cutoffs greater than 2.0 nm. However, the surface 
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tension increases monotonically up to 2.5 nm. The effect of the cutoff differs according to the physical properties. The effect of the cutoff on surface 
tension is particularly large, and the calculated surface tension does not agree with the measured values except for the cutoff of 1.5 nm.  

Table A2 
MD simulation data with a cutoff of 1.5 nm. (detailed simulation conditions are listed in Table 2).  

Substance Temp. [K] Pressure [MPa] Liquid density [kg m− 3] Vapor density [kg m− 3] Surface tension [mNm− 1] 

R1132(E) 200  0.026  1214.1  1.28  23.67 
210  0.038  1190.2  2.21  21.04 
220  0.079  1165.5  3.62  19.26 
230  0.129  1140.0  5.65  17.70 
240  0.207  1113.7  8.48  15.63 
250  0.332  1086.3  12.33  14.10 
260  0.484  1057.6  17.45  12.20 
270  0.696  1027.4  24.16  10.39 
280  0.976  995.2  32.85  8.96 
290  1.31  960.7  44.10  7.53 
300  1.71  923.1  58.66  5.23 
310  2.32  881.2  77.77  4.63 
320  2.86  833.1  103.5  2.73 
330  3.68  774.4  139.9  1.87 

R1132a 150  0.0019  1216.9  0.30  23.67 
160  0.0062  1191.0  0.52  22.72 
170  0.020  1165.0  1.04  19.92 
180  0.043  1139.2  2.18  17.49 
190  0.088  1109.1  4.01  16.27 
200  0.144  1081.4  5.72  14.06 
210  0.264  1052.8  10.46  12.63 
220  0.422  1022.7  15.64  10.77 
230  0.591  988.7  21.59  9.29 
240  0.886  951.0  32.96  7.73 
250  1.17  914.6  44.31  6.37 
260  1.67  873.6  67.40  4.33 
270  2.05  830.8  81.33  3.39   

Table A3 
Benchmark data of MD simulation to confirm the effects of cutoff and number of molecules for R1132a.  

Temp. [K] cutoff [nm] #mole Pressure [MPa] Liquid density [kg m− 3] Vapor density [kg m− 3] Surface tension [mNm− 1] Cell size [nm] 

120  1.5 2500 N/A*  1290.0 N/A*  29.96 6.5 × 6.5 × 80 
160  1.3 2500 0.0047  1187.3 0.71  20.42 6.0 × 6.0 × 80 
160  1.5 2500 0.0071  1190.5 0.70  21.20 6.0 × 6.0 × 80 
160  1.7 2500 0.0025  1193.2 0.62  22.37 6.0 × 6.0 × 80 
160  2.0 2500 0.0051  1196.9 0.52  22.94 6.0 × 6.0 × 80 
160  2.3 2500 0.0043  1198.9 0.56  24.11 6.0 × 6.0 × 80 
160  2.5 2500 0.0020  1198.9 0.46  24.54 6.0 × 6.0 × 80 
160  1.5 5000 0.0093  1191.1 0.84  22.37 7.5 × 7.5 × 75 
200  1.7 2500 0.145  1083.5 7.13  15.62 6.0 × 6.0 × 60 
200  2.0 2500 0.138  1090.8 5.99  15.07 6.0 × 6.0 × 60 
200  1.5 5000 0.167  1080.5 6.75  14.84 7.5 × 7.5 × 75 
270  1.5 2500 2.19  822.1 92.20  3.01 6.0 × 6.0 × 35 
270  1.5 5000 2.10  825.6 84.60  3.48 9.0 × 9.0 × 40 
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*The number of molecules in the vapor phase is too small to calculate statistically averaged values.

Fig. A1. Time variation in the average value of every 0.2 ns of the R1132a equilibration process at a temperature of 160 K calculated with a cutoff of 1.5 nm. The 
arithmetic mean of 4 to 6 ns is shown by the horizontal solid line. The horizontal dashed line shows the standard deviation of this time interval.

Fig. A2. Effect of cutoff variation on the obtained physical properties of R1132a at a temperature of 160 K. Symbols are the values shown in . Horizontal solid and 
dashed lines are calculated with a cutoff of 1.5 nm, shown in . 

Appendix G. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.molliq.2024.125262. 
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