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In the field of deep learning, large quantities of data are typically required to effectively train models. This
challenge has given rise to techniques like zero-shot learning (ZSL), which trains models on a set of “seen”
classes and evaluates them on a set of “unseen” classes. Although ZSL has shown considerable potential,
particularly with the employment of generative methods, its generalizability to real-world scenarios remains
uncertain.

The hypothesis of this work is that the performance of ZSL models is systematically influenced by the
chosen “splits”; in particular, the statistical properties of the classes and attributes used in training. In this
paper, we test this hypothesis by introducing the concepts of generalizability and robustness in attribute-based
ZSL and carry out a variety of experiments to stress-test ZSL models against different splits. Our aim is to lay
the groundwork for future research on ZSL models’ generalizability, robustness, and practical applications.

We evaluate the accuracy of state-of-the-art models on benchmark datasets and identify consistent trends in
generalizability and robustness. We analyze how these properties vary based on the dataset type, differentiating
between coarse- and fine-grained datasets, and our findings indicate significant room for improvement in
both generalizability and robustness. Furthermore, our results demonstrate the effectiveness of dimensionality
reduction techniques in improving the performance of state-of-the-art models in fine-grained datasets.
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1. Introduction Under a conventional ZSL setting (CZSL), the test set solely contains

samples from unseen classes. This is an unrealistic scenario since seen

Deep learning (DL) has become a widely used tool in image recog-
nition and computer vision tasks thanks to its ability to extract patterns
from data and generate effective decision-making rules. However, the
necessity for large datasets with corresponding manual annotations has
hampered its adoption in situations where data acquisition is laborious.

To address this challenge, several techniques have been developed
to leverage knowledge from readily accessible data. These include
semi-supervised learning (Reddy, Viswanath, & Reddy, 2018), transfer
learning (Tan et al., 2018), self-taught learning (Wang, Nie, & Huang,
2013), and zero-shot learning (ZSL) (Wang, Yao, Kwok, & Ni, 2020).
ZSL is specifically devised to train a model to classify objects from
unseen classes (the target domain) by transferring knowledge from seen
classes (the source domain) (Changpinyo, Chao, Gong, & Sha, 2020;
Wang, Zheng, Yu, & Miao, 2019), using semantic connections in a
defined space (Pourpanah et al., 2023).

* Corresponding author.

classes are frequently present in the model’s deployment environment.
To rectify this, the generalized zero-shot learning (GZSL) setting has
been introduced, where models are evaluated on both seen and unseen
classes (Rahman, Khan, & Porikli, 2018; Wang & Breckon, 2023; Ye,
Hu, & Zhan, 2021). While GZSL methods show promising results (Liu
& Ozay, 2023), we are far from optimal performance due to unresolved
challenges such as domain shift, seen class bias, cross-domain transfer,
hubness, and semantic loss (Pourpanah et al., 2023). In recent years,
generative methods have been employed to mitigate some of these
issues, especially domain shift and bias. Such methods (Xian, Lorenz,
Schiele, & Akata, 2018) generally achieve better accuracy by generating
images or visual features for unseen classes and, for this reason, they
have replaced previous embedding methods as the preferred approach
to ZSL (Sun, Gu, & Sun, 2021).
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However, there is an overlooked challenge for ZSL methods that has
not yet garnered sufficient attention from the research community. In
order to allow for a direct comparison among different methods, Xian,
Lampert, Schiele, and Akata (2018) propose a set of standard conditions
(i.e., the classes used for training and the structure of the semantic
space) for the evaluation of GZSL models, that, from now on, we will
refer to as the benchmark split.

Most studies focus on this split (see Section 2), but neglect the gener-
alization to different splits, which is crucial for real-world applications.
This raises concerns about whether a higher performance of a novel
GZSL model can be interpreted as an improvement or if the model is
just overfitting the benchmark split.

This research is thus motivated by the need to quantify how ZSL
performance generalizes across different splits and assess the real-world
applicability of the evaluated models. Any semantically-defined split
introduces a loss of information (semantic loss), and the hypothesis
behind this work is that this semantic loss varies in a non-negligible
way with each split, as some splits have lower entropy than others. The
goal is to quantify the extent to which this effect varies as a function
of the split.

This paper has two key contributions. First, we propose a theoretical
and practical framework to define the concepts of generalizability and
robustness of ZSL models, with a particular focus on the concept of
split. Second, we define novel metrics to perform this kind of evalu-
ation; in particular, we propose four splitting methods among classes
and attributes, with the goal of stress-testing the models.

We conduct a series of experiments to evaluate these properties us-
ing both coarse- and fine-grained benchmark datasets, demonstrating a
significant margin for improvement in generalizability and robustness.
Our results demonstrate how these splitting methods are responsible
for wide changes in the performance of the models; often negative, but
sometimes positive, as we show that dimensionality reduction can be
effective in improving ZSL performance in fine-grained datasets.

In this work, we focus on generative methods for attribute-based
inductive ZSL (from now on, ABZSL or simply ZSL). Generative models
are used to synthesize unseen classes, attribute-based means that a list
of engineered (rather than learned) attributes defines the classes, and
inductive means that only the seen classes are used during training. We
will consider both CZSL and GZSL in our experiments.

The rest of this paper is organized as follows. In Section 2 we
discuss the ZSL taxonomy and related works. In Section 3 we describe
our methodology, introducing the concepts of generalizability and
robustness, and proposing the splitting methods used for robustness
evaluation. In Section 4 we present and discuss the results of our ex-
periments on the tested models with the proposed splits on benchmark
datasets. Finally, in Section 5 we draw conclusions on the generaliz-
ability and robustness of ZSL models, and suggest some directions for
future research.

2. Related works

During the last decade, several methods have been developed to
tackle the problem of image classification in ZSL settings (Akata, Har-
chaoui, & Schmid, 2015; Frome et al., 2013; Fu, Hospedales, Xiang, &
Gong, 2015; Jayaraman & Grauman, 2014; Rohrbach, Ebert, & Schiele,
2013; Romera-Paredes & Torr, 2015; Xian, Lorenz, Schiele, & Akata,
2018; Ye & Guo, 2017). These methods are typically classified accord-
ing to four criteria: (1) the training methodology (e.g. embedding-
based, generative), (2) the type of semantic space (e.g. attribute-based,
corpora-based), (3) the data available in the training set (e.g. inductive,
transductive), and (4) the data available in the test set (e.g. conven-
tional ZSL, generalized ZSL). Our work focuses on generative methods
for attribute-based inductive CZSL and GZSL:
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 Generative methods are models, such as Generative Adversarial
Networks (GANs) (Goodfellow et al., 2014), which synthesize
images of unseen classes conditioned on their semantic descrip-
tion, so that a standard classifier can be trained on this synthetic
dataset;

Attribute-based means that the semantic space is characterized by
a list of attributes designed to describe each class. This engineered
semantic space is easier to create than a learned representation
(e.g. from text corpora), but it carries the biases of the human
annotators, thereby potentially compromising generalizability;
Inductive means that there are no images from unseen classes
in the training phase. This is a more challenging setting than
transductive ZSL, which includes unlabeled images from unseen
classes in the training phase;

Conventional ZSL (CZSL) indicates that only the unseen classes are
considered in the test phase. Generalized ZSL (GZSL) indicates that
the test set consists of images from both seen and unseen classes.
GZSL is more appropriate for real-world scenarios, but models
tend to be biased towards recognizing seen classes.

Traditional “embedding-based” ZSL methods (Han, Fu, Chen, &
Yang, 2021; Liu et al., 2023; Pourpanah et al., 2023; Van Gansbeke,
Vandenhende, Georgoulis, Proesmans, & Van Gool, 2020; Xu, Xian,
Wang, Schiele, & Akata, 2022; Yun, Wang, Hou, & Gao, 2022) learn to
project visual and semantic features from seen classes into a common
space called embedding space. This learned space is then used to rec-
ognize novel classes. To overcome the aforementioned ZSL challenges,
especially domain shift and bias, most of the recent methods employ
generative models instead.

A range of generative methods adopt GANs to synthesize unseen
class features, which are then used in a fully supervised setting to
train a standard classifier. Xian, Lorenz, Schiele, and Akata (2018)
propose f-CLSWGAN, a model consisting of a conditional Wasserstein
GAN (WGAN) (Arjovsky, Chintala, & Bottou, 2017) paired with a
classification loss, able to generate discriminative features for unseen
classes. Felix, Reid, and Carneiro (2018) replace the seen category
classifier with a decoder using a cycle-consistency loss (Zhu, Park,
Isola, & Efros, 2017). Schonfeld, Ebrahimi, Sinha, Darrell, and Akata
(2019) introduce cross and distribution alignment losses for aligning
the visual features and corresponding embeddings in a shared latent
space using two Variational Autoencoders (VAEs) (Kingma & Welling,
2014), proposing the CADA-VAE approach.

Xian, Sharma, Schiele, and Akata (2019) introduce an F-VAEGAN
framework that combines a VAE decoder and a GAN generator for fea-
ture synthesis with a cycle-consistency loss between generated and orig-
inal visual features. Other GAN-based ZSL classification methods (Felix
et al., 2018; Huang, Wang, Yu, & Wang, 2019; Mandal et al., 2019;
Zhang & Peng, 2018) use auxiliary modules to enforce cycle-consistency
on the embeddings during training. Yu and Lee (2019) use generated
unseen classes as training data points to update model parameters
step by step. Narayan, Gupta, Khan, Snoek, and Shao (2020) pro-
pose TF-VAEGAN by extending f-VAEGAN with a feedback loop that
iteratively improves the quality of synthesized features. To solve visual-
semantic domain gap and seen-unseen bias, a method named FREE
is proposed (Chen et al.,, 2021). FREE exploits a feature refinement
module consisting of a semantic/visual mapping coupled with a gen-
erative model with the aim of refining visual features of both seen
and unseen classes. In the study conducted by Zhao, Shen, Wang, and
Zhang (2023), a generator is trained to augment category semantics
and generate visual features. This process enhances the alignment
between the generated visual features and the distribution of real
features, resulting in improved performance. To address the challenge
of redundancy in synthetic features, Gowda (2023) introduces SPOT,
a novel reinforcement learning-based approach. This method employs
a transformer-based selector trained through proximal policy optimiza-
tion to enhance the selection of synthetic features, thereby improving
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classification accuracy. Yang, Lee, Lin, and Wang (2023) introduce the
Cross-Model Consistency GAN (CMC-GAN), which is a generative model
that enables data hallucination for unseen classes through semantics-
guided intra-category knowledge transfer across image categories. By
incorporating appropriate semantics and ensuring ample visual diver-
sity, CMC-GAN facilitates the generation of data that resembles unseen
classes. The seen and unseen bias problem is tackled also by Yue,
Wang, Sun, Hua, and Zhang (2021), who propose a generative causal
model to produce faithful counterfactuals, which allows using a consis-
tency rule for balanced seen/unseen classification. Kong et al. (2022),
propose a method to enhance intra-class compactness while maintain-
ing inter-class separability of both seen and unseen classes in the visual
feature and embedding spaces. Su, Li, Chen, Zhu, and Lu (2022) pro-
pose to generate fictitious classes to separate seen and unseen samples
for GZSL, leveraging both visual and semantic modalities to distinguish
seen and unseen categories. The framework proposed by Han, Fu,
Chen, and Yang (2022) combines an embedding model with a feature
generation model, introducing a semantic contrastive embedding that
consists of both attribute-level and class-level embeddings.

Xian, Lampert, Schiele, and Akata (2018) propose a benchmark split
that defines the seen/unseen class split to be used for evaluation, as
well as the attributes that describe the semantic space. The works
described here focus predominantly on performing evaluations on this
specific split, which is a straightforward way to compare different mod-
els. However, this raises concerns regarding the generalizability and
robustness of such models, as the performance on the benchmark split
may not necessarily translate to similar performance across different
splits. This limitation highlights a crucial gap in the current research
landscape, emphasizing the need for models that not only excel in stan-
dard benchmark settings but also demonstrate robust generalization
across varied data distributions (Ge et al., 2023). To the best of our
knowledge, no other works have tackled this problem at the time of
this writing. Therefore, there is a compelling case for the necessity of
our work, which is aimed at defining a novel evaluation framework
and conducting a series of experiments to assess the generalizability
and robustness of ZSL models over different splits.

3. Methodology

In this section, a full description of the proposed methodology is
provided. First, we formalize the ABZSL problem in Section 3.1. Then
we define the key concepts of our work, such as generalizability and
robustness, in Section 3.2. Finally, in Section 3.3, we illustrate the
splitting methods proposed in this work to evaluate the robustness.

3.1. Formalization of the attribute-based ZSL problem

Let k € N be the number of attributes, d € N the number of features
(also referred to as images or samples), n € N the number of classes,
with ng as the number of seen classes (ng < n) and ny = n — ng the
number of unseen classes.

Let A = R¥ be the semantic space (also referred to as the attribute
space), X = R? the feature space, and Y = Y,...Y, the set of all classes
(seen and unseen). Let Y C Y be the subset of seen classes and
YY = Y \ YS the subset of unseen classes. Similarly, X c X will
refer to the samples belonging to seen classes and XV = X \ X to the
samples belonging to unseen classes. The semantic space A provides
extra information and acts as a bridge between seen and unseen classes.

We define the signature of a class ¢ : Y — A as the function
that maps each class to the attribute vector in the semantic space that
uniquely identifies it. For convenience, we will use the notation a,
instead of a(y). We define an attribute o' : Y — {0,1} as a function
indicating whether such attribute is present (with value 1) or absent
(with value 0) in that class or, alternatively, the ith element of the
attribute vector returned by a. This is the definition of a binary at-
tribute; our experiments use continuous attributes with values included
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in [0, 1] indicating their frequency in a class, but we will treat them as
binary attributes for convenience. With this notation, we refer to the
ith element of the attribute vector of the class y as a' .

We also define the set of labeled samples of seen classes as in Eq. (1)
and the set of labeled samples of unseen classes as in Eq. (2).

S ={(x,ya)lx € XS5,ye Ys,ay € A5} (@)

U={xya)lxex yer¥a ea’) 2

In CZSL, we define f : X — YU as an unknown function that maps
features to classes and f : X — YU as a classifier that approximates
f. In GZSL, We define f : X — Y as an unknown function that maps
features to classes and f : X — Y as a classifier that approximates f.
In general, our goal is to train the classifier f to minimize the error
=D~

The training set consists of all the pairs of features and labels only
belonging to the seen classes, defined as T = {(x, f(x)) : x € X}
where X*S c X is the set of available samples. This is the inductive
setting; in the transductive setting we also include unlabeled unseen
samples in the training set, but for our purposes, we are only interested
in the inductive setting.

In CZSL, models are commonly evaluated using the average per-
class-top-1 accuracy as in Eq. (3), where N is the number of classes:

n . . .
1 # correct predictions in ¢
accy = 2

# samples in ¢

3

c=1
This encourages high performance on both sparsely and densely
populated classes. In GZSL, the accuracy is evaluated on both seen
(accys) and unseen (accyu) classes. Since the accuracy needs to be
good on both, the harmonic mean is used as the preferred performance
metric, defined in Eq. (4):
aceyy = 2 % accys * accyu @
accys + accyu
While embedding-based methods estimate f by exploiting the map-
ping between A and Y, generative methods train a generator on T
to create a synthetic dataset XU, this dataset will be used to train a
standard classifier on a complete training set T = {(x, f(x)) : x €
XSy X*U} where X*V c XU,

3.2. Proposed framework

Current works in ZSL attempt to build classifiers that improve the
state-of-the-art accuracy on the benchmark split proposed by Xian,
Lampert, Schiele, and Akata (2018). We, however, hypothesize that
current attribute-based ZSL models lack complete generalizability and
robustness across various splits, with implications not only for the-
oretical ZSL results but also for the applicability of these models in
real-world scenarios.

The goal is to assess whether the performance of current ZSL models
can be effectively transferred to real-world conditions, or if these
models are merely overfitting to the benchmark split. Our proposed
evaluation framework introduces an additional step in the evaluation
pipeline to analyze the generalizability and robustness of ZSL models
(Fig. 1). However, before diving into these topics, we will introduce
some fundamental concepts such as splits, the upper bound, and the
performance gap.

3.2.1. Splits and splitting methods

We evaluate ZSL models on different splits, selected according to
the criteria and splitting methods outlined in Section 3.3. We distinguish
between class splits and attribute splits.

Given a set of classes Y, we define a class split oy as a partition
of Y into two disjoint subsets Y and YV such that Y uYY =Y and
YSnYY = @. We define an attribute split ¢, simply as a set of attributes,
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Fig. 1. The proposed framework to evaluate the generalizability and robustness of ZSL models, with a particular focus on the concept of the split. The yellow block symbolizes our
novel contribution: while previous works only evaluate models on the benchmark split, we include an additional step of generalizability and robustness evaluation. Notably, this
framework is independent of the specific ZSL model or dataset, and it allows for the integration of additional splits for evaluation. For each proposed split related to robustness

evaluation, a visual representation is provided at the bottom of the figure.

defined as a mapping from Y to A. We define a split ¢ as a pair of a
class split 6y and an attribute split ¢ ,.

Class splits refer to the seen/unseen class partitioning and indicate
the classes chosen for training (seen classes) and those used for eval-
uation (unseen classes). On the other hand, attribute splits pertain to
a specific configuration of the semantic space and indicate the set of
semantic descriptors, or attributes, which together uniquely identify a
class. A point in the semantic space is a vector that assigns a value to
each of those attributes. We use the term splits to refer to both class
splits and attribute splits, i.e. a split refers to a specific class partition
(seen/unseen) coupled with a distinct set of attributes.

3.2.2. Upper bound and performance gap

The introduction of the following concepts, although not strictly
required for understanding this work, allows shaping the problem in
an intuitive, practical, and theoretical way. Our subsequent definitions
are applicable only for models trained “under reasonable conditions”
(w.r.c.), i.e. ignoring extreme scenarios that may invalidate our conclu-
sions but lack practical relevance (e.g., identical images in the training
and test set, a test set with a single image, etc.).

We characterize the Upper Bound (UB) as the highest possible accu-
racy that any ZSL model could theoretically achieve on a given dataset.
This is determined by a classifier with a similar architecture trained
on all classes, both seen and unseen. Our definition is qualitative as a
precise definition of UB is not straightforward, and its quantification is
unnecessary for our discussion (refer to the limitations subsection for
more details).

The intuition is that ZSL models, due to limited data during training,
cannot achieve an accuracy as high as a model trained with all classes’
data u.r.c., in general.

We define the Performance Gap (PG) relative to a split and a
ZSL model as the difference in accuracy between that model and its
corresponding UB. Let M be the set of all ZSL models, D be the set of
all datasets defined u.r.c., and X the set of all splits defined u.r.c. Let
d € D be a dataset and ¢ € X a split. Let m € M be a ZSL model and

acc : M x 2 x D — [0,1] the accuracy of model m on dataset d for

the split 0. Let m* € M an equivalent non-ZSL architecture of m (we
leave out the formal definition of equivalent architecture for brevity)
and o* € ¥ a null split (a split where the unseen classes set is empty).
We define PG, averaged across different training runs of the models, as
in Eq. (5):

PG(m,,d) = E [UB — acc(m, 6, d))| (5)

where UB = acc(m*, o*,d). From this point forward, we will leave out
the parameters m, o, d for simplicity, unless necessary to understand a
given context.

3.2.3. Qualitative interpretations of the performance gap

By decomposing PG, we can gain a better understanding of general-
izability and robustness. We can decompose PG according to the source
of the error, as in Eq. (6):

PG = ML(m) + SL(m, 6, d) (6)

ML denotes the Model Loss, which is the error that arises from
the model’s inherent inability to accurately fit the data distribution,
and is the component that does not depend on the chosen split. SL
is the Semantic Loss, or the error that originates from the semantic
space’s inability to adequately represent the unseen classes. Here, we
use the term loss to refer to the accuracy metric, not the function to be
minimized during training.

ML can be improved with methodological improvements. For ex-
ample, generative ZSL models typically demonstrate lower ML than
embedding-based models, as their performance tends to be superior
when evaluated on the same splits. Most aforementioned ZSL works
only compare and improve ML. Improvements in SL can be achieved
by modifying the split or selecting a more descriptive set of attributes.
While it is not always possible to select the split in practical appli-
cations, we can make these changes when evaluating methodological
improvements on benchmark datasets to determine whether their per-
formance is consistent under varying conditions or if they are merely
overfitting to the benchmark split.
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Fig. 2. A qualitative, high-level representation of the Performance Gap.

We can further decompose SL into two additional components, as
in Eq. (7):

SL = AL + DL @)

AL, or Attribute Loss, is the loss of information resulting from an
incomplete definition of the attributes. Since attributes are a semantic
representation of a class, they are by definition an incomplete descrip-
tion, i.e., there is no one-to-one mapping from the feature space to
the semantic space. For example, we can define the class zebra with
the semantic description horse with stripes, but if we do not define the
attribute stripes, no ZSL method will be able to learn to recognize a
zebra, no matter how good it is (high ML). AL can be improved by
changing the definition of the attributes, which involves some human
annotation work but does not require additional data.

DL, or Data Loss, is the information loss stemming from insufficient
training data for the defined attributes. For example, we can define a
zebra as a horse with stripes and define the attribute stripes to minimize
AL, but if we have no stripes among the seen classes, no method will be
able to learn to classify a zebra, no matter how good it is. Improving
DL can be achieved by supplementing more data and introducing novel
seen classes with the required attributes.

Our proposed splitting methods alter the seen/unseen class partition
and reduce the number of attributes, but we do not define new at-
tributes. Therefore, systematic accuracy changes among different splits
can be considered as changes in DL.

We can consider a second interpretation of PG as an error metric,
by dividing it into the bias and noise components:

PG? = Bias® + Noise> ®

As in the previous case, quantifying these components is neither
feasible nor necessary, but this perspective provides a valuable intuitive
framework for understanding generalizability and robustness. We can
minimize bias (average error across multiple runs) by making the model
more robust, and we can minimize noise (error variance across multiple
runs) by making the model more generalizable. Fig. 2 qualitatively
shows PG and how the accuracy varies with the split.

3.2.4. Generalizability and robustness

We define generalizability as the ability of a ZSL model to perform
consistently well on seen and unseen classes, regardless of the specific
split used. Generalizability analysis is straightforward, as it consists of
calculating the variance of the accuracy over different splits, with a
lower accuracy variance indicating higher generalizability. However,
splits are not the only metric for evaluating generalizability. We will
first evaluate the base variance, trivially, by training the models with

different initialization seeds on a fixed split, the benchmark split, to
assess how much of the variance is intrinsic to the model and how much
is given by the split. We will also evaluate the model over different
proportions of seen/unseen classes to test the effect of additional seen
classes on the accuracy of the models. We are particularly interested
in assessing how generalizability differs with different models and
datasets. In our experiments, we use the unbiased estimator since the
sample size is low and calculate the standard deviation, but we will
keep using the term variance for brevity.

To summarize, we can define generalizability as a function of some
variable X, e.g. the seed, the split, or the proportion of seen/unseen
classes, as in Eq. (9) (a lower value corresponds to a more generalizable
model):

Gen(m, X) = Vary [acc(m, 6)] 9

We define robustness as the ability of a ZSL model to perform
consistently well when stress-tested with particular splits that present
significant variations in some statistical properties. We propose some
criteria, or splitting methods, to produce these splits in Section 3.3. The
goal is to assess the sensitivity of ZSL models to these properties, by
testing performance changes without altering the architecture, the data,
or the training hyperparameters. A robust ZSL model should maintain
good performance relative to its average accuracy and not be sensitive
to these splits. Evaluating generalizability, particularly the split vari-
ance, is a necessary step for evaluating robustness. Since robustness
evaluation involves experimenting with different splits, we need to
separate the effect of randomness from the effect of the particular
splitting method used.

To summarize, we can define robustness as the difference between
the mean accuracy over all possible splits and the minimum accuracy
over a subset of carefully selected splits X’ ¢ X as in Eq. (10) (a lower
value corresponds to a more robust model):

Rob(m, X') = E [acc(m, 6)] — min [acc(m, a’)] (10)
olex!

We will define our subset X’ in Section 3.3. These Eq. (9) and (10)
respectively map to the noise and bias components defined in Eq. (8).

Sometimes, we will use the term generalizability to refer to both the
generalizability and robustness problems. Unless otherwise specified,
the meaning of the term generalizability should be either obvious from
the context or irrelevant.

3.2.5. Assumptions and limitations

In the definitions above, we have made some simplifying assump-
tions that do not always apply, but are sufficient for our purposes and
can be addressed by future research.
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The first simplification is the definition of UB. It is not granted that a
non-ZSL model with a similar architecture to a ZSL model trained u.r.c.
is a valid UB. This is because the ZSL model employs the semantic space
for additional data, which might boost accuracy beyond the defined UB.
This particularly holds true for fine-grained datasets with a significant
number of classes and attributes. For instance, CUB, containing about
200 classes with approximately 60 elements each, would result in
subpar performance for a standard classifier when compared to a ZSL
method leveraging additional semantic information.

To account for this limitation, we should consider an equivalent
non-ZSL architecture that would also include the extra information in
its training data, not just the samples from seen and unseen classes. This
can be practically non-trivial to implement, but for our purposes, we are
only interested in the implications of UB, not in evaluating it exactly,
and we can just consider UB as a function of the semantic space as
well. However, it is reasonable to state that for coarse-grained datasets
like AWA, the accuracy in a non-ZSL setting generally surpasses the
accuracy in a ZSL setting, since training a model u.r.c. directly through
the feature space is easier than doing it indirectly through the semantic
space.

Another assumption is that the PG decomposes into independent
components. However, there are likely some non-linear relationships
among those components. Similarly, there could be some non-linear
relationships between the base variance and the split variance defined
in the context of generalizability, given that different splits could have
different base variances. In general, there is no need to quantify these
relationships: our definitions are meant to be taken qualitatively rather
than quantitatively, and we focus on quantifying evaluations of models
trained on different splits instead. We consider the potential non-
linear relationships negligible and irrelevant for our purposes, although
further research might investigate them in detail.

Finally, we defined UB and PG in terms of accuracy as a single
variable. In reality, accuracy alone is not sufficient to evaluate ZSL
models, since we want to separate the accuracy on seen classes from
the accuracy on unseen classes, as we do in Section 4. Similarly, Fig. 2
is an oversimplification, but it is useful to understand how error metrics
could have some components that depend on the defined splits.

3.3. Proposed splitting methods

To thoroughly evaluate and test the robustness of ZSL models,
we have developed our subset X’ consisting of four specific splitting
methods: Greedy Class Split (GCS), Clustered Class Split (CCS), Minimal
Attribute Split (MAS), and PCA Attribute Split (PAS). Each of these
methods is defined as a function of binary attributes for the sake
of simplicity. However, it is important to notice that in our actual
experiments, we use continuous attributes. Throughout this discussion,
we will use the terms “splitting methods” and “splits” interchangeably
to refer to these approaches. This terminology will help simplify our
explanation and ensure clarity in our discussion of these methods.

The attribute splitting methods, MAS and PAS, are designed to
reformulate the semantic space, denoted as A. In contrast, the class
splitting methods, GCS and CCS, focus on reorganizing Y* (the set of
seen classes) and YU (the set of unseen classes). This reorganization is
achieved by sorting the classes according to specific criteria and then
selecting the first ng classes to be included in Y*5. In Eq. (11), we define
Y*S as a function of an ordered set ¥, which includes all classes:

YS={y €Y |i<ng) 11

With MAS and PAS, the new semantic space is defined as A = ]Ri‘,
and it only includes a subset of the attributes. We select the first k
attributes from an ordered set of attribute indices K = (i, iy, ..., iy).
Attribute splits like MAS and PAS are inherently parametric, as we need
to specify at least the number % of attributes we want to retain.

It is important to note that class splits are employed exclusively
for stress-testing models and cannot be applied “in production” to
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improve the performance of a ZSL model. This would require having
access to samples from the unseen classes, which are unavailable by
definition, otherwise it would not be a ZSL problem. Thus, if a class
split indicates improvement over the baseline, it cannot be regarded as
an advancement over the state of the art. In contrast, the attribute splits
defined here originate from the available attributes without any extra
information, meaning they can be used “in production”. As we will
show in Section 4.3, our attribute splits do improve baseline results,
which can be seen as an advancement over the state of the art.

We will now define the ordered set Y derived from Y for GCS and
CCS, and the new semantic space A for MAS and PAS. In Section 4, we
will compare each of the resulting splits (except PAS) with its inverse
by considering both ascending and descending orders of ¥ or K. It is
important to note that this list of splits is not meant to be exhaustive
and future research could define additional methods.

3.3.1. Greedy Class Split (GCS)

The Greedy Class Split (GCS) is designed to maximize the semantic
information retained in the set of seen classes Y. This approach
specifically aims to prevent scenarios where, for example, a zebra is
defined as a horse with stripes, but we have no stripes in the training
samples.

In the binary definition of the semantic space, the value 1 indicates
the presence of an attribute in an image, while the value 0 indicates
its absence. Since ones are more informative than zeros, we maximize
the entropy in Y by maximizing the norm of the signature vectors in
Y, which is equivalent to maximizing the number of ones. For each
class, we sum the values of its signature vector and we sort the classes
by these sums in descending order. The resulting ordered set of classes
is defined in Eq. (12):

Yocs = sort, <y, D a"(y)> 12)

1

3.3.2. Clustered Class Split (CCS)

The Clustered Class Split (CCS) defines Y and YV as two distinct
clusters with the intent of minimizing intra-cluster distance while
maximizing inter-cluster distance.

We first define the Class Semantic Distance matrix D = (d; ) E Rxn
where i,j < n. Then we define each element d;; = I,(y;,y;) as the
Euclidean distance between class y; and class y;, where /, : Y XY — R
is the distance between the two class signatures (attribute vectors).

The intuition is that by, having similar classes in Y, the model
could learn to better represent attributes as there are samples of multi-
ple classes. In the inverse setting, Y contains dissimilar classes, and the
intuition is that the chances of overfitting are reduced. Similar to the
GCS, the clusters are defined by sorting the classes by the sum of their
row (or column) values. The first ng classes are those with the lowest
distances overall, meaning that they form a cluster in the semantic
space. Those classes will be the seen classes. The other n; are far from
this cluster in the semantic space, so they will form another cluster
(although it is not a proper cluster since those classes are probably far
away from each other as well), and they will be the unseen classes. The
resulting ordered set of classes is defined in Eq. (13):

Tecs = sort,, <Y, > dey, 1)> 13)

3.3.3. Minimal Attribute Split (MAS)

The Minimal Attribute Split (MAS) transforms the semantic space
into a more compact, lower-dimensional form by filtering out attributes
that are highly correlated, meaning those that frequently occur to-
gether. This process prioritizes attributes that provide unique and
informative insights, thus improving the efficiency and effectiveness of
the subsequent generative and classification steps by focusing on the
most distinct and informative features.
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We first define the Attribute Correlation matrix H = (k;;) € R™"
where i,j < n. Then we define each element s,; = |ij| /10Y| as
the ratio of co-occurrences of attributes ¢’ and o’ in all the classes
y € Y, normalized to the occurrences of the attribute a’, where OI.Y =
{y € Y : d(y) = 1} is the set of classes with the attribute i, and
OZJ. ={y ey : d@y = 1.a/(y) = 1} is the set of classes with both
attributes i and j. Due to normalization, this matrix is asymmetric.

The intuition is that highly correlated attributes provide less infor-
mation, and we want to force generative models to synthesize samples
conditioned on highly informative attributes. In the inverse setting, we
only keep highly correlated attributes.

The resulting ordered set of indices, Kj; ¢ is defined in Eq. (14):

Kpas = Sort; <H Y s, j)) 14

J

3.3.4. PCA Attribute Split (PAS)

The PCA Attribute Split (PAS) applies the Principal Component
Analysis (PCA) algorithm to the attributes, reducing the dimensionality
by deriving a new set of attributes, or principal components, which
capture the most significant information in the original data. For this
split, we do not define an inverse.

To perform PCA, the attribute matrix A, containing the attribute
vectors of all classes is first normalized. Next, the covariance matrix
Acoy is computed, followed by its eigendecomposition. The resulting
eigenvalues and eigenvectors correspond to the amount of variance
and the principal components, respectively. Unlike MAS, where we
just remove some attributes, here we derive new attributes from the
existing ones (the principal components). After sorting the eigenvalues
in descending order, the top k eigenvectors associated with the highest
eigenvalues are selected to form the new attribute matrix A; serving as
the semantic space for the PAS split.

The resulting ordered set of attribute indices, Kp,¢ is defined
in Eq. (15), where v denotes the eigenvectors and A denotes the
eigenvalues:

Kpps = sort; (VACO\,’ }”ACOV> 15

In the next section, we will present the results of our experiments
using these proposed splitting methods and discuss their impact on
zero-shot learning performance. We will analyze the potential benefits
and limitations of each split and provide insights into how they affect
the model’s ability to generalize to unseen classes.

4. Results and discussion

The following section provides a comprehensive analysis and discus-
sion of a series of experiments designed to evaluate the generalizabil-
ity and robustness of the following ABZSL models: CLSWGAN (Xian,
Lorenz, Schiele, & Akata, 2018), TF-VAEGAN (Narayan et al., 2020),
and FREE (Chen et al., 2021).

The organization of this section is as follows: Section 4.1 details
the datasets and evaluation metrics employed, Section 4.2 illustrates
the generalizability experiments, and Section 4.3 illustrates the ro-
bustness experiments. Moreover, we demonstrate that, in some sce-
narios, our proposed attribute splits deliver better performance on
fine-grained datasets compared to base models. This suggests that
having a large number of attributes could be counterproductive, and
employing dimensionality reduction techniques may be beneficial.

4.1. Technical details and experiments setup

In our evaluations, we focused on four benchmark datasets com-
monly referenced in the ABZSL literature: AWA2 (henceforth referred
to as AWA) (Xian, Lampert, Schiele, & Akata, 2018), CUB (Welinder
et al., 2010), FLO (Nilsback & Zisserman, 2008), and SUN (Patterson &
Hays, 2012). Each of these datasets offers distinct characteristics that
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are critical for a comprehensive understanding of our results. AWA is a
coarse-grained dataset with a limited number of classes and attributes
but a large number of samples per class. Conversely, CUB, SUN, and
FLO are considered fine-grained datasets, but each exhibits unique
characteristics that will be significant for an accurate interpretation of
our results. SUN has the highest number of classes with a comparatively
low number of attributes, while FLO, on the other hand, has the highest
number of attributes with a relatively low number of classes. CUB
represents a middle ground in terms of class and attribute numbers.
By evaluating different splits across these varied datasets, we aim to
shed light on how granularity, in terms of class and attribute counts,
affects model performance. The following are the specific details of
each dataset:

AWA: 85 attributes, 40 seen classes, 10 unseen classes, and
30,475 instances.

CUB: 312 attributes, 150 seen classes, 50 unseen classes, and
11,788 instances.

FLO: 1024 attributes, 82 seen classes, 20 unseen classes, and
8,189 instances.

SUN: 102 attributes, 645 seen classes, 72 unseen classes, and
14,340 instances.

For our experiments, we train the models with 30 epochs for AWA,
56 for CUB, 80 for FLO, and 40 for SUN, to be consistent with the
number of epochs used by the three works we draw upon. For GZSL
evaluation, we consider the top-1 accuracy for both seen () and
unseen (U) classes and calculate the harmonic mean (H) of the two.
Although S is typically higher than U, an improvement in the latter is
usually more desirable, provided it does not compromise the accuracy
of S. For each experiment, we present the results of the epoch with
the highest H. Before discussing the experiments, we provide the
baseline results of our implementation of the models, evaluated on the
benchmark split, in Table 1.

We train the models on features of size 2048 extracted from the
ImageNet-1K (Deng, Dong, Socher, Li, Li, & Fei-Fei, 2009) pre-trained
ResNet-101 (He, Zhang, Ren, & Sun, 2015). All the modules (generator,
discriminator, etc.) are implemented as two-layer fully-connected net-
works with 4096 hidden units, while the classifiers are implemented
as single-layer networks. LeakyReLU activation is used for all the
hidden layers. The networks are trained using the Adam optimizer with
varying learning rates depending on the dataset and model. For further
technical details and more information about the learning rates and
other hyperparameters, refer to the original works (Chen et al., 2021;
Narayan et al.,, 2020; Xian, Lorenz, Schiele, & Akata, 2018) or our
implementation at https://github.com/luca-rossi/grabzsl.

For an accurate comparison between splits, we utilize the results
obtained from our implementation of the models as a baseline, in-
stead of referring to the results mentioned in the original papers.
This is to account for potential slight differences arising from differing
hyperparameters and epochs.

In general, S accuracy is higher than U, because the models are
biased towards recognizing seen classes. The best overall GZSL perfor-
mance is achieved on the FLO dataset, followed by AWA, CUB, and
SUN.

4.2. Generalizability evaluation

As previously stated in Section 3.3, we evaluate generalizability
by measuring the base variance and the split variance. Base variance
is calculated by training the models on 5 random initialization seeds
while keeping the (benchmark) split fixed. Changing the initialization
seed affects the generative training as well as the downstream classifier,
meaning that the synthetic dataset generated by the former to train the
latter will be different each time. On the other hand, split variance is
calculated by training the models on 5 random class splits, introducing
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Table 1
Baseline accuracy of the CLSWGAN (C), TF-VAEGAN (T), and FREE (F) models.
Model CZSL GZSL
AWA CUB FLO SUN AWA CUB FLO SUN
T1 T1 T1 T1 S U H S 18} H S U H S U H
C base 68.2 57.0 65.5 58.9 68.0 54.1 60.2 58.3 44.1 50.2 81.8 53.6 64.8 35.7 43.5 39.3
T base 63.4 61.2 66.8 65.4 80.0 49.7 61.3 59.2 51.9 55.3 81.9 58.8 68.5 38.1 45.8 41.6
F base 63.3 61.2 62.2 51.7 65.3 56.4 60.5 59.3 49.4 53.9 78.7 57.5 66.5 32.6 35.8 34.1
Table 2

Base and split variance. These values show the normalized standard deviation (multiplied by 100 for clarity) for our experiments, obtained on samples of 6 training runs (including

the base one).

Model CZSL GZSL
AWA CUB FLO SUN AWA CUB FLO SUN
T1 T1 T1 T1 S U H S U H S U H S U H
C base 0.632 0.248 0.861 0.498 1.506 0.965 0.362 1.935 1.019 0.228 2.529 1.891 0.668 0.876 1.396 0.179
C split 6.195 1.917 2.013 2.253 2.874 5.317 3.937 2.941 2.601 0.985 2.761 2.486 2.077 0.792 1.835 0.588
T base 0.657 0.264 0.500 3.576 0.520 1.141 0.762 1.765 1.354 0.098 2.245 1.172 0.187 1.566 3.742 2.195
T split 5.039 2.217 4.773 4.397 5.591 6.558 3.342 1.176 1.545 1.258 1.899 5.430 3.904 1.373 4.062 2.082
F base 2.097 0.248 0.725 0.914 4.905 2.856 0.216 1.873 1.286 0.190 1.070 0.911 0.397 1.376 1.990 0.147
F split 3.734 2.367 4.139 2.121 4.397 3.695 2.561 1.868 1.925 1.103 1.989 4.733 3.488 2.396 3.054 0.452
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Fig. 3. Scatter plots of our experiments for base variance (top) and split variance (bottom). We only show the GZSL experiments. The x-axis shows the accuracy on seen classes,

while the y-axis shows the accuracy on unseen classes.

an additional source of noise. Furthermore, we examine how accuracy
varies with the seen/unseen class proportion. Generalizability analysis
is not only important in its own right, but it is also a prerequisite for
evaluating robustness, as the split variance alone could significantly
account for differences in accuracy emerged from our proposed splits. If
the split variance is too large, the effects of robustness may be difficult
to discern.

Table 2 and Fig. 3 show the base variance and the split variance.
The calculation of the base variance is performed in order to understand
the intrinsic variance of a model with a fixed split; in this case, the
benchmark split. Despite the low sample size could make these results
noisy, we can still observe some trends among models and datasets:

« Typically, the base variance is lower than the split variance due
to the additional noise introduced by the split. Nevertheless, the
base variance is not negligible, and its impact depends on the
specific dataset.

+ Both in CZSL and GZSL, AWA emerges as the noisiest dataset, with
the highest median base and split variance. SUN, FLO, and CUB

follow in that order. A particular outlier in our experiments causes
the base variance for TF-VAEGAN with SUN to be especially high.
There are no obvious consistent results among models, so we can
assume that different models do not have a significant effect on
variance, and the differences depicted in the table can be mostly
attributed to noise.

The harmonic mean tends to be much lower than both the seen
and unseen accuracy. This suggests that, when accuracy decreases
on unseen (or seen) classes, the accuracy increases on seen (or
unseen) classes, indicating an amplified (or reduced) bias towards
seen classes.

From Fig. 3 we can observe that random class splits tend to
outperform the baseline results in Table 1. We can explain this
phenomenon in terms of entropy and robustness. The methods
defined in Section 3.3 produce splits with specific properties, and
thus have low entropy. Random splits, by definition, have high
entropy. As we will illustrate in Section 4.3, our tested models
tend to perform worse on these class splits, as expected. We can
observe a trend whereby the accuracy tends to increase as the
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Table 3
Seen/unseen classes proportion experiments (fixed number of unseen classes: 5 for AWA, 25 for CUB, 10 for FLO, 36 for SUN).
Model CZSL GZSL
AWA CUB FLO SUN AWA CUB FLO SUN
T1 T1 T1 T1 S U H S 8] H S 18} H S 8] H
C prop 1 76.9 62.1 65.4 70.3 72.5 57.7 64.3 61.1 53.0 56.8 80.6 54.0 64.7 37.5 54.0 44.3
C prop 2 72.2 71.9 77.4 76.3 65.9 60.4 63.0 65.2 56.1 60.3 83.3 67.3 74.4 38.2 57.1 45.7
C prop 3 88.9 71.3 83.7 78.1 81.0 70.5 75.4 58.1 58.2 58.2 82.1 70.5 75.9 38.9 55.3 45.7
C prop 4 97.6 69.6 65.0 75.7 64.3 75.2 69.3 56.9 58.4 57.7 84.1 56.0 67.2 38.0 55.4 45.1
T prop 1 85.5 66.7 80.4 72.5 81.0 57.8 67.4 66.9 55.7 60.8 87.8 67.3 76.2 38.7 53.9 45.0
T prop 2 69.3 78.1 74.3 78.9 78.7 48.4 59.9 67.1 66.3 66.7 86.0 68.9 76.5 42.5 53.6 47.4
T prop 3 81.1 78.8 80.7 81.0 84.7 61.5 71.3 62.1 68.5 65.1 81.4 74.8 78.0 41.0 57.8 48.0
T prop 4 96.6 73.2 64.2 76.7 66.2 77.1 71.3 66.5 57.7 61.8 86.1 56.0 67.9 38.8 52.5 44.6
F prop 1 84.8 66.0 80.4 60.1 84.8 56.3 67.7 65.9 55.3 60.1 86.0 74.6 79.9 35.2 37.4 36.3
F prop 2 67.8 77.4 78.1 68.5 74.0 52.5 61.4 67.6 64.9 66.2 86.4 71.6 78.3 38.3 44.3 41.1
F prop 3 78.5 77.4 77.8 72.9 79.9 71.3 75.3 64.0 62.6 63.3 82.9 67.2 74.2 36.9 43.2 39.8
F prop 4 96.8 71.4 58.4 69.6 76.3 71.8 74.0 61.4 60.9 61.1 81.1 55.9 66.1 33.7 45.8 38.8
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Fig. 4. Plots of our experiments with different seen/unseen class proportions. The x-axis shows the
CZSL accuracy (top) and the GZSL unseen accuracy (bottom).

split as defined earlier (e.g. 1 for AWA is 30-5), while the y-axis shows the

splits approach maximum entropy. If the benchmark split has
been engineered rather than defined randomly, it will have lower
entropy and the tested models will be less robust, with slightly
degraded performance.

We define the proportion splits as follows (each pair is the number

to an increase in the seen class bias as the ability to generalize
improves with the number of seen classes. Initially, the ability
to generalize increases more rapidly than the seen class bias, but
over time, diminishing returns set in, and the seen class bias starts
to dominate. The only exception seems to be AWA, where the
accuracy keeps increasing, likely because the number of classes

of seen and unseen classes): is lower.

Some datasets have larger improvements than others. AWA, for
instance, shows the most significant improvements, while SUN
largely remains stable. This is consistent with the fact that AWA
has the fewest classes, while SUN has the most. FLO displays the
most substantial average decrease in accuracy.

Some noise can be observed in the GZSL seen accuracy (po-
tentially explained by split variance), but overall no particular
trend is apparent. We might have expected GZSL seen accuracy to
decrease as the number of seen classes grows, considering there
are more classes to choose from, but this is not the case.

For the AWA dataset, the CZSL accuracy gain is particularly pro-
nounced, achieving 97.6% accuracy with 45 seen classes. Again,
this is likely because AWA has a limited number of classes and
attributes, resulting in fewer diminishing returns as the number
of seen classes increases.

There are some exceptions to these trends. For example, the AWA
dataset is particularly noisy, as seen from the earlier experiments

» Prop 1: AWA 30/5, CUB 100/25, FLO 62/10, SUN 573/36.
» Prop 2: AWA 35/5, CUB 125/25, FLO 72/10, SUN 609/36.
* Prop 3: AWA 40/5, CUB 150,25, FLO 82/10, SUN 645/36.
* Prop 4: AWA 45/5, CUB 175/25, FLO 92/10, SUN 681/36.

Smaller sets of seen classes are always subsets of larger ones. For
instance, the seen classes of the 35/5 AWA split include all the seen
classes of the 30/5 AWA split, plus five other randomly selected classes.
The number of unseen classes is kept constant to avoid artificially
increasing unseen accuracy by reducing the class choices for the model.
For a given dataset, the set of unseen classes is always the same.

The experiments in Table 3 and Fig. 4 show the relationship be-
tween accuracy and the number of seen classes. Here are some obser-
vations:

+ On average, both CZSL and GZSL unseen accuracy increase with
the number of seen classes, up to a point. This could be due
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with base and split variance. FLO with the FREE model shows an
inverse trend, where accuracy deteriorates as the number of seen
classes increases, likely because its baseline accuracy is already
higher than the other datasets.

These experiments suggest that an increase in seen classes can lead
to improved model accuracy, and these improvements can sometimes
be substantial. However, this effect plateaus as increasing the number
of seen classes also intensifies the seen class bias.

The generalizability experiments presented here reveal that noise
and the type of dataset often play a substantial role in determining the
accuracy of ZSL models. The variance in results can sometimes eclipse
methodological advancements, indicating the need for more stringent
evaluation criteria. We found that coarse-grained datasets like AWA are
more prone to noise, while fine-grained datasets tend to be more stable.
Furthermore, we illustrated how increasing the number of seen classes
can improve the generalizability of ZSL models to unseen classes, but
this effect is quickly overtaken by the seen class bias.

4.3. Robustness evaluation

The subsequent experiments aim to evaluate the models using the
proposed splits, as discussed in Section 3.3. GCS and CCS are non-
parametric splits, while MAS and PAS are parametric, as they require
the definition of the number of attributes k. Considering the non-
negligible noise component present in our experiments, as demon-
strated in Section 4.2, we deem the results significant only if they
deviate significantly from the baseline or display consistency across
various datasets and models.

To reduce verbosity, we will use the notation accirypejModeljpataset]>
where:

» Type can be S (seen GZSL), U (unseen GZSL), or Z (CZSL).
* Model can be C (CLSWGAN), T (TFVAEGAN), or F (FREE).
» Dataset can be A (AWA), C (CUB), F (FLO), or S (SUN).

For instance, accyca can be interpreted as “the accuracy on unseen
classes for the model CLSWGAN on the dataset AWA”. An asterisk in a
given position signifies “any”, for instance, accy«, can be interpreted
as “the accuracy on unseen classes for any model on the dataset AWA”.
We use the suffix inv to denote the inverse of a split, for example, GCS,,,,,
means inverse GCS.

For each of the parametric splits, we carry out tests with two distinct
values for k:

+ MAS!: AWA 40, CUB 150, FLO 500, SUN 50
+ MAS?: AWA 20, CUB 75, FLO 250, SUN 25
+ PAS!: AWA 40, CUB 150, FLO 100, SUN 50
+ PAS?: AWA 20, CUB 75, FLO 50, SUN 25

Below, we outline some general observations. Since comments on
unseen accuracy for GZSL often mirror those for CZSL, we omit the
latter for brevity, except when discrepancies between the two arise:

+ The results presented in Table 4 indicate some level of variability
when the experiments are conducted on the proposed splits,
suggesting that the models may not be perfectly robust.

The accy«+ variance generally surpasses the accg«« variance con-
siderably. This is expected, as classifying seen classes does not
differ significantly from a typical classification task in a non-ZSL
setting. This further suggests that the lack of robustness is specific
to the ZSL setting (inferring different unseen classes), and cannot
merely be attributed to the complexity of the dataset as in a
typical classification task.

accgs+ accuracy tends to improve with most splits, either due to an
increased seen class bias or because the split itself improves gen-
eralization. A few instances exist where accg«+ accuracy decreases
by more than 10%, specifically accgrp with MAS and accgcp with
GCS, which could be attributed to noise.
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+ Overall, a trend seems to emerge whereby accys« tends to be
lower for the proposed class splits compared to the benchmark
split. This implies that the models are not particularly robust
to these types of splits. In contrast, attribute splits occasionally
improve baseline accuracy.

Regarding accy«+, most improvements over the baseline can be at-
tributed to noise, for instance, accycp with CCS;,,. Consequently,
we are more interested in consistent improvements (such as
the PAS splits consistently displaying improvements across most
datasets and models) and large ones (e.g., accypg with PAS! shows
a 7.7% improvement over the baseline).

In numerous cases, both a split (e.g., CCS) and its inverse (e.g.,
CCS,,,,) underperform the baseline. This indicates that the corre-
lation between the class splits and robustness is non-linear, and
we speculate that it follows an “inverse U” pattern. Both extremes
(the split and its inverse) have low entropy and thus low accuracy,
while randomly generated splits tend to be in the middle with
the highest entropy and accuracy. The benchmark split, which is
engineered rather than completely random, probably retains some
biases that lower its entropy, and thus is somewhere in between.
Future research could empirically validate this.

Regarding CZSL results, PAS! improves the baseline on all datasets
with the FREE model. Regarding GZSL results, a few Pareto
improvements over the baseline are noticeable, specifically acc«rp
with PAS' and PAS?, acc.pp with CCS;,,, GCS, and PAS?, and
accipg with PAS!.

In general, there are no significant differences between models.
This implies that robustness might be an intrinsic property of the
datasets and our results are generalizable across models, at least
across the ones we examined in this work. One possible exception
occurs with the SUN dataset, where the PAS split improves the
baseline with FREE but not with CLSWGAN and TF-VAEGAN. A
likely explanation is that dimensionality reduction aids faster con-
vergence, and FREE is a slower model that had not yet converged
on the baseline when we stopped training.

Conversely, significant differences between datasets exist. From a
qualitative perspective, the fine-grained datasets are more robust
than the coarse-grained AWA, which exhibits higher variance
among different splits. Datasets such as CUB and SUN have sub-
stantially more classes than AWA, implying that less semantic
information is lost when altering the split, resulting in increased
robustness. If information about a specific attribute is spread
among numerous classes, we are less likely to face a situation
where not enough images include that attribute (contributing to
the DL component we described in Section 3.2). The dataset FLO,
which possesses a large number of attributes, shows consistent
accuracy improvements with various splits, particularly attribute
splits.

The following are some split-specific observations:

+ CCS always worsens accy++. Sometimes, it increases seen accuracy
(e.g. accgee), suggesting that this split tends to increase the seen
class bias. CCS,;,, decreases accy«x and accysg, but leaves accy«c
and accysp unaffected (there is even a slight increase for accypc
and accygg). This is consistent with all three models, suggesting a
dataset trend. It also increases accg«+ in multiple cases, pointing
towards an increase in seen class bias. A correlation appears to
exist between the number of attributes and the effect of CCS,,,.

Fewer attributes yield a worse effect on accuracy (CUB and FLO

have more attributes than AWA and SUN).

Generally, both GCS and GCS;,, negatively affect accy.., with

accgs+ fluctuating. Both accypr and accgpr see an increase, likely

attributed to noise.
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Table 4
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Robustness results. The top results refer to CLSWGAN, the middle ones to TF-VAEGAN, and the bottom ones to FREE. The best epoch has been chosen for the results (with the
highest harmonic mean). The results that outperform the baseline are in bold, while those that underperform it by over 10% are underlined.

Model CZSL GZSL
AWA CUB FLO SUN AWA CUB FLO SUN
T1 T1 T1 T1 S U H S U H S 8] H S U H

C base 68.2 57.0 65.5 58.9 68.0 54.1 60.2 58.3 44.1 50.2 81.8 53.6 64.8 35.7 43.5 39.3
C CCS 50.8 33.8 48.3 36.3 67.1 44.2 53.3 62.1 30.4 40.8 78.7 41.6 54.4 34.2 30.8 32.4
C CCS,,, 42.2 52.0 64.3 36.2 65.7 39.5 49.4 58.1 41.5 48.4 80.9 54.4 65.1 39.0 34.0 36.3
C GCS 53.8 43.8 59.1 43.5 69.6 47.0 56.1 56.2 39.3 46.3 71.7 51.9 60.2 34.2 38.4 36.2
C GCS,,, 56.0 44.0 40.3 47.0 69.0 53.6 60.3 53.6 38.6 44.9 78.4 39.5 52.5 40.1 36.9 38.4
C MAS! 64.9 49.3 68.1 49.9 67.7 53.1 59.5 53.4 38.6 44.8 78.2 61.7 68.9 31.0 36.6 33.6
C MAS; 56.6 55.6 65.3 49.8 62.7 43.5 51.3 52.9 44.6 48.4 79.8 57.7 66.9 32.6 34.8 33.7
C MAS? 66.5 43.3 66.5 37.4 69.6 47.9 56.8 55.5 32.6 41.1 78.7 60.9 68.7 30.3 27.5 28.8
C MAS? | 51.6 49.0 66.6 36.9 63.9 36.3 46.3 56.1 36.9 44.5 79.2 59.5 68.0 30.9 26.3 28.4
C PAS! 65.5 55.9 64.1 58.5 68.8 52.0 59.2 56.7 45.5 50.5 81.1 56.7 66.7 34.9 39.5 37.1
C PAS? 68.3 54.7 62.3 56.4 63.3 53.5 58.0 58.6 421 49.0 80.4 54.1 64.7 33.2 38.5 35.7
T base 63.4 61.2 66.8 65.4 80.0 49.7 61.3 59.2 51.9 55.3 81.9 58.8 68.5 38.1 45.8 41.6
T CCS 45.2 37.7 42.8 39.4 83.8 34.4 48.8 66.5 34.4 45.4 85.7 37.5 52.2 37.8 31.3 34.3
T CCS,,, 43.3 60.3 64.3 40.2 71.1 36.1 47.9 64.4 50.3 56.4 86.1 55.9 67.8 43.0 35.4 38.8
T GCS 52.5 52.4 62.9 46.7 78.8 41.8 54.6 63.6 47.2 54.2 81.3 53.9 64.8 37.1 38.7 37.9
T GCS,,, 55.8 51.9 47.7 51.0 73.6 49.6 59.3 62.4 46.1 53.0 78.9 46.3 58.4 37.8 43.0 40.3
T MAS! 60.2 54.5 66.4 58.5 69.2 43.6 53.5 60.9 43.1 50.5 84.4 57.7 68.6 33.8 42.4 37.6
T MAS! 55.8 58.8 67.3 56.7 72.1 37.4 49.2 61.8 48.2 54.2 84.6 58.1 68.9 35.3 38.2 36.7
T MAS? 71.0 50.8 64.4 44.5 68.7 55.3 61.3 54.1 41.1 46.8 83.5 55.7 66.8 32.4 29.1 30.7
T MAS?, 63.8 55.3 64.7 46.9 80.0 47.3 59.5 58.4 43.5 49.8 80.4 57.2 66.9 32.7 29.9 31.3
T PAS! 57.9 62.4 64.6 63.5 72.2 43.5 54.3 59.5 51.9 55.4 84.1 59.5 69.7 37.3 429 39.9
T PAS? 66.4 61.8 66.0 61.3 70.4 48.9 57.7 61.0 50.0 55.0 83.0 58.8 68.8 37.3 38.3 37.8
F base 63.3 61.2 62.2 51.7 65.3 56.4 60.5 59.3 49.4 53.9 78.7 57.5 66.5 32.6 35.8 34.1
F CCS 46.0 37.4 41.1 28.8 77.2 41.0 53.5 65.5 339 44.7 82.9 38.8 52.8 34.4 21.3 26.3
F CCS,,, 43.0 58.6 65.7 29.7 69.1 39.0 49.9 59.1 52.2 55.4 85.7 62.8 72.5 37.5 24.4 29.6
F GCS 51.9 50.2 62.4 32.7 77.4 41.7 54.2 60.8 46.0 52.4 81.4 58.3 67.9 30.4 25.6 27.8
F GCS,,, 56.0 51.0 46.3 41.7 67.8 53.4 59.7 61.7 44.0 51.4 79.8 44.3 57.0 33.9 34.0 34.0
F MAS' 58.6 52.9 61.5 45.5 66.7 54.2 59.8 55.7 43.7 49.0 77.5 57.2 65.8 30.7 30.9 30.8
F MAS! | 55.1 58.2 60.9 43.5 68.0 43.8 53.3 59.9 46.5 52.3 75.9 56.7 64.9 28.2 28.8 28.5
F MAS? 54.3 48.4 63.5 34.4 63.8 45.3 53.0 53.2 38.5 44.7 74.1 58.0 65.1 28.8 22.4 25.2
F MAS? 51.5 53.6 60.2 32.8 66.3 35.8 46.5 58.2 41.6 48.5 73.0 54.5 62.4 30.3 20.1 24.2
F PAS! 66.9 61.7 63.6 59.7 79.1 52.2 62.9 61.2 48.7 54.3 80.7 56.8 66.7 32.6 43.5 37.2
F PAS? 64.5 59.5 64.9 56.6 68.6 55.3 61.2 58.2 48.8 53.1 78.7 58.1 66.8 31.9 39.6 35.3

+ The performance of both MAS and MAS,,, is characterized by a
degree of unpredictability, as they can either improve or diminish
accuracy depending on the context. For instance, MAS and MAS;,,
notably improve accycg, but leave accyrp and accypp unaffected.
There is also a noticeable improvement in acczr, with MAS?.
These inconsistent results can be attributed to the propensity of
MAS and MAS,,, to generate a semantic space with a higher
susceptibility to noise, suggesting that experiments performed in
this kind of semantic space may not be statistically significant.
However, an alternative explanation for the good performance of
MAS and MAS,,, on accycp may be dimensionality reduction. The
observed improvements remain consistent in both the split and its
inverse, suggesting that they may not be directly attributable to
the specific methodology that produces the MAS split, but rather
to the mere reduction in the number of attributes. Given that FLO
possesses the highest number of attributes (1024), it is plausible
that models struggle with large attribute sets, and thus, derive
benefits from dimensionality reduction.

Like MAS, PAS also performs dimensionality reduction within the
attribute space. Unlike MAS, however, PAS does not appear to
adversely affect accy++. On the contrary, it consistently elevates
accuracy beyond the baseline for the FLO and SUN datasets across
all models.

The robustness experiments presented here are generally consistent
across different models but not across datasets, where performance
varies based on the granularity of the datasets themselves. Class splits
often decrease unseen accuracy, suggesting considerable room for im-
provement in model robustness as the accuracy drop often exceeds
10%. Conversely, attribute splits such as MAS and PAS can increase
the unseen accuracy of the base model if the initial attribute count
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is high (as in FLO). Since dimensionality reduction methods can be
applied without accessing information from unseen classes, we can
consider it as an effective low-hanging fruit for improving the accuracy
of ZSL models used in real-world applications. This can be achieved
either by reducing the number of attributes so that the remaining
ones retain semantic meaning, like with MAS, or by transforming the
attributes to achieve higher improvements at the cost of losing semantic
meaning, like with PAS. The trends observed here hold across all three
models, suggesting a generalizable pattern rather than a noise-induced
phenomenon. A summary of the effects of these splitting methods is
presented in Table 5.

5. Conclusions and future work

This study introduced the concepts of generalizability and robust-
ness for ABZSL. We conducted various experiments on four datasets to
test the impact of granularity: one coarse-grained, AWA, and three fine-
grained, CUB, FLO, and SUN. Similarly, we used three ABZSL models to
ensure consistency in our results: CLSWGAN, TF-VAEGAN, and FREE.

Our generalizability experiments revealed some non-negligible per-
formance variability in ABZSL models across different splits, indicating
that they may not be as generalizable as previously thought. This
effect was particularly pronounced in the coarse-grained AWA, where
greater information loss and fewer classes and attributes negatively
impacted generalizability. Furthermore, we showed that increasing the
number of seen classes generally has a positive effect on accuracy, until
diminishing returns set in and this effect gets dominated by the seen
class bias.

We proposed four splitting methods to stress test the robustness
of the models, and we observed that they can significantly impact
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Table 5
Summary of the effects of the proposed splitting methods.

Split Effect
GCS

Generally worsens unseen accuracy, with fluctuating
effects on seen accuracy, indicating occasional increases
in seen class bias. Both GCS and its inverse have this
effect, suggesting that both extremes hamper the model’s
ability to generalize to unseen classes. Some
combinations of models and datasets illustrate larger
decreases in accuracy than others. Rare increases in
unseen accuracy are likely due to noise.

CCs Similarly to GCS, generally worsens unseen accuracy,
with fluctuating effects on seen accuracy, indicating
occasional increases in seen class bias. Both CCS and its
inverse have this effect, suggesting that both extremes
hamper the model’s ability to generalize to unseen
classes. Some combinations of models and datasets
illustrate larger decreases in accuracy than others. Rare
increases in unseen accuracy are likely due to noise.

MAS Yields unpredictable effects on accuracy, potentially
improving or diminishing it depending on the model and
dataset. This effect is observed in both MAS and its
inverse, suggesting that this split may create a semantic
space prone to noise. Improvements in accuracy are likely
a consequence of dimensionality reduction, rather than
the specific nature of the MAS split itself. This effect is
more pronounced in fine-grained datasets like FLO,
suggesting that dimensionality reduction is only effective
when the original semantic space is particularly large.

PAS Consistently improves accuracy beyond the baseline for
the FLO and SUN datasets, suggesting that models can
generalize more effectively to unseen classes with a
PCA-generated semantic space, and this effect is
particularly noticeable when the original semantic space
is particularly large. Although accuracy improvements
with PAS are larger and more consistent than those we
obtain with MAS, it is worth noting that the semantic
space generated with PAS has no semantic meaning,
which could be undesirable in some ZSL applications.

accuracy. In particular, two of these methods, GCS and CCS, produce
class splits, and they negatively impact the performance of the model,
thereby revealing opportunities for improving robustness in future
research. On the other hand, the other two methods, MAS and PAS,
produce attribute splits, and sometimes they improve the accuracy
of the base models, indicating that dimensionality reduction in the
semantic space can improve SOTA results, particularly for fine-grained
datasets like FLO. Therefore, dimensionality reduction could be an
effective low-hanging fruit for improving the accuracy of ZSL models
used in real-world applications.

Overall, our findings underline the potential for improving the
generalizability and robustness of ABZSL models. This work has the
potential to open new avenues of research in ABZSL generalizabil-
ity evaluation: more experiments are needed to better understand
the factors that contribute to the variability in performance observed
in our work, and to develop more robust ABZSL models that can
effectively transfer knowledge across a wide range of training condi-
tions. Moreover, future research could define new splitting methods,
conduct a more comprehensive evaluation of parametric splitting meth-
ods (e.g. MAS), and assess robustness across different seen/unseen
class proportions. The relationship between split entropy and accuracy
should be further investigated: random splits slightly but consistently
outperform the benchmark split, potentially because the engineered
benchmark split has lower entropy and thus higher information loss.
It could also be worth exploring more sophisticated dimensionality
reduction techniques that retain the advantages of both MAS and PAS:
consistently improving accuracy like the latter, but retaining semantic
meaning like the former. Finally, we encourage the development of
unique approaches to extend this analysis to other categories of ZSL not
considered in this study, for instance, ZSL based on learned attributes
rather than engineered ones.
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