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# Girth analysis and design of periodically time-varying SC-LDPC codes 

Massimo Battaglioni, Member, IEEE, Franco Chiaraluce, Senior Member, IEEE, Marco Baldi, Senior Member, IEEE and Michael Lentmaier, Senior Member, IEEE


#### Abstract

Time-varying spatially coupled low-density paritycheck (SC-LDPC) codes with very large period are characterized by significantly better error rate performance and girth properties than their time-invariant counterparts, but the number of parameters they require to be described is usually very large and unpractical. Time-invariant SC-LDPC codes, which can be seen as periodically time-varying codes with unitary period, are represented through a small number of parameters and designed exploiting few degrees of freedom, but their error rate performance and girth properties are sub-optimal. In this paper, we show that the limits of time-invariant SC-LDPC codes can be overcome by transforming them into time-varying SC-LDPC codes with very small period.

In particular, we show that periodically time-varying SCLDPC codes with small period may exhibit significantly better girth properties than the corresponding time-invariant codes by exploiting a larger number of degrees of freedom in the code design, which however scale at most linearly with the product of the code period and the size of the considered base matrix.


Index Terms-Convolutional codes, girth, LDPC codes, spatially coupled codes, time-invariant codes, time-varying codes.

## I. Introduction

Low-density parity-check (LDPC) codes are state-of-the-art error-correcting codes. It has been demonstrated that a subclass of LDPC codes, named spatially coupled low-density parity-check (SC-LDPC) codes, are capable of achieving the channel capacity for a large number of channels, thanks to the so-called threshold saturation phenomenon [2]. SCLDPC codes are obtained by coupling together $L$ disjoint LDPC code protographs; if $L \rightarrow \infty$, spatially coupled lowdensity parity-check convolutional codes (SC-LDPC-CCs) are obtained; otherwise, block codes are obtained for finite values of $L$.

SC-LDPC-CCs were first proposed in [3] under the name of low-density parity-check convolutional codes (LDPC-CCs), as the convolutional counterparts of low-density parity-check block codes (LDPC-BCs). As shown, for example, in [4, Theorem 1], many properties of an LDPC-CC, such as its

[^0]free distance and girth, are at least as good as those of the underlying LDPC-BC. The decoding latency and complexity of these codes under pipeline or sliding window decoding [3], [5], [6] are proportional to their constraint length that, in turn, is proportional to the product between the code block length $a$, that is, the number of rows of the syndrome former matrices forming the parity-check matrix, and its memory $m_{s}$ (see [7], [8], and the references therein). For this reason, either one of these parameters is usually kept small. In [3], time-varying SC-LDPC-CCs with excellent properties were designed by considering a small block length and letting the period $T$ increase with the memory of the code. This approach was later generalized in [9], [10], where codes with the same constraint length as those in [3] were designed, but performance improvements were achieved. Unfortunately, for the same block length, the number of parameters required to describe a code increases with the period and makes the theoretical analysis and the code design quite problematic.

For this reason, time-invariant SC-LDPC-CCs, introduced in [11], have recently received a great deal of attention. In fact, they are time-varying SC-LDPC-CCs with unitary period and a small number of parameters is thus needed for their description, if the block length is kept small. For the binary erasure channel it was observed in [12] that time-invariant codes with small block length can achieve excellent error rate performance as the memory increases.

The error rate performance of an SC-LDPC code, as that of all LDPC codes, is adversely affected by the presence of cycles in their Tanner graph. Therefore, design approaches often aim at maximizing the minimum length of the cycles in the code Tanner graph, also known as girth of the graph. Actually, more subtle harmful objects exist that may cause the failure of iterative decoders: they are known as stopping sets [13], trapping sets [14], or absorbing sets [15], depending on the considered transmission channel and decoder. However, many harmful trapping sets originate from short cycles in the code Tanner graph (see [16], [17] and the references therein for an overview of the connection between cycles and trapping sets). A punctual removal of the cycles forming the most harmful objects is usually a sufficient condition for a significant improvement of the performance of LDPC codes, as shown in [18]-[20]. So, in order to have good performance in the high SNR region, a possible approach consists in removing all the cycles with a given short length [21]. Such an approach, which has been shown to achieve good results [22], [23], is also adopted in this work.
Many recent works have dealt with the girth properties of
time-invariant SC-LDPC-CCs [23]-[30]. A time-invariant SC-LDPC-CC can be represented by a symbolic matrix $\mathbf{H}(D)$. Each entry of $\mathbf{H}(D)$ is a polynomial in the variable $D$ with binary coefficients. According to the well-known isomorphism between $M \times M$ circulant matrices and polynomials modulo $x^{M}-1$, quasi-cyclic low-density parity-check (QC-LDPC) codes also admit the same polynomial representation. Thus, the two worlds can be joined by assuming that an SC-LDPC-CC admits a parity-check matrix in quasi-cyclic form, considering $M \rightarrow \infty$ [11]. Furthermore, even if $M$ is finite, the parity-check matrix of a QC-LDPC code has an equivalent representation as that of a time-invariant SC-LDPC-CC with tail-biting termination [31], which can be obtained by applying a proper row and column reordering. The above considerations permit us to take advantage of a number of results that were proven for QC-LDPC codes and apply them to the case of convolutional codes. In particular, we use and extend some results from [4], [32], [33], where QC-LDPC codes with very large girth are analyzed and designed.

We prove that, for a given block length, just increasing the value of the memory is not sufficient to improve the girth of time-invariant codes. However, we show that even allowing a period which is (slightly) larger than 1 permits to achieve larger girths than in the time-invariant case. This was also observed in [34], for a particular family of QC-SC-LDPC codes with period 2 and 3. QC-SC-LDPC codes are obtained by applying a further lifting procedure, using circulant matrices, on the parity-check matrix of an SC-LDPC code. Therefore, the initial SC-LDPC code, which can be obtained by lifting a protograph, acts as a protograph in its turn, thus yielding a code which is both quasi-cyclic (QC) and spatially coupled (SC). However, our analysis is not restricted to the QC case, so it is quite different from that in [34] and our results are more general than those in [34]. We derive a lower bound on the period required to overcome the upper bound on the girth of time-invariant fully-connected monomial codes, which is 12, and through numerical examples we show that our bound is tight, at least for codes that are $(3, a)$-regular. In the timevarying scenario, the degrees of freedom in the code design grow linearly with the period, with respect to the time-invariant setting. The price for this improvement is a larger number of parameters needed for the code representation but, if the period is kept small, the additional number of parameters is also small and the theoretical analysis is still feasible. In particular, we are able to provide explicit expressions to describe the relationship between the degrees of freedom in the code design and the period of the code. Moreover, we take advantage of a new and convenient representation of periodically time-varying SC-LDPC-CCs to design codes with the same block length as the time-invariant ones, but with larger girth (and memory). An intermediate step in this direction is made in [35], where the authors propose to design QC-LDPC codes based on pre-lifted protographs. Other works in which double or multi-step lifting procedures are considered are [22], [36]. We show here that the intermediate step of pre-lifting the initial protograph can be avoided, as long as "periodically" circulant matrices are used in a single comprehensive lifting procedure.

The paper is organized as follows. In Section II, we
introduce the notation and describe the various types of LDPC codes considered in our study. In Section III, we find equivalent descriptions for time-invariant and periodically time-varying codes showing that both they allow a QC representation. In Section IV, the girth properties of SC-LDPC-CCs are discussed. In Section V, using the theoretical results derived in the previous sections, we demonstrate that suitably designed time-varying SC-LDPC-CCs may exhibit girth values significantly larger than those of the corresponding time-invariant codes. In Section VI, we provide methods for designing periodically time-varying codes with large girth. In Section VII we assess the error rate performance of the newly designed codes by considering some examples. Finally, Section VIII concludes the paper.

## II. Background and Notation

In this section we provide a quick overview of the techniques commonly used to design LDPC codes and introduce the definitions and notation used throughout the paper.

## A. LDPC Block Codes

An LDPC-BC with block length $n$ and dimension $k$ is defined as the null space of a sparse parity-check matrix $\mathbf{H}$ with size $r \times n$ and rank $n-k$, with $r \geq n-k$. The rate of such a code is $R=\frac{k}{n}$. The parity-check matrix of a binary LDPC-BC is the bi-adjacency matrix of the so-called Tanner graph [37]. A protograph is a small Tanner graph described by a $c \times a$ biadjacency matrix $\mathbf{B}$, known as a base matrix. Each entry $b_{i, j}$ indicates the number of edges between two nodes in the protograph. A protograph-based code can be obtained by "lifting" a protograph ${ }^{1}$. Such a code is described by an $M c \times M a$ parity-check matrix obtained by replacing each non-zero entry $b_{i, j}$ of the base matrix by a sum of $b_{i, j}$ nonoverlapping permutation matrices of size $M$ and each zero entry by an $M \times M$ zero matrix. An ensemble of codes is defined as the collection of all codes sharing the same base matrix and having the same block length.

The parity-check matrix $\mathbf{H}$ of QC-LDPC codes can be obtained from $\mathbf{B}$ by applying a circulant lifting, that is, replacing each non-zero entry of the base matrix by the sum of $b_{i, j}$ non-overlapping circulant matrices of size $M$. The rate of such a code is not smaller than $1-\frac{c}{a}$. Its minimum distance is denoted as $d_{\text {min }}$. It is well-known that, if we consider $M \rightarrow \infty$, we obtain time-invariant SC-LDPCCCs [11]. Due to the highly redundant structure of $\mathbf{H}$, a common alternative representation which is often used in the literature to describe QC-LDPC codes exploits polynomials in $\mathbb{F}_{2}[x] /\left(x^{M}-1\right)$, where $\mathbb{F}_{2}[x] /\left(x^{M}-1\right)$ is the ring of polynomials with coefficients in the Galois field $\mathbb{F}_{2}$ modulo $x^{M}-1$. In this case, the code is described by a $c \times a$ matrix with polynomial entries, that is

$$
\mathbf{H}(x) \triangleq\left[\begin{array}{lll}
h_{0,0}(x) & \ldots & h_{0, a-1}(x)  \tag{1}\\
\vdots & \ddots & \vdots \\
h_{c-1,0}(x) & \ldots & h_{c-1, a-1}(x)
\end{array}\right]
$$

[^1]where each $h_{i, j}(x), i=0,1,2, \ldots, c-1, j=0,1,2, \ldots, a-1$, is a polynomial $\in \mathbb{F}_{2}[x] /\left(x^{M}-1\right)$. According to the wellknown isomorphism between $M \times M$ circulant matrices and polynomials modulo $x^{M}-1$, any polynomial $h_{i, j}(x)$ unambiguously describes an $M \times M$ circulant matrix. In particular, the exponents of $h_{i, j}(x)$ represent the positions of the nonzero elements of the first column (or row) of the corresponding circulant matrix.

## B. SC-LDPC Convolutional Codes

Let us briefly recall the concept of time-invariant, periodically time-varying and time-varying codes. Time-varying SC-LDPC-CCs with asymptotic rate $R_{\infty}=\frac{a-c}{a}$ are characterized by a parity-check matrix

where ${ }^{\mathrm{T}}$ denotes transposition and each block $\mathbf{H}_{i}(t), i=$ $0,1,2, \ldots, m_{s}$, is a binary matrix with size $c \times a$, as in

$$
\mathbf{H}_{i}(t)=\left[\begin{array}{lll}
h_{i}^{(0,0)}(t) & \ldots & h_{i}^{(0, a-1)}(t)  \tag{3}\\
\vdots & \ddots & \vdots \\
h_{i}^{(c-1,0)}(t) & \ldots & h_{i}^{(c-1, a-1)}(t)
\end{array}\right]
$$

where $a$ is defined as the block length of the code.
The parity-check matrix $\mathbf{H}$ is said to be $\left(d_{v}, d_{c}\right)$-regular if all its rows have Hamming weight $d_{c}$ and all its columns have Hamming weight $d_{v}$. We also define

$$
\mathbf{H}_{\mathbf{s}}(t) \triangleq\left[\mathbf{H}_{m_{s}}^{\mathrm{T}}(t)\left|\mathbf{H}_{m_{s}-1}^{\mathrm{T}}(t)\right| \ldots \mid \mathbf{H}_{0}^{\mathrm{T}}(t)\right]
$$

as the $t$-th syndrome former matrix. The variable $m_{s}$ is the syndrome former memory order (sometimes simply addressed to as memory) of the code and $\nu_{s}=\left(m_{s}+1\right) a$ is its syndrome former constraint length. Since these codes are convolutional, $M \rightarrow \infty$. If $\mathbf{H}_{i}(t)=\mathbf{H}_{i}(t+T)$ for a finite value of $T$, the corresponding code is said to be periodically time-varying with period $T$. When $T=1$, we say that the code is timeinvariant. Time-invariant codes are characterized by a unique $\mathbf{H}_{\mathrm{s}}$.

The first approaches to the design of SC-LDPC-CCs showed that the parity-check matrix of these codes can be directly obtained from that of LDPC-BCs by applying suitable unwrapping techniques [3], [9], [11], without the need of introducing a protograph-based design. In particular, a cut-andpaste technique was proposed in [3], and later generalized in [9], [10], which permits to obtain time-varying SC-LDPC-CCs starting from LDPC-BCs. Another approach, proposed in [11], allows to construct time-invariant SC-LDPC-CCs by applying an $M$-lifting procedure, with $M \rightarrow \infty$, to the graph of QC LDPC codes.


Fig. 1. Submatrix with a stair-like structure.

Remark 1 Periodically time-varying codes with period $T>1$ can be seen as time-invariant codes, whose $\mathbf{H}_{\mathbf{s}}$ is obtained as the concatenation of the first $T$ syndrome former matrices of the periodically time-varying code. The block length of the time-invariant code is $a T$, and the number of parity symbols per time instant is $c T$. Notice that the converse, in general, is not necessarily true. Indeed, given $T>1$, not all the timeinvariant codes with block length $a T$ and $c T$ parity symbols per time instant can be seen as periodically time-varying codes with block length $a$ and $c$ parity symbols per time instant. More precisely, a time-invariant code with block length $a T$ and $c T$ parity symbols per time instant can be represented as a periodically time-varying code with period $T$, block length $a$ and $c$ parity symbols per time instant if and only if its $\mathbf{H}_{0}$ is as in Fig. 1.

The symbolic representation of the syndrome former matrix of time-invariant SC-LDPC-CCs exploits polynomials in $\mathbb{F}_{2}[D]$, where $\mathbb{F}_{2}[D]$ is the ring of polynomials with coefficients in the Galois field $\mathbb{F}_{2}$. As in the QC-LDPC case, the code is described by a $c \times a$ symbolic matrix having polynomial entries, that is

$$
\mathbf{H}(D) \triangleq\left[\begin{array}{lll}
h_{0,0}(D) & \ldots & h_{0, a-1}(D)  \tag{4}\\
\vdots & \ddots & \vdots \\
h_{c-1,0}(D) & \ldots & h_{c-1, a-1}(D)
\end{array}\right]
$$

where each $h_{i, j}(D), i=0,1,2, \ldots, c-1, j=0,1,2, \ldots, a-$ 1 , is a polynomial in $\mathbb{F}_{2}[D]$. If $\mathbf{H}(D)$ contains only monomial entries, the code is said a fully-connected monomial code. The code representation based on $\mathbf{H}_{\mathbf{s}}$ can be converted into that based on $\mathbf{H}(D)$ as follows

$$
\begin{equation*}
h_{i, j}(D)=\sum_{m=0}^{m_{s}} h_{m}^{(i, j)} \cdot D^{m} . \tag{5}
\end{equation*}
$$

The symbolic representation can also be used if the code is periodically time-varying with period $T$, by placing $T$ suitably shifted symbolic matrices side-by-side, as in
$\mathbf{H}(D) \triangleq\left[\mathbf{H}_{0}(D)\left|D \cdot \mathbf{H}_{1}(D)\right| \ldots \mid D^{T-1} \cdot \mathbf{H}_{T-1}(D)\right]$
where each $\mathbf{H}_{i}(D)$ is the symbolic matrix of $\mathbf{H}_{\mathbf{s}}(i)$. Notice that the size of (6), which is a $c \times a T$ matrix, is reduced by a factor $T$ with respect to that of the equivalent time-invariant
code which, according to Remark 1 and (4), is a $c T \times a T$ matrix.

We define the exponent matrix $\mathbf{P}$ as the matrix containing the exponents of the entries of $\mathbf{H}(D)$, which has the following form

$$
\mathbf{P} \triangleq\left[\begin{array}{ccc}
\mathbf{p}_{0,0} & \cdots & \mathbf{p}_{0, a-1}  \tag{7}\\
\vdots & \ddots & \vdots \\
\mathbf{p}_{c-1,0} & \cdots & \mathbf{p}_{c-1, a-1}
\end{array}\right]
$$

In particular, any $\mathbf{p}_{i, j}$ is a vector containing different entries, and its $z$ th entry $p_{i, j, z}$ is obtained as the $\log _{D}$ of the $z$ th monomial in $\mathbf{H}_{i}(D)$. We can assume without loss of generality that the entries of $\mathbf{p}_{i, j}$ are in ascending order, that is, $p_{i, j, z_{0}}<$ $p_{i, j, z_{1}}$ when $z_{0}<z_{1}$.

We define $\mathcal{W}(\cdot)$ as the Hamming weight function, extended to the case of inputs in the form of matrices or vectors with polynomial entries (in which case it returns a weight matrix or vector). The matrix $\mathcal{W}(\mathbf{H}(D))$ corresponds to the base matrix of the code; so, in the rest of the paper we denote $\mathcal{W}(\mathbf{H}(D))$ as $\mathbf{B}$. Similarly to block codes, we define an ensemble of codes $\mathcal{E}(\mathbf{B})$ as the collection of all codes characterized by the same $\mathbf{B}$. In the time-varying case, if $\mathcal{W}\left(\mathbf{H}_{i}(D)\right)=\mathcal{W}\left(\mathbf{H}_{j}(D)\right), \forall i \neq j$, we assume without loss of generality that $\mathbf{B}=\mathcal{W}\left(\mathbf{H}_{0}(D)\right)$.

Example 1 Let us consider the following symbolic matrix, representing a time-varying SC-LDPC-CC with period $T=2$, block length $a=3, c=2$ parity symbols per period, memory $m_{s}=2$, constraint length $\nu_{s}=\left(m_{s}+1\right) a=9$ and asymptotic rate $R_{\infty}=\frac{1}{3}$ :

$$
\mathbf{H}(D)=\left[\begin{array}{ccc|ccc}
1 & 1 & 1 & D & D & D  \tag{8}\\
1 & D & D^{2} & D & D^{3} & D^{2}
\end{array}\right]
$$

According to (5), we have that

$$
\begin{aligned}
& \mathbf{H}_{0}(0)=\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 0 & 0
\end{array}\right] \\
& \mathbf{H}_{1}(1)=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right] \\
& \mathbf{H}_{2}(2)=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

and $\mathbf{H}_{0}(1)=\mathbf{H}_{0}(0), \mathbf{H}_{1}(2)=\mathbf{H}_{2}(2)$ and $\mathbf{H}_{2}(3)=\mathbf{H}_{1}(1)$. The resulting binary parity-check matrix is

$$
\mathbf{H}^{\mathrm{T}}=\left[\begin{array}{cccccccc}
\ddots & & & & & & & \\
1 & 1 & 0 & 0 & 0 & 0 & & \\
1 & 0 & 0 & 1 & 0 & 0 & & \\
1 & 0 & 0 & 0 & 0 & 1 & & \\
& & 1 & 1 & 0 & 0 & 0 & 0 \\
& & 1 & 0 & 0 & 0 & 0 & 1 \\
& & 1 & 0 & 0 & 1 & 0 & 0 \\
& & & & & & & \ddots
\end{array}\right]
$$

Notice that the considered code is fully-connected monomial, and can be compactly represented by the following exponent matrix

$$
\mathbf{P}=\left[\begin{array}{lll|lll}
0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 2 & 1 & 3 & 2
\end{array}\right]
$$

Finally, applying the Hamming weight function to (8) we notice that $\mathcal{W}\left(\mathbf{H}_{0}(D)\right)=\mathcal{W}\left(\mathbf{H}_{1}(D)\right)$ and thus the base matrix can be written as

$$
\mathbf{B}=\mathcal{W}\left(\mathbf{H}_{0}(D)\right)=\mathcal{W}\left(\mathbf{H}_{1}(D)\right)=\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]
$$

Remark 2 Notice that, in principle, the passage from a periodically time-varying code with period $T$ to a time-invariant code with larger block length may have significant drawbacks in terms of decoding latency and complexity. These two quantities, for belief propagation (BP)-based sliding window (SW) decoders [3], [5], [6] depend on the window size, which is usually chosen as an integer multiple of the syndrome former constraint length [7]. Indeed, on the one hand, the time-varying version of the code has syndrome former constraint length $\nu_{s}^{\text {T.V. }}=\left(m_{s}+1\right) a$, which does not depend on the period. On the other hand, the time-invariant code has syndrome former constraint length $\nu_{s}^{\text {T.I. }}=T a\left(\left\lceil\frac{m_{s}}{T}\right\rceil+1\right)$ which, differently from $\nu_{s}^{\mathrm{T} . \mathrm{V}}$, has a linear dependence on the period. This is a crucial difference with respect to previous works focusing on the design of QC-LDPC codes with large girth and symbolic matrix with size $T c \times T a$ [4], [22], [33], [35]. Indeed, even though the $c \times T a$ symbolic matrix of a time-varying code can also be written as a $T c \times T a$ symbolic matrix, the latter guarantees that a stair-like structure as in Fig. 1 is maintained in $\mathbf{H}_{0}$. In other words, the $T c \times T a$ symbolic matrix of the time-invariant code corresponding to a time-varying code with period $T$ has to satisfy certain constraints.

Clearly, the design of a time-invariant code described by an "unconstrained" $T c \times T a$ symbolic matrix is more general than that just described in Remark 2, which has to ensure that a stair-like structure in $\mathbf{H}_{0}$ is maintained. However, for the reasons explained above, it would results in a less compact description and in a larger syndrome former constraint length. The use of pre-lifted protographs [22], [35], [36] helps in this direction, as it reduces the number of possible $T c \times T a$ symbolic matrices. Still, the number of symbolic matrices obtainable using pre-lifting increases more than linearly with the block length. Moreover, in the general case, the block length increases linearly with the pre-lifting size. In our case, exploiting time-varying codes, the block length is fixed and the number of parameters required for description grows at most linearly with the period $T$.

## C. Tail Biting SC-LDPC Convolutional Codes

For practical reasons, SC-LDPC-CCs need to be terminated at some point. Let us consider the following section of the semi-infinite parity-check matrix (2)
$\mathbf{H}_{[0, L]}^{\mathrm{T}}=\left[\begin{array}{ccccc}\mathbf{H}_{0}^{\mathrm{T}}(0) & \ldots & \mathbf{H}_{m_{s}}^{\mathrm{T}}\left(m_{s}\right) & & \\ & \ddots & \vdots & \ddots & \\ & & \mathbf{H}_{0}^{\mathrm{T}}(L) & \ldots & \mathbf{H}_{m_{s}}^{\mathrm{T}}\left(L+m_{s}\right)\end{array}\right]$.
An SC-LDPC-CC terminated in tail-biting fashion, or briefly a tail-biting SC-LDPC-CC, with coupling length $L>$
$m_{s}$, is obtained by wrapping back the last $m_{s} c$ columns of (9) after $L$ times instants. The corresponding matrix is as in (10).

Note that the rate of the corresponding code is the same as the asymptotic rate of the initial time-varying SC-LDPC-CC.

## D. Cycles

Each symbol 1 in the parity-check matrix corresponds to a segment in the code Tanner graph. Thus, we define a walk in $\mathbf{H}$ as a sequence of alternating horizontal and vertical segments between symbols 1 in the same row and columns, respectively. A path in $\mathbf{H}$ is a walk in which all the symbols 1 are distinct. A cycle of length $\lambda$ in $\mathbf{H}$ is defined by

- a path of length $\lambda-1$, in which the starting and the ending symbols 1 are in the same row (or in the same column) of $\mathbf{H}$
- an additional horizontal (or vertical) segment connecting the starting and the ending symbols 1 .
A simple cycle in $\mathbf{H}$ is a cycle which does not contain any other cycle. Simple cycles are formed by a single vertical segment and a single horizontal segment in each column and row of $\mathbf{H}$ they involve. The girth $g$ of a code is defined as the length of its shortest cycle. In general, cycles can be grouped in two categories: the avoidable cycles and the unavoidable cycles. The avoidable cycles can be indeed avoided with a proper choice of the entries of $\mathbf{P}$, whereas unavoidable cycles only depend on $\mathbf{B}$.

It is shown in [38], and later generalized in [39] for codes characterized by $\mathbf{H}(D)$ including generic polynomial entries, that a necessary and sufficient condition for the existence of a cycle with length $2 k$ in the Tanner graph of a QC-LDPC block code is

$$
\begin{equation*}
\sum_{i=0}^{k-1}\left(p_{m_{i}, n_{i}, l_{i}}-p_{m_{i}, n_{i+1}, l_{i}^{\prime}}\right)=0 \quad \bmod M \tag{11}
\end{equation*}
$$

where $n_{k}=n_{0}, l_{i} \neq l_{i}^{\prime}$ if $n_{i}=n_{i+1}$ and $l_{i}^{\prime} \neq l_{i+1}$ if $m_{i}=$ $m_{i+1}$.

## III. A Bridge between Block and Convolutional LDPC Codes

As mentioned in the previous sections, both QC-LDPC codes and time-invariant SC-LDPC-CCs admit the same symbolic representation. In this section we show that the same connection exists between periodically time-varying SC-LDPCCCs and a class of block codes based on periodically circulant matrices. We begin our analysis recalling the two well-known
alternative representations of the parity-check matrix of a QC-LDPC block code, and establishing some relationships between these codes and SC-LDPC-CCs. ${ }^{2}$

## A. Time-Invariant Codes

Remark 3 The parity-check matrix of a QC-LDPC code with rate $R=\frac{a-c}{a}$, expressed as a circulants block matrix, has an equivalent form, characterizing a tail-biting time-invariant SCLDPC convolutional code.

The two representations, are:

$$
\begin{align*}
\mathbf{H}_{\mathrm{QC}} & =\left[\begin{array}{ccc}
\mathbf{Q}^{(0,0)} & \ldots & \mathbf{Q}^{(0, a-1)} \\
\vdots & \ddots & \vdots \\
\mathbf{Q}^{(c-1,0)} & \ldots & \mathbf{Q}^{(c-1, a-1)}
\end{array}\right],  \tag{12}\\
\mathbf{H}^{\mathrm{tb}}= & {\left[\begin{array}{cccc}
\mathbf{H}_{0} & \mathbf{H}_{M-1} & \ldots & \mathbf{H}_{1} \\
\mathbf{H}_{1} & \mathbf{H}_{0} & \ddots & \mathbf{H}_{2} \\
\vdots & \ddots & \ddots & \vdots \\
\mathbf{H}_{M-1} & \mathbf{H}_{M-2} & \ldots & \mathbf{H}_{0}
\end{array}\right], } \tag{13}
\end{align*}
$$

respectively. We must note that each $\mathbf{Q}^{(i, j)}$ is a square circulant matrix with size $M$, whereas each $\mathbf{H}_{i}$ is a $c \times a$ matrix; so, $\mathbf{H}_{\mathrm{QC}}$ and $\mathbf{H}^{\text {tb }}$ have the same size.

The parity-check matrix as in (13) was first described in [40], which is the first work dealing with QC-LDPC codes. The equivalent circulants block form has been introduced, instead, in [41]. In order to switch from one form to the other a reordering of the rows and the columns of the parity-check matrix is required. The procedure to pass from the blocks circulant form to the circulants block form, addressed to as Procedure 1 in the rest of the paper, is as follows

1) Apply a permutation $\pi_{1}:\{0,1, \ldots, a M-1\} \rightarrow$ $\{0,1, \ldots, a M-1\}$ to the columns of $\mathbf{H}^{\text {tb }}$ such that, for the $j$-th column, $\pi_{1}(j)=\left\lfloor\frac{j}{M}\right\rfloor+(j \bmod M) a$, $j=0,1, \ldots, a M-1$
2) Apply a permutation $\pi_{2}:\{0,1, \ldots, c M-1\} \rightarrow$ $\{0,1, \ldots, c M-1\}$ to the rows of the parity-check matrix obtained in step 1) such that, for the $i$-th row, $\pi_{2}(i)=\left\lfloor\frac{i}{M}\right\rfloor+(i \bmod M) c, i=0,1, \ldots, c M-1$.
The following lemma also holds.
[^2]Lemma 1 Given a QC-LDPC code described by (12), the elements of any circulant matrix $\mathbf{Q}^{\left(i^{\prime}, j^{\prime}\right)}, i^{\prime}=0, \ldots, c-1$, $j^{\prime}=0, \ldots, a-1$, must satisfy

$$
q_{i, 0}^{\left(i^{\prime}, j^{\prime}\right)}=0 \quad \forall i>m_{s}
$$

where $m_{s}$ is the syndrome former memory order of the underlying tail-biting SC-LDPC-CC.

In conclusion, by applying a circular lifting to a given base matrix, we can either obtain a QC-LDPC code or a tail-biting time-invariant SC-LDPC-CC. Let us now generalize this representation to periodically time-varying SC-LDPC-CCs with period $T$.

## B. Periodically Time-Varying Codes

In order to generalize the above considerations to periodically time-varying codes with period $T$, we need to introduce the concept of periodically circulant matrix with period $T$.

An $M \times M$ periodically circulant permutation matrix $\mathbf{P}$ with period $T$ is a permutation matrix such that $p_{[(i+T) \bmod M,(j+T) \bmod M]}=p_{i, j}$, for all $0 \leq i, j \leq M-1$. In order to describe unambiguously a periodically circulant permutation matrix, at most $T$ integers are needed, corresponding to the positions of the $T$ symbols 1 in the first $T$ columns. If a matrix can be obtained as a sum of periodically circulant permutation matrices with non-overlapping support, we generically define it as a periodically circulant matrix.

Example 2 The following periodically circulant permutation matrix of size 6 and period 2

$$
\left[\begin{array}{ll:ll:ll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0
\end{array}\right]
$$

is unambiguously described by its first two columns. The other columns can be obtained by progressively shifting the first two columns by $T=2$ positions downward. Since this matrix is also a permutation matrix, two integers (the supports of the first and of the second column, i.e., 0 and 3 in this example, respectively) are enough to represent it.

Let us consider a tail-biting periodically time-varying SCLDPC convolutional code with period $T$ and block length $n=$ $a M$, where $M$ is an integer multiple of $T$. The following lemmas hold.

Lemma 2 Let us consider a parity-check matrix having the following form

$$
\mathbf{H}^{\mathrm{tb}}=\left[\begin{array}{cccc}
\mathbf{H}_{0}(0) & \mathbf{H}_{M-1}(0) & \ldots & \mathbf{H}_{1}(0)  \tag{14}\\
\mathbf{H}_{1}(1) & \mathbf{H}_{0}(1) & \ddots & \mathbf{H}_{2}(1) \\
\vdots & \ddots & \ddots & \vdots \\
\mathbf{H}_{M-1}(T-1) & \mathbf{H}_{M-2}(T-1) & \ldots & \mathbf{H}_{0}(T-1)
\end{array}\right]
$$

describing a tail-biting periodically time-varying SC-LDPC convolutional code with period $T$ and block length $n=a M$, such that $M=k T, k>1$. By properly reordering its rows and columns with Procedure 1, the following parity-check matrix can be obtained

$$
\mathbf{H}_{\mathrm{PM}}=\left[\begin{array}{ccc}
\mathbf{P}^{(0,0)} & \ldots & \mathbf{P}^{(0, a-1)}  \tag{15}\\
\vdots & \ddots & \vdots \\
\mathbf{P}^{(c-1,0)} & \ldots & \mathbf{P}^{(c-1, a-1)}
\end{array}\right]
$$

where each $\mathbf{P}^{\left(i^{\prime}, j^{\prime}\right)}$ is an $M \times M$ periodically circulant matrix with period $T$. Furthermore, the following condition holds for the elements of each of the $a c$ periodically circulant matrices with period $T$ :

$$
p_{i, j}^{\left(i^{\prime}, j^{\prime}\right)}=0, \forall i<j, i>j+m_{s} \quad \text { with } \quad j<T
$$

Lemma 3 Given a parity-check matrix as in (14), with block length $n=a M$, being $M=k T, k>1$, by properly reordering its rows and columns, a parity-check matrix in form

$$
\mathbf{H}_{\mathrm{QC}}=\left[\begin{array}{ccc}
\mathbf{Q}^{(0,0)} & \ldots & \mathbf{Q}^{(0, T(a-1))}  \tag{16}\\
\vdots & \ddots & \vdots \\
\mathbf{Q}^{(T(c-1), 0)} & \ldots & \mathbf{Q}^{(T(c-1), T(a-1))}
\end{array}\right]
$$

can always be obtained, where each $\mathbf{Q}^{\left(i^{\prime}, j^{\prime}\right)}$ is an $\frac{M}{T} \times \frac{M}{T}$ circulant matrix.

Proof: As discussed in Remark 1, any periodically timevarying code with period $T$ and asymptotic rate $R=\frac{a-c}{a}$ can be seen as a time-invariant code with block length $T a$ and $T c$ parity symbols per time instant. Given this, the above lemma easily follows from Remark 3.

It follows from Lemmas 2 and 3 that a tail-biting timevarying SC-LDPC-CC with period $T$ and $R_{\infty}=\frac{a-c}{a}$ can be obtained by either lifting a smaller base matrix with size $c \times a$ with relatively large periodically circulant matrices, or lifting a larger base matrix with size $T c \times T a$ with relatively small circulant matrices.

Example 3 Let us consider the parity-check matrix of a periodically time-varying code with $T=2, a=3, c=2$, $M=6$ in tail-biting form, as in (17).

According to Remark 1, (17) is also the parity-check matrix of a time-invariant code with $a=6, c=4$ and $M=3$. Applying the reordering procedure to these two different versions, we obtain (18) and (19), respectively.

Summarizing, (17) can be obtained by either lifting

$$
\mathbf{B}=\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]
$$

with periodic permutation matrices of size 6 , obtaining (18), or by lifting

$$
\mathbf{B}=\left[\begin{array}{lll|lll}
1 & 1 & 1 & 1 & 1 & 1  \tag{20}\\
1 & 1 & 1 & 1 & 1 & 1
\end{array}\right]
$$

$$
\mathbf{H}^{\mathrm{tb}}=\left[\begin{array}{lll|lll|lll|lll|lll|lll}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
\hline 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0  \tag{19}\\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
\hline 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{array}\right]
$$

with circulant permutation matrices of size 3 , obtaining (19). Finally, we remark that (18) can be represented with 10 integers (in general, at most 12 integers are required to represent a periodically time-varying code in tail-biting form with $a=3, c=2$ and $T=2$, obtained by lifting (20)). Instead, a time-invariant code in tail-biting form with blocklength $a^{\prime}=T a=6$, same code rate (that, is, $c^{\prime}=T c=4$ ) would in general require twice as many integers for representation, i.e., 24 integers, as indicated by the number of circulant matrices in (19).

So, we have shown that both time-invariant and timevarying codes terminated in tail-biting fashion, for a finite value of $M$, or unterminated, for $M \rightarrow \infty$, allow a QC representation. This permits us to derive theoretical results taking advantage of many previous results that were proven for

QC-LDPC codes and that, according to the above discussion, can be easily extended to our scenario. Furthermore, as we will show in Section VI, the analysis in this section permits us to extend the design methods we also provide to the block codes scenario.

## IV. Girth Properties of SC-LDPC-CCs

In this section we first show how the girth properties of QCLDPC codes and SC-LDPC-CCs are related. We derive sufficient conditions to guarantee that the girth of well-designed SC-LDPC-CCs is maintained in the underlying block code. Then, we discuss the limits of time-invariant codes.

## A. Girth and free girth

The following result was given in [4, Theorem 1].

Lemma 4 The girth of a time-invariant SC-LDPC-CC, denoted as $g_{\text {free }}$, is lower bounded by the girth of the underlying QC-LDPC code, denoted as $g_{\mathrm{QC}}$, that is,

$$
g_{\mathrm{QC}} \leq g_{\text {free }}
$$

In the following theorem we provide and prove a sufficient condition on the block length of any QC-LDPC code such that its girth is the same as that of the overlying SC-LDPC-CC.

Theorem 1 Given a QC-LDPC code, whose $\mathbf{H}$ is a $c \times a$ array of $M \times M$ circulant matrices, with girth $g_{\mathrm{QC}}$ and its convolutional counterpart with girth $g_{\text {free }}$, if

$$
\begin{equation*}
M>\frac{g_{\mathrm{free}}-2}{2} m_{s} \tag{21}
\end{equation*}
$$

then $g_{\mathrm{QC}}=g_{\text {free }}$.

## Proof: See Appendix A.

Equation (21) only represents a sufficient condition and therefore it does not always provide the smallest value of $M$ such that $g_{\mathrm{QC}}=g_{\text {free }}$. However, assuming we have designed a time-invariant code with girth $g_{\text {free }}$, satisfying (21) allows to obtain a QC-LDPC code with the same girth. This permits us to design block and convolutional codes with the same girth simultaneously. In order to evaluate the tightness of (21) to the actual minimum values of $M$, denoted as $M_{\min }$, which are required to achieve $g_{\mathrm{QC}}=g_{\text {free }}, \forall M>M_{\text {min }}-1$, we have considered some codes from [42] and obtained the results shown in Table I.

TABLE I
Minimum values of the circulant size $M$ such that $g_{\mathrm{QC}}=g_{\text {free }}$, COMPARED TO THE SUFFICIENT VALUE GIVEN BY (21).

| $R$ | $g_{\text {free }}$ | $\frac{g_{\text {free }}-2}{2} m_{s}+1$ | $M_{\min }$ |
| :---: | :---: | :---: | :---: |
| $\frac{1}{4}$ | 8 | 10 | 9 |
| $\frac{2}{5}$ | 8 | 19 | 17 |
| $\frac{3}{6}$ | 8 | 22 | 18 |
| $\frac{1}{4}$ | 10 | 45 | 45 |
| $\frac{2}{5}$ | 10 | 77 | 75 |
| $\frac{3}{6}$ | 10 | 125 | 123 |
| $\frac{1}{4}$ | 12 | 101 | 97 |
| $\frac{2}{5}$ | 12 | 211 | 195 |
| $\frac{3}{6}$ | 12 | 541 | 466 |

We remark that (21) is independent of the code rate and the content of the parity-check matrix. So, the above result can be extended to codes obtained by lifting a base matrix not only with circulant matrices, but also with periodically circulant matrices having period $T$.

Corollary 1 Given a tail-biting time-varying SC-LDPC-CC with finite period $T$, reordered with Procedure $1,(c \times a$ array of $M^{\prime} \times M^{\prime}$ periodically circulant matrices with period $T$ ), having girth $g$, and its convolutional version with girth $g_{\text {free }}$, if

$$
\begin{equation*}
M^{\prime}>\frac{g_{\text {free }}-2}{2} m_{s} T \tag{22}
\end{equation*}
$$

then $g=g_{\text {free }}$.
Proof: Equation (22) is simply obtained by substituting $M$ and $m_{s}$ in (21) with the corresponding parameters of the equivalent time-invariant code, according to Remark 1.

Theorem 1 and Corollary 1 allow to extend our analysis and design methods, focused on SC-LDPC-CCs, also to block codes: if a time-invariant (time-varying, respectively) SC-LDPC-CC with girth $g^{*}$ has been designed, then a block code with girth $g^{*}$ can be obtained by lifting the same base matrix with the same circulant (periodically circulant, respectively) matrices, but assuming $M=\frac{g^{*}-2}{2} m_{s} T+1$ instead of $M \rightarrow \infty$.

## B. Limits of Time-Invariant SC-LDPC-CCs

In this section we first derive some results on the cycle properties of base matrices, which are needed for the proof of the main statement, that is, Theorem 2.

Lemma 5 Given a $c \times a$ base matrix $\mathbf{B}$, if $\mathbf{B}$ does not contain any cycle (i.e., it is acyclic), then it has at least one row or one column with unitary weight.

Proof: The matrix B has finite size, so there exists at least one path in $\mathbf{B}$ which has the largest possible length. If multiple paths with this length exist, let us consider any of them without loss of generality. We denote the first and last symbols 1 of this path as $s_{0}$ and $s_{\text {end }}$, respectively. Let us suppose that $\mathbf{B}$ does not contain any row and any column with unitary weight. Then, $s_{0}$ (and also $s_{\text {end }}$ ) can be connected to another symbol 1 which does not belong do the longest path. Thus, the longest path can be lengthened, which is a contradiction. It follows that $\mathbf{B}$ must have at least one row or one column with unitary weight.

Lemma 6 Given a $c \times a\left(d_{v}, d_{c}\right)$-regular base matrix $\mathbf{B}$, such that $d_{c}>1$ and $d_{v}>1, \mathbf{B}$ contains at least one cycle.

Proof: Follows from Lemma 5. In fact, if $d_{c}$ and $d_{v}$ are larger than 1 , the bipartite graph corresponding to the given base matrix has no vertices with unitary degree; so, it cannot be acyclic.

Lemma 7 A $c \times a\left(d_{v}, d_{c}\right)$-regular base matrix $\mathbf{B}$, such that $d_{c}>d_{v}>1$, contains at least two cycles.

Proof: It follows from Lemma 6 that $\mathbf{B}$ contains at least one cycle. Let us suppose that $\mathbf{B}$ contains a single cycle with length $\lambda$, and assume that this cycle involves columns with index in $\left\{c_{0}, \ldots, c_{\frac{\lambda}{2}-1}\right\}$. Moreover, let us suppose that we remove any of these columns from $\mathbf{B}$, obtaining the matrix $\mathbf{B}^{*}$; the corresponding bipartite graph is acyclic, according to the initial assumption. However, $\mathbf{B}^{*}$ has $a-1$ columns with weight $d_{v}>1, \lambda$ rows with weight $d_{c}-1>1$ and $c-\lambda$ rows with weight $d_{c}>1$. This contradicts Lemma 5, which demands at least a row or a column with unitary weight in acyclic matrices. Hence, B must contain at least two cycles.

The following result, proven in [32] for QC-LDPC block codes, can also be applied to SC-LDPC-CCs.

Lemma 8 If two cycles of length $\lambda_{1}$ and $\lambda_{2}$ in a base matrix $\mathbf{B}$ have $\rho$ symbols 1 in common, then there is an unavoidable cycle of length $2\left(\lambda_{1}+\lambda_{2}-\rho\right)$ in the parity-check matrix of the codes in $\mathcal{E}(\mathbf{B})$.

Proof: The unavoidable cycles of this type have been shown in [32] to satisfy (11) independently of $M$. Hence, they also exist in the convolutional case.

In [25], [36], some results on unavoidable cycles yielded by base matrices that do not contain zero entries are presented. This is not sufficient to cover our general case, and we also need to include base matrices containing zero entries in our analysis. This way, our analysis covers all possible base matrices of regular codes. This is done in the following lemmas.

Lemma 9 Given a $c \times a\left(d_{v}, d_{c}\right)$-regular base matrix $\mathbf{B}$, such that $d_{c}>d_{v}>1$, if it contains:

1) a 3 , or an entry larger than 3 , then the girth of any code in $\mathcal{E}(\mathbf{B})$ is bounded above by 6 ;
2 ) one pair of symbols 2 , then the girth of any code in $\mathcal{E}(\mathbf{B})$ is bounded above by $4(\mathcal{L}+2)$, where $\mathcal{L}$ is the number of symbols in the shortest path between the two symbols 2 , starting and ending with a horizontal segment ${ }^{3}$;
2) a 2 , then the girth of any code in $\mathcal{E}(\mathbf{B})$ is bounded above by:
a) $2 \lambda+2$ if this symbol 2 is involved in at least one cycle, where $\lambda$ is the length of the shortest cycle in which the symbol 2 is involved ${ }^{4}$;
b) $2(\lambda+2 \mathcal{L})$ if this symbol is not involved in any cycle, where $\mathcal{L}$ is the length of a path connecting the symbol 2 to a cycle with length $\lambda$.

Proof: See Appendix B.
The above lemma covers all possible cases in which the matrix contains at least one entry larger than 1 . If the entries of $\mathbf{B}$ are restricted to be in $\{0,1\}$, then we can take advantage of the following result, given in [26].

## Lemma 10 If the base matrix $\mathbf{B}$ includes:

- an $m \times n$ submatrix, with $m=n+1$, containing two rows or two columns with weight greater than 2 , or
- an $m \times n$ submatrix, with $m=n+1$, containing one row or one column with weight greater than 3 , or
- an $m \times n$ submatrix, with $m=n$, containing one row and one column with weight greater than or equal to 3 ,
and all the other rows and columns have weight greater than or equal to 2 , then the girth of any time-invariant code in $\mathcal{E}(\mathbf{B})$ is bounded above by $2(m+n+1)$.

Proof: The proof is the same as in [26, Property 4].

[^3]Summarizing, we have shown in Lemmas 8, 9 and 10 that, under certain conditions holding for a given base matrix $\mathbf{B}$, the parity-check matrix of codes in $\mathcal{E}(\mathbf{B})$ contains unavoidable cycles. Still, this does not demonstrate that at least one of such conditions holds for any arbitrarily chosen base matrix with finite size and regular row/column weight, for any (finite or infinite) value of the code memory. We prove this fact in the following theorem.

Theorem 2 Given a $c \times a\left(d_{v}, d_{c}\right)$-regular base matrix $\mathbf{B}$, such that $d_{c}>d_{v}>1$, where $d_{c}$ and $d_{v}$ are finite, the parity-check matrix of any time-invariant code in $\mathcal{E}(\mathbf{B})$ contains at least an unavoidable cycle. Therefore, the girth of any time-invariant code in $\mathcal{E}(\mathbf{B})$ is bounded above by a finite value, say $g^{*}$, corresponding to the length of this unavoidable cycle, for any value of $m_{s}$.

## Proof: See Appendix C.

In conclusion, we have shown that if the size of the base matrix is finite, even if $m_{s} \rightarrow \infty$, unavoidable cycles of length $g^{*}$ always exist in any regular time-invariant code in $\mathcal{E}(\mathbf{B})$, upper bounding the value of its girth. In other words, just increasing the memory of a regular time-invariant code, and keeping a fixed block length, is not sufficient to achieve unbounded girth.
Notice that, according to the proof in Appendix C, given two cycles with length $\lambda_{1}$ and $\lambda_{2}$, the exact value of $g^{*}$ depends on how they are connected. Summarizing, and assuming that B does not contain entries larger than 1, we have

- $g^{*}=2\left(\lambda_{1}+\lambda_{2}-\rho\right)$ if the two cycles share at least $\rho$ symbols 1
- $g^{*}=2\left(\lambda_{1}+\lambda_{2}\right)$ if the two cycles do not share symbols 1 but have a segment on the same row (or column);
- $g^{*}=2\left(\lambda_{1}+\lambda_{2}+1\right)$ if the two cycles are connected by a path of length 2 ;
- $g^{*}=2\left(\lambda_{1}+\lambda_{2}+\mathcal{L}-1\right)$ if the two cycles are connected by a path of length $\mathcal{L}$ starting with a horizontal (or vertical) segment and ending with a horizontal (or vertical) segment;
- $g^{*}=2\left(\lambda_{1}+\lambda_{2}+\mathcal{L}\right)$ if the two cycles are connected by a path with length $\mathcal{L}$ starting with a horizontal (or vertical) segment and ending with a vertical (or horizontal) segment.

The tightest, i.e., smallest, value of $g^{*}$ depends on the single code cycle properties and on the considered cycles.

The following corollary is a straightforward consequence of Remark 1 and Theorem 2.

Corollary 2 Given a $c \times T a\left(d_{v}, d_{c}\right)$-regular base matrix, $d_{c}>$ $d_{v}>1$, where $d_{c}, d_{v}$ and $T$ are finite, and symbolic matrix as in (6), such that $\mathcal{W}\left(\mathbf{H}_{i}(D)\right)=\mathcal{W}\left(\mathbf{H}_{j}(D)\right), \forall i \neq j$, then the parity-check matrix of any time-invariant code in $\mathcal{E}(\mathbf{B})$ contains at least one unavoidable cycle. Therefore, the girth of any periodically time-varying code in $\mathcal{E}\left(\mathbf{B}=\mathcal{W}\left(\mathbf{H}_{0}(D)\right)\right)$ is bounded above by a finite value, say $g^{*}$, corresponding to the length of this unavoidable cycle, for any value of $m_{s}$.

Proof: The statement can be proved by following the proof of Theorem 2, but considering a $T c \times T a$ matrix, according to Remark 1.

Thus, also regular periodically time-varying codes with finite period $T$ have limited girth, that cannot be improved by just increasing their memory. In sight of this, asymptotic analysis techniques [43], [44], which rely on the assumption of infinite girth, may not be the most suited tool to predict the performance of the codes we design. Still, as we show next, introducing a small periodicity in the code can yield an improvement of the girth properties. Therefore, prediction of the performance through asymptotic analysis tools would be more appropriate on periodically time-varying codes than on time-invariant codes, as the former are closer to codes with infinite girth than the latter.

We remark that, as shown in [45], block codes can achieve infinite girth for infinite block length. However, by unwrapping a block code, we can obtain a time-varying code with a girth that is lower bounded by that of the block code. In this construction, if the length of the block code increases, both memory and period of the time-varying code increase [46]. Therefore, also a time-varying code can achieve infinite girth if both the period and the memory tend to infinity. We have proved in Theorem 2 and Corollary 4 that assuming a finite value of the period is instead a sufficient condition to have finite girth.

However, we will verify in the next section that, for a given base matrix, the length of the unavoidable cycles affecting time-invariant codes lower bounds that of the unavoidable cycles affecting periodically time-varying codes. This is a straightforward consequence of Lemma 2: time-invariant codes and periodically time-varying codes can be obtained by lifting the same base matrix. In the former case, circulant matrices have to be used, whereas periodically circulant matrices are allowed in the second case. Clearly, periodically circulant matrices grant a larger number of degrees of freedom in the design, as they are characterized by the shifting of the first $T$ initial columns, whereas circulant matrices are obtained by shiftings of their first column only. Exploiting periodicity, we can break short unavoidable cycles caused by the structure of the base matrix. The avoidable cycles are removed with a proper choice of the exponent matrix $\mathbf{P}$. In the next section we consider a specific family of codes and derive theoretical and numerical results which validate the above statements.

## V. Codes with Girth larger than 12

In this section we prove that periodically time-varying codes with $T>1$ may have better girth than the timeinvariant ones with the same block length. We indeed consider symbolic matrices with the same size $c \times a$, keeping in mind that periodically time-varying codes with $T>1$ contain $T$ symbolic matrices, leading to more degrees of freedom in the code design. In particular, we show how unavoidable cycles with length 12 can be avoided through a proper management of the period $T$. We have chosen this particular length because unavoidable cycles with length 12 are the shortest ones that can occur in the parity-check matrix of codes without parallel edges. So, as a benchmark, we consider fully-connected
monomial codes. The reason is threefold: firstly, it is shown in Lemma 9 that entries of $\mathbf{B}$ which are larger than 1 have a negative impact on the girth ${ }^{5}$; secondly, full connection guarantees that the code block length is relatively small and that $\mathbf{H}(D)$ can be represented with the minimum possible number of parameters; thirdly, unavoidable cycles with length 12 derive from

$$
\mathbf{B}_{12}=\left[\begin{array}{lll}
1 & 1 & 1  \tag{23}\\
1 & 1 & 1
\end{array}\right]
$$

and full-connection puts us in the worst-case scenario, as the base matrix of fully-connected monomial codes is filled with submatrices of the type (23). For all these reasons, if we consider a $c \times a$ base matrix containing some zero entries, the analysis of unavoidable cycles with length 12 is less complex than that of a $c \times a$ base matrix containing only 1's. In particular, the number of submatrices of the type (23) decreases as the number of zero entries in the base matrix increases. In a $(c, a)$-regular fully-connected monomial code, using an exhaustive approach,

$$
\binom{a}{3}\binom{c}{2}+\binom{a}{2}\binom{c}{3}
$$

submatrices of the type (23) have to be tested. For example, a single void entry reduces this quantity to

$$
\binom{a-1}{2}(c-1)+(a-1)\binom{c-1}{2}
$$

so, the search space becomes smaller. The effect of more void entries in the base matrix, which further reduce the search space, depends on their position within the base matrix and it is not analyzed here.

## A. Impact of the Period $T$ on the Girth

Let us consider a time-invariant code in $\mathcal{E}(\mathbf{B})$, where $\mathbf{B}$ contains (23). The parity-check matrix of this code exhibits unavoidable cycles of length 12, i.e., its girth is bounded above by 12 .

From now on, we consider periodically time-varying codes which are described by the same $\mathbf{B}$ as that of time-invariant codes. In other words, we assume that $\mathcal{W}\left(\mathbf{H}_{i}(D)\right)=$ $\mathcal{W}\left(\mathbf{H}_{j}(D)\right), \forall i \neq j$. This assumption is pessimistic, as we are not exploiting all degrees of freedom in the choice of $\mathbf{B}$. Increasing the girth by allowing different base matrices would indeed be an easier problem.

Let us now consider $\mathcal{E}\left(\mathbf{B}_{12}\right)$. We demonstrate that timevarying codes randomly picked from $\mathcal{E}\left(\mathbf{B}_{12}\right)$ can achieve girth larger than 12 , even for small values of $T$. This confirms the potential of time-varying SC-LDPC-CCs over the timeinvariant ones.

Lemma 11 A time-varying code with period $T=2$ in $\mathcal{E}\left(\mathbf{B}_{12}\right)$ has $g \leq 20$, and a solution holding with the equality sign always exists for a proper choice of the parameters.

[^4]Proof: According to the Remark 1, a time-varying code with period $T=2$ can be studied by means of a $2 c \times 2 a$ symbolic matrix. Referring to (23), we have a $4 \times 6(2,3)$ regular base matrix. Any matrix with 4 rows can contain a cycle with at most length 8 .

According to the results in [33], if the girth of a base matrix $\mathbf{B}$ is $g_{b}$, any time-invariant code in $\mathcal{E}(\mathbf{B})$ can have girth larger than or equal to $3 g_{b}$. Let us show first that the $4 \times 6(2,3)$ regular base matrix can have, at most, girth $g_{b}=6$. In order to achieve $g_{b}>4$, all the columns of the base matrix must be different. In a $4 \times 6(2,3)$-regular base matrix there are exactly $\binom{4}{2}=6$ different columns that can be used; this means that by using them all, all the cycles of length 4 can be avoided. On the other hand, using all the different columns, cycles of length 6 arise. Hence, the girth of any code in $\mathcal{E}\left(\mathbf{B}_{12}\right)$ can be larger than or equal to 18 . It is shown in [33] that the only submatrices leading to unavoidable cycles of length 18 are

$$
\mathbf{B}_{18}^{1}=\left[\begin{array}{cccc}
1 & 1 & 1 & 0  \tag{24}\\
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1
\end{array}\right], \quad \mathbf{B}_{18}^{2}=\left[\begin{array}{cccc}
1 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1
\end{array}\right]
$$

which contain at least one column (and one row) with weight larger than 2 ; thus, the $4 \times 6(2,3)$-regular matrix cannot contain them. It follows that $g \geq 20$ can be achieved.

In order to prove that $g \leq 20$, let us consider the submatrices that lead to unavoidable cycles of length 20 , which are

$$
\mathbf{B}_{20}^{1}=\left[\begin{array}{ccccc}
1 & 1 & 1 & 0 & 0  \tag{25}\\
1 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1
\end{array}\right], \quad \mathbf{B}_{20}^{2}=\left[\begin{array}{ccccc}
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{array}\right]_{25}
$$

Both matrices in (25) contain a cycle of length 8. It follows that in order to have $g>20$ the $4 \times 6(2,3)$-regular matrix should not contain cycles of length 8 . On the other hand, $\mathbf{B}$ cannot contain cycles of length larger than 8 , as it only has 4 rows; so, if $\mathbf{B}$ does not contain cycles of length 8 , it only contains cycles of length 4 and 6 . Then, if $\mathbf{B}$ contains only cycles of length 4 and 6 , they combine yielding cycles of length smaller than or equal to 18 , according to Lemma 8 . Thus, we can conclude that $g \leq 20$, which holds with the equality sign if and only if $\mathbf{B}$ contains at least one cycle of length 8 .

Generalizing (23), we have the following $2 \times a$ base matrix

$$
\mathbf{B}=\left[\begin{array}{llll}
1 & 1 & \ldots & 1  \tag{26}\\
1 & 1 & \ldots & 1
\end{array}\right]
$$

Corollary 3 Any time-varying code with period $T=2$ in the ensemble described by (26) can achieve

$$
g \leq \begin{cases}14 & \text { if } \quad a=4  \tag{27}\\ 12 & \text { if } \quad a \geq 4\end{cases}
$$

and a solution holding with the equality sign always exists for a proper choice of the parameters.

Proof: Carried out with similar arguments as those in the proof of Lemma 11.

We notice from (27) that, as expected, increasing $a$, for fixed values of the period $T=2$, yields a drop of the upper bound on the girth which can be reached with a suitable choice of the parameters. We thus need to increase $T$, if we aim at breaking the unavoidable cycles of length 12 affecting time-invariant codes in the ensemble described by (26). The following result holds.

Lemma 12 A necessary and sufficient condition to obtain a (2,a)-regular time-varying code having period $T$ with girth $g>12$ from the ensemble described by (26) is $T \geq\left\lceil\frac{a}{2}\right\rceil$.

Proof: According to Remark 1, we can represent any (2,a)-regular time-varying code with a $2 T \times a T$ base matrix B. In order to avoid the unavoidable cycles of length 12 , entailed by (23), we need to ensure that $\mathbf{B}$ does not contain the same column more than twice. The number of possible different columns is $T^{2}$, which can be repeated up to two times, yielding $2 T^{2}$ possibilities. If the number of possibilities is smaller than the number of columns of the base matrix, the latter cannot be constructed. Thus, it must be $2 T^{2} \geq a T$, that is $T \geq \frac{a}{2}$. Choosing $T=\frac{a}{2}$ when $a$ is even and $T=\left\lceil\frac{a}{2}\right\rceil$ when $a$ is odd ensures that the above condition is verified. $\square$

The above lemma can be generalized to any value of $c>2$ as follows.

Corollary 4 A necessary condition to obtain a $(c, a)$-regular time-varying code with period $T$, with $c>2$ and girth $g>12$ from $\mathcal{E}(\mathbf{B})$, where $\mathbf{B}$ is an all-ones $c \times a$ matrix, is $T \geq\left\lceil\frac{a}{2}\right\rceil$.

Proof: Carried out with similar arguments as those in the proof of Lemma 12.

## B. Degrees of Freedom in the Code Design

Once the value of $T$ which guarantees that girth larger than 12 can be obtained for a proper choice of $\mathbf{P}$ has been found, we need to determine the number of parameters $N_{p}$ required to actually design a periodically time-varying code free of unavoidable cycles with length up to 12 . In other words, we need to determine which entries of the base matrix are to be lifted with circulant permutation matrices (with $M \rightarrow \infty$ ) and which are to be lifted with periodically circulant permutation matrices with period $T$ (and $M \rightarrow \infty$ ).

In general, a periodically time-varying fully-connected monomial code with period $T$ needs at most Tac entries to be defined, since its symbolic matrix (6) contains $T$ submatrices with size $c \times a$. This assumes that all the entries of the base matrix are lifted with periodic permutation matrices. Nevertheless, as we show in the following, some entries of the base matrix are lifted with circulant permutation matrices, whereas others are lifted with periodic permutation matrices; so, the cost in terms of representation might actually be smaller than Tac.

For the sake of convenience, we introduce a $c \times a$ matrix $\mathbf{L}$ with binary entries. If $l_{i, j}$ is 0 , then $b_{i, j}$ is lifted with a
circulant permutation matrix, which can be represented by a single integer (the position of the only 1 in the first column). If, instead, $l_{i, j}$ is 1 , then $b_{i, j}$ is lifted with a periodically circulant permutation matrix, which can be represented by $T$ integers. In other words, the matrix $\mathbf{L}$ has the same size as $\mathbf{B}$ and catches which entries are lifted with periodic permutation matrices, requiring $T$ integers each for representation, and which ones are lifted with circulant matrices, requiring 1 integer each for representation. The knowledge of $\mathbf{L}$, or better, of its Hamming weight, and $T$ permits to calculate the number of integers required to design and describe a periodically time-varying SC-LDPC-CC with period $T$ and girth larger than 12 . The following considerations hold.

Lemma 13 Periodically time-varying fully-connected monomial SC-LDPC-CCs with period $T$ are characterized by $N_{p}=$ $\mathcal{W}(\mathbf{L}) T+(a c-\mathcal{W}(\mathbf{L}))$, where $\mathcal{W}(\mathbf{L})$ is the Hamming weight of $\mathbf{L}$.

Proof: Follows from the fact that the symbols 1 in $\mathbf{L}$ represent periodically circulant permutation matrices with period $T$, described by $T$ integers, and the 0 's in $\mathbf{L}$ represent circulant permutation matrices, described by a single integer.

Corollary 5 Time-invariant fully-connected monomial SC-LDPC-CCs have $N_{p}=a c$.

Proof: Follows from the fact that $\mathbf{L}$ contains only zeros in the time-invariant case.

Our goal is obviously that of reducing $N_{p}$ as much as possible, still keeping the conditions which guarantee a certain girth fulfilled. In other words, we need to minimize $\mathcal{W}(\mathbf{L})$ in order to achieve a certain girth using the smallest possible number of degrees of freedom.

Example 4 Let us consider (23) and any $\mathbf{L}$ such that $\mathcal{W}(\mathbf{L})=$ 1. Then, a periodically time-varying code with period $T=$ $2, N_{p}=7$ and $g=20$ in $\mathcal{E}\left(\mathbf{B}_{12}\right)$ can be obtained for a proper choice of the entries of $\mathbf{P}$. This means that exploiting at least 7 degrees of freedom instead of the 6 of the timeinvariant case, the girth can be increased from 12 to 20 . This is a straightforward consequence of Lemma 11.

The following lemmas hold.

Lemma 14 In order to prevent the occurrence of unavoidable cycles with length 12 in codes picked from the ensemble described by (26), it has to be $\mathcal{W}(\mathbf{L}) \geq a-2$, and at least one matrix $\mathbf{L}$ such that the above inequality is satisfied with the equality sign always exists.

Proof: Clearly, L can have at most two all-zeros columns, or unavoidable cycles due to (23) would arise. This proves $\mathcal{W}(\mathbf{L}) \geq a-2$. The proof of the second part of the theorem is conducted by evidence: let us consider

$$
\mathbf{L}=\left[\begin{array}{ll|lllll}
0 & 0 & 1 & 0 & 1 & 0 & \ldots \\
0 & 0 & 0 & 1 & 0 & 1 & \ldots
\end{array}\right]
$$

then, this matrix excludes the presence of cycles with length 12 , for a proper choice of $\mathbf{P}$.

Lemma 15 Let us consider a time-varying code with period $T$ picked from the ensemble described by (26). In order to achieve $g>12$, it has to be

$$
\begin{equation*}
N_{p} \geq(a-2)\left\lceil\frac{a}{2}\right\rceil+a+2 \tag{28}
\end{equation*}
$$

and at least one matrix $L$ such that (28) holds with the equality sign always exists.

Proof: Equation (28) is obtained considering that, according to Lemma 12, $T=\left\lceil\frac{a}{2}\right\rceil$ is required, at least, to have $g>12$. The rest follows from Lemmas 13 and 14 .

Let us now consider the following $3 \times a$ base matrix

$$
\mathbf{B}=\left[\begin{array}{llll}
1 & 1 & \ldots & 1  \tag{29}\\
1 & 1 & \ldots & 1 \\
1 & 1 & \ldots & 1
\end{array}\right]
$$

The following lemmas hold.

Lemma 16 In order to prevent the occurrence of unavoidable cycles with length 12 in periodically time-varying codes with period $T$, randomly picked from the ensemble described by (29), it has to be

$$
\mathcal{W}(\mathbf{L}) \geq\left\{\begin{array}{l}
3 \quad \text { if } \quad a=4 \\
W_{\mathbf{L}, 3, a} \quad \text { otherwise }
\end{array}\right.
$$

where $W_{\mathbf{L}, 3, a} \triangleq \min \{a, 6\}+2 \max \{0, a-6\}$. Furthermore, a solution with the equality sign can always be found for a proper choice of $\mathbf{L}$ (the proper choice is discussed in the proof).

Proof: Let us consider the possible columns of L. Keeping in mind that we aim at minimizing its weight, we have two possible cases:

1) if the all-zeros column appears in $\mathbf{L}$, then each one of the other three columns with weight 1 can appear at most once, and each other column with weight 2 can appear as many times we need. The resulting minimum weight of $\mathbf{L}$ is therefore $W_{1} \triangleq 3+2 \max \{0, a-4\}$
2) if the all-zeros column does not appear in $\mathbf{L}$, then each one of the other three columns with weight 1 can appear at most six times (twice each), and each other column with weight 2 can appear as many times we need. The resulting minimum weight of $\mathbf{L}$ is therefore $W_{2} \triangleq \min \{a, 6\}+2 \max \{0, a-6\}$.
Comparing $W_{1}$ and $W_{2}$, it is easy to observe that $W_{1}$ is smaller than $W_{2}$ only if $a=4$.

Lemma 17 Let us consider a time-varying code with period $T$, randomly picked from the ensemble described by (29). In order to achieve girth larger than 12 , it has to be

$$
N_{p} \geq\left\{\begin{array}{l}
12+3(T-1) \quad \text { if } \quad a=4  \tag{30}\\
T W_{\mathbf{L}, 3, a}+3 a-W_{\mathbf{L}, 3, a} \quad \text { otherwise }
\end{array}\right.
$$

and it is possible to find at least one matrix $\mathbf{L}$ such that a solution with the equality sign exists.

Proof: Easily follows from Lemmas 13 and 16. Let us now consider the following $4 \times a$ base matrix

$$
\mathbf{B}=\left[\begin{array}{llll}
1 & 1 & \ldots & 1  \tag{31}\\
1 & 1 & \ldots & 1 \\
1 & 1 & \ldots & 1 \\
1 & 1 & \ldots & 1
\end{array}\right]
$$

The following lemmas hold.
Lemma 18 In order to prevent the occurrence of unavoidable cycles with length 12 in codes picked from the ensemble described by (31), a necessary condition that has to be fulfilled is

$$
\mathcal{W}(\mathbf{L}) \geq\left\{\begin{array}{lll}
W_{\mathbf{L}, 4, a, 0} & \text { if } & 5 \leq a \leq 7 \\
W_{\mathbf{L}, 4, a, 1} & \text { if } & 8 \leq a \leq 9 \\
W_{\mathbf{L}, 4, a, 2} & \text { if } & a=10 \\
W_{\mathbf{L}, 4, a, 3} & \text { if } & a \geq 11
\end{array}\right.
$$

where

$$
\begin{gathered}
W_{\mathbf{L}, 4, a, 0} \triangleq 3+2 \min \{a-3,3\}+3 \max \{0, a-6\} \\
W_{\mathbf{L}, 4, a, 1} \triangleq 14+3 \max \{0, a-8\} \\
W_{\mathbf{L}, 4, a, 2} \triangleq 19 \\
W_{\mathbf{L}, 4, a, 3} \triangleq \\
2 \min \{a, 12\}+3(a-12)
\end{gathered}
$$

Furthermore, it is possible to find at least one matrix $\mathbf{L}$ such that the above inequality is satisfied with the equality sign.

Proof: See Appendix D.
Lemma 19 Let us consider a time-varying code with period $T$ and girth larger than 12 randomly picked from the ensemble described by (31). It is possible to find a matrix $\mathbf{L}$ such that this code can be represented with

$$
N_{p}=\left\{\begin{array}{lll}
T W_{\mathbf{L}, 4, a, 0}+4 a-W_{\mathbf{L}, 4, a, 0} & \text { if } & 5 \leq a \leq 7,  \tag{32}\\
T W_{\mathbf{L}, 4, a, 1}+4 a-W_{\mathbf{L}, 4, a, 1} & \text { if } & 8 \leq a \leq 9, \\
T W_{\mathbf{L}, 4, a, 2}+4 a-W_{\mathbf{L}, 4, a, 2} & \text { if } & a=10, \\
T W_{\mathbf{L}, 4, a, 3}+4 a-W_{\mathbf{L}, 4, a, 3} & \text { if } & a \geq 11
\end{array}\right.
$$

integers and solutions with smaller values of $N_{p}$ do not exist.
Proof: Easily follows from Lemmas 13 and 18.
For the general case of $c>4$, we derive some sufficient conditions on $N_{p}$.

Lemma 20 Let us consider an all-ones $c \times a$ matrix, $c<a$. If the following condition is satisfied

$$
\mathcal{W}(\mathbf{L}) \geq W_{\mathbf{L}, c, a}
$$

where
$W_{\mathbf{L}, c, a} \triangleq(c-2) \min \{a, c(c-1)\}+(c-1) \max \{0, a-c(c-1)\}$, then it is possible to find at least one $\mathbf{L}$ such that the occurrence of unavoidable cycles with length 12 is prevented.

Proof: Let us divide $\mathbf{L}$ in two parts as follows

$$
\mathbf{L}=\left[\mathbf{L}_{1} \mid \mathbf{L}_{2}\right]
$$

There are $\binom{c}{2}$ vectors with length $c$ and weight $c-2$ that can be chosen as different columns of $\mathbf{L}$. Each of these columns can be chosen twice, without causing the occurrence of unavoidable cycles with length 12 . We fill $\mathbf{L}_{1}$ with these columns, which are, at most, $c(c-1)$. Each of them obviously contributes with $c-2$ symbols 1 to the total weight of $\mathbf{L} . \mathbf{L}_{2}$ is filled with columns chosen as random vectors with length $c$ and weight $c-1$, which cannot cause unavoidable cycles with length 12 . Combining these considerations the lemma is eventually proved.

Theorem 3 A periodically time-varying code with period $T$ and girth larger than 12 can be designed using

$$
N_{p}=T W_{\mathbf{L}, c, a}+a c-W_{\mathbf{L}, c, a}
$$

degrees of freedom, where $W_{\mathbf{L}, c, a}$ has been defined in Lemma 20 , for a proper choice of $\mathbf{L}$.

Proof: Easily follows from Lemmas 13 and 20.
Keeping this in mind, in the following section we investigate the design of SC-LDPC-CCs.

## VI. Design Methods

In this section we first show how to design periodically timevarying codes with small period $T$ and same block length as the time-invariant ones, but larger girth. We also show that, in order to achieve much larger girths, a larger memory is required.

As claimed in Lemma 11, codes with girth $g=20$ in $\mathcal{E}\left(\mathbf{B}_{12}\right)$ can be obtained considering a period $T=2$. The following symbolic matrix, describing a time-varying SC-LDPC-CC with period $T=2$ and girth $g=20$, has been found by means of a random search

$$
\mathbf{H}(D)=\left[\begin{array}{ccc|ccc}
1 & 1 & 1 & D & D & D  \tag{33}\\
1 & D & D^{6} & D & D^{2} & D^{17}
\end{array}\right]
$$

Notice that, according to Lemma 15, at least 7 integers are needed to design a code with this girth. In our case, we have used exactly 7 integers: 3 integers are sufficient to describe the entries at position $\left(0, j_{0}\right), j_{0} \in\{0,1, \ldots, 5\}, 2$ integers are sufficient for the entries at position $\left(1, j_{1}\right), j_{1} \in\{0,1,3,4\}$ and 2 integers are needed for the entries at positions $(1,2)$ and $(1,5)$. The corresponding $\mathbf{L}$ is indeed

$$
\mathbf{L}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

In other words, the girth can be improved from 12 (in the time-invariant case) to 20 (in the time-varying case) by considering 7 integers instead of 6 to design the symbolic matrix, when $\mathcal{E}\left(\mathbf{B}_{12}\right)$ is considered.

Notice that solutions with smaller memory than (33), which is $m_{s}=16$, can be found. The design procedure we use works on a per-column basis and is summarized in Algorithm 1. In words, $\mathbf{P}$ is initialized as an empty matrix; then, as a test, a column is appended to $\mathbf{P}$ and the girth of the corresponding
code is evaluated. If the girth is not smaller than the target girth, then the new column is fixed and the procedure is repeated until $\mathbf{P}$ has $a T$ columns, or all the possible columns have been tested without success. In the latter case, $m_{s}$ is increased by one and the procedure is restarted.

## Algorithm 1

Input block length $a$, number of parity symbols per period $c$, memory order $m_{s}$, period $T$, girth $g$

```
procedure Exponent_MATRIX_SEARCh \(\left(a, c, m_{s}, T, g\right)\)
        \(\mathbf{P} \leftarrow[\quad]\)
        while \(\mathbf{P}\) has less than \(a T+1\) columns do
            for \(i \leftarrow 0\) to \(T\) do
            \(\mathcal{S}^{(i)} \leftarrow\) All possible vectors with length \(c\) and
```

entries in $\left[i, i+1, \ldots, i+m_{s}\right]$ containing the value $i$ at
least once.
$x \leftarrow 1$
while $x \leq a T$ do
$i \leftarrow\left\lfloor\frac{x}{a}\right\rfloor$
for $j_{i} \leftarrow 0$ to $\left(m_{s}+1\right)^{c}-m_{s}^{c}$ do
$\mathbf{P}_{\text {test }} \leftarrow\left[\begin{array}{ll}\mathbf{P} & \mathcal{S}_{j_{i}}^{(i)}\end{array}\right]$
$g^{*}=$ Girth_Evaluation $(\mathbf{P})$
if $g^{*} \geq g$ then
$\mathbf{P} \leftarrow\left[\begin{array}{ll}\mathbf{P} & \mathcal{S}_{j_{i}}^{(i)}\end{array}\right]$
if $x=a T$ then
return $\mathbf{P}$
else
$x \leftarrow x+1$
$x \leftarrow x-1$
$m_{s} \leftarrow m_{s}+1$

We remark that $\mathbf{H}_{i}(D), 0 \leq i \leq T-1$, in general, contains entries with exponents in $\left[i, m_{s}+i\right]$ but, as shown in [47] for QC-LDPC codes and later generalized in [23] for SC-LDPC-CCs, it is always possible to obtain $\mathbf{H}_{i}(D)$ such that all its columns contain at least once $x^{i}$. This considerably reduces the search space. The algorithm we use in order to determine the girth of a given code is inspired by the cycle-counting algorithm proposed in [48, Algorithm 1]. Nevertheless, assessing the multiplicity of cycles goes beyond the scope of this work; so, we just focus on the existence of cycles with a given length.
By applying Algorithm 1, which is exhaustive on a reduced search space, we have found the exponent matrix with the smallest possible $m_{s}$, which is

$$
\mathbf{P}=\left[\begin{array}{lll|lll}
0 & 0 & 4 & 1 & 1 & 7  \tag{34}\\
0 & 3 & 0 & 6 & 7 & 1
\end{array}\right]
$$

corresponding to a periodically time-varying code with period 2 and $m_{s}=6$. Nevertheless, being

$$
\mathbf{L}=\left[\begin{array}{lll}
0 & 0 & 1 \\
1 & 1 & 0
\end{array}\right]
$$

we have used 9 integers for the code design, which is larger than the lower bound given by (28).

We generalize the above arguments also considering $d_{v}=$ $c=3$. We have designed a $(3,4)$-regular time-varying code
with period $T=2$ and girth $g=14$ by means of a guess-andtest algorithm, inspired by that proposed in [26]. Its exponent matrix is as follows

$$
\mathbf{P}=\left[\begin{array}{cccc|cccc}
16 & 112 & 79 & 0 & 262 & 69 & 213 & 1  \tag{35}\\
142 & 25 & 0 & 0 & 133 & 26 & 1 & 183 \\
0 & 92 & 160 & 133 & 1 & 1 & 58 & 225
\end{array}\right]
$$

The corresponding $\mathbf{L}$ is as follows

$$
\mathbf{L}=\left[\begin{array}{llll}
1 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 1
\end{array}\right]
$$

If we increase $a$, obtaining a $(3,5)$-regular code, we need $T \geq 3$ to ensure that the potential girth is larger than 12 . We have found a solution with the equality sign, that is, such that $T=3$ : the exponent matrix of a periodically time-varying code with $g=14, a=5, c=T=3$ is (36).
There also exists a solution for $(3,6)$-regular time-varying codes with period $T=3$ to achieve $g>12$. The exponent matrix, found by means of the same guess-and-test algorithm as above, defining a time-varying code with $T=3$ and $g=14$ is (37). Notice that, referring to all the above examples, the bounds given in Lemma 11 and Corollary 4 are satisfied with the equality sign, showing that they are tight, at least for small values of $c$.

## VII. Error rate performance

In this section we assess the performance of the newly designed codes described in Section VI. For this purpose, we consider some code examples and estimate their performance in terms of bit error rate (BER) under iterative decoding through Monte Carlo simulations of binary phase shift keying (BPSK) modulated transmission over the additive white Gaussian noise (AWGN) channel. We have made the paritycheck matrices of the codes we consider publicly available in [49]. We consider a BP-based decoder performing 150 iterations. For practical reasons, the codes are terminated after 24000 time instants. Owing to termination and to the possible presence of some linearly dependent rows in the parity-check matrix of the considered codes, the asymptotic code rate for SC-LDPC-CCs and the design rate for QC-LDPC block codes might not coincide with the actual code rate. However, the effect of such a deviation from the ideal rate on the fairness of our comparisons is negligible.
Let us consider a code according to (35), i.e., a (3, 4)-regular time-varying code with period $T=2, a=4, c=3, m_{s}=$ 261, $R_{\infty}=\frac{1}{4}$ and girth $g=14$, and compare its performance to those of codes with the same parameters but smaller girths, i.e., $g=6$ and $g=12$. These codes are obtained by feeding Algorithm 1 with the parameters listed above. Their exponent matrices are

$$
\mathbf{P}_{6}=\left[\begin{array}{cccc|cccc}
261 & 96 & 50 & 226 & 92 & 183 & 119 & 73 \\
210 & 247 & 182 & 102 & 157 & 66 & 89 & 219 \\
182 & 164 & 139 & 194 & 13 & 197 & 182 & 237
\end{array}\right]
$$

$$
\begin{align*}
& \mathbf{P}=\left[\begin{array}{ccccc|ccccc|ccccc}
2032 & 108 & 1575 & 375 & 0 & 1 & 1283 & 1 & 1 & 2272 & 708 & 1163 & 2 & 771 & 648 \\
0 & 2180 & 0 & 0 & 226 & 1859 & 546 & 1768 & 1171 & 1179 & 2 & 2 & 1890 & 1594 & 2 \\
1737 & 0 & 1358 & 801 & 187 & 794 & 1 & 1032 & 1556 & 1 & 1380 & 2300 & 2457 & 2 & 454
\end{array}\right]  \tag{3}\\
& \mathbf{P}=\left[\begin{array}{cccccc|cccccccccccc}
0 & 300 & 81 & 36 & 0 & 195 & 1 & 157 & 302 & 2 & 1 & 305 & 2 & 4 & 1447 & 2029 & 2 & 2 \\
0 & 120 & 49 & 64 & 209 & 5 & 3 & 150 & 105 & 300 & 230 & 304 & 1109 & 1204 & 2032 & 2 & 2923 & 2921 \\
51 & 1 & 0 & 2 & 103 & 2 & 282 & 2 & 1 & 77 & 3 & 3 & 534 & 1450 & 2 & 2923 & 1609 & 3485
\end{array}\right]
\end{align*}
$$

and

$$
\mathbf{P}_{12}=\left[\begin{array}{cccc|cccc}
71 & 148 & 26 & 244 & 260 & 249 & 9 & 17 \\
32 & 251 & 42 & 194 & 209 & 36 & 93 & 239 \\
224 & 110 & 151 & 226 & 49 & 81 & 124 & 263
\end{array}\right]
$$

respectively.
Simulation results are shown in Fig. 2. We notice that, as expected, the performance improves as the girth increases. In addition, we consider two time-invariant codes with $T=1$, $a=4, c=3, m_{s}=261, R_{\infty}=\frac{1}{4}$ and $g=12$. In order to distinguish between them, they are addressed to as Code 1 and Code 2. Their exponent matrices are

$$
\mathbf{P}_{C 1}=\left[\begin{array}{cccc}
139 & 0 & 122 & 263 \\
0 & 245 & 0 & 65 \\
119 & 211 & 31 & 0
\end{array}\right]
$$

and

$$
\mathbf{P}_{C 2}=\left[\begin{array}{cccc}
266 & 68 & 0 & 186 \\
217 & 174 & 0 & 163 \\
0 & 0 & 91 & 0
\end{array}\right],
$$

respectively. Finally, we consider the QC-LDPC block code designed in [50] with girth $g=14$ and design rate $R=\frac{1}{4}$, based on the Steiner Triple System. Notice that the blocklength of this code, which is 34260 , is much larger than the constraint length of the time-varying SC-LDPC code with the same girth, which is 1052 . Despite this, the latter code maintains a significant gain over the QC-LDPC block code.

Time-varying codes also show a significant improvement over the time-invariant ones with the same parameters. A justification of such a large gap is provided by the analysis of the error patterns yielding decoding failures for these codes. In particular, many decoding failures of the time-invariant codes with girth 12 are caused by codewords with weight 24; this was also observed in [27]. It is shown in [36] that the free distance of $(3,4)$-regular time-invariant fullyconnected monomial SC-LDPC codes is indeed upper bounded by 24 . Instead, time-varying codes are characterized by larger symbolic matrices, yielding larger upper bounds on the code free distance. For example, the error patterns of (35) do not contain any codeword with weight smaller than 106. So, even though we are aware that a careful analysis of the dominant trapping sets is required, it can be immediately noticed that a very large difference between the structure and the free distance of the codes has a major impact also on the code performance. A thorough analysis of the free distance of periodically time-varying codes with $T>1$ is out of the scope of this paper, and is left for future works.


Fig. 2. Comparison of the BER resulting from Monte Carlo simulations of QC-LDPC codes, time-invariant codes and time-varying codes with $T=2$ for different girth values. In all cases $a=4, c=3, m_{s}=261$ and $R=\frac{1}{4}$.

Aiming at evaluating the trade-off between the description complexity (in terms of integers required to represent the code, i.e., $N_{p}$ ) and the error rate performance, in Table II we show the value of $\frac{E_{b}}{N_{0}}$ at which $\operatorname{BER}=10^{-4}$, for all the considered codes, and we denote it as $\left(\frac{E_{b}}{N_{0}}\right)^{*}$. Notice that the periodically time-varying codes with $T=2$ and block length $a=4$ are represented by 24 integers instead of the 12 integers required for the time-invariant codes with block length $a=4$; however, we remark that a time-invariant code with block length $T a=8$ and the same code rate would require 48 integers for representation.

TABLE II
$\frac{E_{b}}{N_{0}}$ AT WHICH BER $=10^{-4}$, FOR CODES WITH DIFFERENT PERIOD AND GIRTH.

| $T$ | $g$ | $\left(\frac{E_{b}}{N_{0}}\right)^{*}(\mathrm{~dB})$ |
| :---: | :---: | :---: |
| 0 | 14 | 1.84 |
| 1 | 12 | 3.9 - Code 1 |
| 1 | 12 | 3.91 - Code 2 |
| 2 | 6 | 1.37 |
| 2 | 12 | 1.22 |
| 2 | 14 | 1.19 |

Table II allows us to remark that there is a significant gap, of


Fig. 3. Comparison of the BER resulting from Monte Carlo simulations of time-invariant codes and time-varying codes with $T=2$. In all cases $a=5$, $c=3, g=8, m_{s}=28$ and $R=\frac{2}{5}$.
about 2.7 dBs when $\mathrm{BER}=10^{-4}$ between the time invariant codes, which can be represented with 12 integers, and the periodically time-varying ones, which can be represented with 24 integers.

In order to provide a further example, let us consider a time-invariant code with girth $g=8$, described by the following exponent matrix from [11]

$$
\mathbf{P}=\left[\begin{array}{ccccc}
1 & 2 & 4 & 8 & 16  \tag{38}\\
5 & 10 & 20 & 9 & 18 \\
25 & 19 & 7 & 14 & 28
\end{array}\right]
$$

which corresponds to an SC-LDPC code with $R_{\infty}=2 / 5$ and girth 8. Its simulated performance is reported in Fig. 3. For carrying out a fair comparison, we have designed two time-varying codes with $T=2$, the same memory and girth, but a smaller multiplicity of cycles with length 8 . We have named these codes Code 3 and Code 4 , which are described by the following exponent matrices

$$
\begin{aligned}
\mathbf{P}_{C 3} & =\left[\begin{array}{ccccc|ccccc}
0 & 0 & 1 & 20 & 0 & 1 & 1 & 2 & 21 & 1 \\
25 & 13 & 0 & 1 & 11 & 26 & 14 & 1 & 2 & 12 \\
21 & 14 & 28 & 0 & 3 & 22 & 15 & 19 & 1 & 4
\end{array}\right], \\
\mathbf{P}_{C 4} & =\left[\begin{array}{ccccc|ccccc}
20 & 0 & 27 & 0 & 13 & 1 & 28 & 19 & 12 & 19 \\
21 & 20 & 17 & 15 & 28 & 21 & 18 & 1 & 24 & 3 \\
0 & 28 & 0 & 16 & 0 & 29 & 1 & 26 & 1 & 1
\end{array}\right] .
\end{aligned}
$$

The Tanner time-invariant SC-LDPC code has 3 cycles of length 8 per node, whereas Code 3 and Code 4 have 1.2 and 0.8 cycles of length 8 per node, respectively. This, along with the potentially larger minimum distance of time-varying codes, justifies the better performance observed for Code 4 with respect to the other codes.

## VIII. CONCLUSION AND FUTURE WORK

We have shown that periodically time-varying SC-LDPC codes with small period allow achieving significant improvements with respect to the corresponding time-invariant counterparts in terms of girth, at the expense of an increase in the number of degrees of freedom that is at most linear with the product of the code period and the size of the considered base matrix. Actually, for practical parameter choices, this upper bound is shown to be loose, thus yielding limited design complexity. In fact, we have shown that just increasing the memory of time-invariant codes is not sufficient to improve their girth beyond a fixed upper threshold. In principle, this is only possible by increasing both the period and the memory. For this reason, we have focused our attention on timevarying SC-LDPC-CCs, for which we have proposed a new and efficient representation that allows an easy design of codes with the same block length as the time-invariant ones, but with larger girth. Clearly, in order to achieve a larger girth, a larger memory is required as well.

As a challenge for future works, we believe that it is worth investigating the effect of irregularity on our analysis. On the one hand, from a theoretical standpoint, we believe that statements such as Theorem 2 and Corollary 3 also hold if the code is irregular, as long as its parity-check matrix does not contain either rows or columns with unitary weight. On the other hand, from a numerical standpoint, using masking techniques [51], [52] could lead to irregular codes with girths even larger than those achieved by introducing a small periodicity in the code design, at the cost of a more complex theoretical analysis and representation.

We believe that further insights may be provided by an investigation of the free distance of periodically time-varying SC-LDPC codes with $T>1$, which is potentially larger than that of the time-invariant SC-LDPC codes characterized by the same code rate and values of $a, c, m_{s}$.

## Appendix A <br> Proof of Theorem 1

We take advantage of the equivalence between the circulants block form and the blocks circulant form of the parity-check matrix of QC-LDPC codes. A parity-check matrix as in (13) is considered.

We consider cycles in the parity-check matrix as defined in Section II-D. We need to distinguish between two types of cycles:

1) those without any symbol 1 in the tail ${ }^{6}$ of (13) (named type- 1 cycles in the following),
2) those with at least one symbol 1 in the tail of (13) (named type-2 cycles in the following).
A cycle, with length $\lambda$, of type- 1 can span at most

$$
\begin{equation*}
N_{p}^{(1)}=\left\lfloor\frac{\lambda}{4}\right\rfloor m_{s}+1 \tag{41}
\end{equation*}
$$

periods. This can be shown by considering that a type-1 cycle with length $\lambda$ has $\frac{\lambda}{2}$ horizontal segments and $\frac{\lambda}{2}$ vertical

[^5]segments and any horizontal segment can span at most $m_{s}+1$ periods. The cycle spanning the largest number of periods has horizontal segments spanning $m_{s}+1$ periods each. Starting from any of the leftmost symbols 1 , we notice that, in this scenario, $\frac{\lambda}{2}$ segments are required to reach any of the rightmost symbols 1 , and as many are needed to go back to the untouched leftmost symbol 1. Thus,
$$
N_{p}^{(1)}=\left\lfloor\frac{\lambda / 2}{2}\right\rfloor\left(m_{s}+1\right)-\left(\left\lfloor\frac{\lambda / 2}{2}\right\rfloor-1\right)=\left\lfloor\frac{\lambda}{4}\right\rfloor m_{s}+1 .
$$

Type- 2 cycles, in their turn, can be separated into

- cycles with an even number of symbols 1 in the tail of (13),
- cycles with an odd number of symbols 1 in the tail of (13).

Any type-2 cycle with an even number of symbols 1 in the tail of the parity-check matrix can be mapped into a type-1 cycle, and fulfills (41). On the other hand, any type-2 cycle with an odd number of symbols 1 in the tail of the parity-check matrix can span at most

$$
\begin{equation*}
N_{p}^{(2)}=\frac{\lambda-2}{2} m_{s}+1 \tag{42}
\end{equation*}
$$

periods. In order to prove (42) we firstly need to consider that, for any finite $M$, horizontal segments of type- 2 cycles can span up to $M$ periods in $\mathbf{H}$. This eventually means that, given $M$, the shortest cycle spanning all the available $M$ periods has one single symbol 1 in the tail of the matrix. Given this, any type- 2 cycle with length $\lambda$ has one horizontal segment and one vertical segment meeting in the tail, and $\frac{\lambda-2}{2}$ segments in the diagonal band of $\mathbf{H}$. It easily follows that

$$
N_{p}^{(2)}=\frac{\lambda-2}{2}\left(m_{s}+1\right)-\frac{\lambda-2}{2}+1=\frac{\lambda-2}{2} m_{s}+1
$$

Comparing $N_{p}^{(1)}$ with $N_{p}^{(2)}$, we notice that

$$
\left\lfloor\frac{\lambda}{4}\right\rfloor m_{s}+1 \leq \frac{\lambda}{4} m_{s}+1 \leq \frac{\lambda-2}{2} m_{s}+1
$$

for $\lambda \geq 4$, which is always true by definition. We can conclude that $\bar{N}_{p}^{(2)}$ defines the largest number of periods that a cycle with length $\lambda$ can span in the parity-check matrix of a QCLDPC code.

Notice that $g_{\mathrm{QC}}=g_{\text {free }}$ if and only if no cycle with length $\lambda<g_{\text {free }}$ exists in the parity-check matrix of the QC-LDPC code. So, if a cycle of type-1 does not exist in the $\mathbf{H}$ of the convolutional code, it cannot exist in the $\mathbf{H}$ of the QC-LDPC code. On the other hand, if we choose $M$ in such a way that the longest cycle with length $\lambda=g_{\text {free }}-2$ is too short to have at least one symbol 1 in the tail of $\mathbf{H}$, the free girth is guaranteed. Thus, it must be

$$
M>\frac{g_{\mathrm{free}}-2-2}{2} m_{s}+1+m_{s}-1=\frac{g_{\mathrm{free}}-2}{2} m_{s}
$$

## Appendix B

## Appendix B - Proof of Lemma 9

We consider a generic code in the ensemble $\mathcal{E}(\mathbf{B})$ for each of the above cases.

1) If $\mathbf{B}$ contains a 3 , then $\mathbf{H}(D)$ contains the polynomial $h_{i, j}(D)=D^{k_{1}}+D^{k_{2}}+D^{k_{3}}$, for some $i$ and $j$, which, according to (11), yields an unavoidable cycle with length 6 , due to the following equation

$$
\left(k_{1}-k_{2}\right)+\left(k_{2}-k_{3}\right)+\left(k_{3}-k_{1}\right)=0
$$

2) Let us consider the case in which a row of $\mathbf{B}$ contains one pair of symbols 2 . The same proof also holds if such pair exists in the same column. The symbolic matrix contains $h_{i, j_{1}}(D)=D^{k_{1}}+D^{k_{2}}$ and $h_{i, j_{2}}(D)=D^{m_{1}}+$ $D^{m_{2}}$, for some $i, j_{1}, j_{2}$. Then, the following equation

$$
\begin{equation*}
\left(k_{1}-k_{2}\right)+\left(m_{1}-m_{2}\right)+\left(k_{2}-k_{1}\right)+\left(m_{2}-m_{1}\right)=0 \tag{43}
\end{equation*}
$$

leads to an unavoidable cycle with length 8 . If the two symbols 2 are neither in the same row nor in the same column, then there must exist a path which connects them, which starts and ends with a horizontal segment, as the matrix has finite size and $d_{c}>2$. Then, the equation describing an unavoidable cycle contains 8 terms due to the symbols 2 , as in (43), and $4 \mathcal{L}$ additional terms due to the $\mathcal{L}$ symbols connecting them.
3) The symbol 2 either is involved in at least one cycle or belongs to a path connected to a cycle, since the matrix has finite size. In the first case, we have the following configuration in $\mathbf{B}$ (after a reordering of the row and column indices, if needed)

$$
\left[\begin{array}{cc}
2 & \cdots \\
1 & \ddots \\
\vdots &
\end{array}\right]
$$

which corresponds to

$$
\left[\begin{array}{cc}
D^{k_{1}}+D^{k_{2}} & \cdots \\
D^{m_{1}} & \ddots \\
\vdots &
\end{array}\right]
$$

in $\mathbf{H}(D)$. This leads to an unavoidable cycle described by the equation

$$
\left(k_{1}-k_{2}\right)+\left(k_{2}-m_{1}\right)+\left(m_{1}-k_{1}\right)+\ldots=0
$$

where the omitted portion of the equation contains the terms relative to the remaining $\lambda-2$ symbols in the shortest cycle in which the symbol 2 is involved, covered in both possible ways, so that they cancel each other. There are thus $6+2(\lambda-2)=2 \lambda+2$ terms in the equation.
If, on the other hand, the symbol 2 does not belong to any cycle, then there exists a path with length $\mathcal{L}$ starting from it, which connects the symbol 2 to a cycle, say with length $\lambda$. As $d_{c}>2$, we can consider the path to begin with a horizontal segment. If the path ends with a horizontal segment, then the equation of type (11)
leading to an unavoidable cycle contains 4 terms due the symbol $2,2 \lambda$ terms due to the cycle and $4(\mathcal{L}-1)$ terms due to the path. So, the unavoidable cycle has length $2(\lambda+2 \mathcal{L})$. Similarly, if the path ends with a vertical segment, the equation of type (11) yielding an unavoidable cycle contains 4 terms due to the symbol 2 , $4(\mathcal{L}-2)$ terms due to the first $\mathcal{L}-2$ symbols in the path, and $2(\lambda+2)$ terms due to the cycle and the last symbol in the path. So, also in this case, the unavoidable cycle has length $2(\lambda+2 \mathcal{L})$.

## Appendix C Proof of Theorem 2

According to Lemma 9, if the base matrix contains entries larger than 1 , then the girth of any code in $\mathcal{E}(\mathbf{B})$ is bounded above by $g^{*} \in\{6,8,10,12\}$, independently of the value of $m_{s}$, and the theorem is proved. If the entries of the $\mathbf{B}$ are binary, according to Lemma 7, $\mathbf{B}$ contains at least two cycles, say with length $\lambda_{1}$ and $\lambda_{2}$. There are two possibilities:

- The two cycles share at least $\rho$ symbols 1 , with $\rho \geq 1$.
- The two cycles do not share any symbol 1.

In case the cycles share symbols 1 , according to Lemma 8 , the girth of the codes in $\mathcal{E}(\mathbf{B})$ is bounded above by $g^{*}=$ $2\left(\lambda_{1}+\lambda_{2}-\rho\right)$, independently of the value of $m_{s}$, and the theorem is proved. In case the cycles do not share symbols 1 , next we analyze all the possible cases for positioning of the two cycles, which do not have any symbol 1 in common and do not form any other cycle.

1) The two cycles have a horizontal (or vertical) segment in the same row (or column).
Then, considering the $\left(\frac{\lambda_{1}}{2}+\frac{\lambda_{2}}{2}-1\right) \times\left(\frac{\lambda_{1}}{2}+\frac{\lambda_{2}}{2}\right)$ (or vice versa) submatrix which contains the two cycles, we can easily notice that it has one row (or column) with weight 4 , and no rows/columns with weight 1 . So, according to Lemma 10 , the girth of any code in $\mathcal{E}(\mathbf{B})$ is bounded above by $g^{*}=2\left(\lambda_{1}+\lambda_{2}\right)$, regardless of $m_{s}$.
2) The two cycles are connected by a path with length 2 , formed by a horizontal segment and a vertical segment. Then, considering the $\left(\frac{\lambda_{1}}{2}+\frac{\lambda_{2}}{2}\right) \times\left(\frac{\lambda_{1}}{2}+\frac{\lambda_{2}}{2}\right)$ submatrix which contains the two cycles and the remaining symbol 1 in the path, we can easily notice that it has one row and one column with weight 3 , and no rows/columns with weight 1 . So, according to Lemma 10 , the girth of any code in $\mathcal{E}(\mathbf{B})$ is bounded above by $g^{*}=2\left(\lambda_{1}+\lambda_{2}+1\right)$, for any $m_{s}$.
3) The two cycles are connected by a path with length $\mathcal{L}$ starting with a horizontal (or vertical) segment and ending with a horizontal (or vertical) segment. Clearly, $\mathcal{L}$ is odd and the path involves $\mathcal{L}+1$ symbols: each of the two cycles contain one of these symbols and the remaining $\mathcal{L}-1$ symbols in the path, instead, do not belong to the two considered cycles. Then, considering the $\left(\frac{\lambda_{1}}{2}+\frac{\lambda_{2}}{2}+\frac{\mathcal{L}-1}{2}\right) \times\left(\frac{\lambda_{1}}{2}+\frac{\lambda_{2}}{2}+\frac{\mathcal{L}-3}{2}\right)$ (or vice versa) submatrix which contains the two cycles and the path, we can easily notice that it has two rows (two columns) with weight 3 , and no rows/columns with weight 1 . So, according to Lemma 10 , the girth of any code in $\mathcal{E}(\mathbf{B})$
is bounded above by $g^{*}=2\left(\lambda_{1}+\lambda_{2}+\mathcal{L}-1\right)$, for any $m_{s}$.
4) The two cycles are connected by a path with length $\mathcal{L}$ starting with a horizontal (or vertical) segment and ending with a vertical (or horizontal) segment. Clearly, $\mathcal{L}$ is even and the path involves $\mathcal{L}+1$ symbols in total: as above, two of them belong to the considered cycles and $\mathcal{L}-1$ of them do not. Then, considering the $\left(\frac{\lambda_{1}}{2}+\frac{\lambda_{2}}{2}+\frac{\mathcal{L}-1}{2}\right) \times\left(\frac{\lambda_{1}}{2}+\frac{\lambda_{2}}{2}+\frac{\mathcal{L}-1}{2}\right)$ submatrix which contains the two cycles and the path, we notice that it has one row and one column with weight 3 , and no rows/columns with weight 1 . So, according to Lemma 10 , the girth of any code in $\mathcal{E}(\mathbf{B})$ is bounded above by $g^{*}=2\left(\lambda_{1}+\lambda_{2}+\mathcal{L}\right)$, for any value of $m_{s}$.
It can be easily shown that these are the only possibilities for the position of the two cycles, without creating other cycles.

## Appendix D <br> Proof of Lemma 18

Let us consider all the different columns that $\mathbf{L}$ can contain. The following considerations hold:

1) If the all-zeros column appears in $\mathbf{L}$, it is possible to use at most 6 columns with weight 2 and as many columns with weight 3 we wish, in order to design $\mathbf{L}$. The minimum weight of the resulting $\mathbf{L}$ is $W_{3} \triangleq$ $2 \min \{6, a-1\}+3 \max \{0, a-7\}$.
2) If the all-zeros column does not appear in $\mathbf{L}$ and all the four columns with weight 1 appear in $\mathbf{L}$, we can fill the remaining part of $\mathbf{L}$ with as many columns with weight 3 as necessary. The minimum weight of the resulting $\mathbf{L}$ is $W_{4} \triangleq 4+3(a-4)$.
3) If the all-zeros column is not used and 3 columns with weight 1 are used, we can fill the remaining part of $\mathbf{L}$ with 3 columns with weight 2 and as many columns with weight 3 as necessary. The minimum weight of the resulting $\mathbf{L}$ is $W_{5} \triangleq 3+2 \min \{a-3,3\}+3 \max \{0, a-$ $6\}$.
4) If the all-zeros column is not used and 2 columns with weight 1 are used, we can fill the remaining part of $\mathbf{L}$ with 6 columns with weight 2 and as many columns with weight 3 as necessary. The minimum weight of the resulting $\mathbf{L}$ is $W_{6} \triangleq 2+2 \min \{a-2,6\}+3 \max \{0, a-$ $8\}$.
5) If the all-zeros column is not used and 1 column with weight 1 is used, we can fill the remaining part of $\mathbf{L}$ with 9 columns with weight 2 and as many columns with weight 3 as necessary. The minimum weight of the resulting $\mathbf{L}$ is $W_{7} \triangleq 1+2 \min \{a-1,9\}+3 \max \{0, a-$ $10\}$.
6) If the all-zeros column and the columns with weight 1 are not used, we can fill the remaining part of $\mathbf{L}$ with 12 columns with weight 2 and as many columns with weight 3 as necessary. The minimum weight of the resulting $\mathbf{L}$ is $W_{8} \triangleq 2 \min \{a, 12\}+3 \max \{0, a-12\}$. Then, we have compared $W_{3}$ to $W_{8}$ for increasing $a>4$, choosing the function (or one of the functions) providing the smallest $\mathcal{W}(\mathbf{L})$.
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[^1]:    ${ }^{1}$ With a slight abuse of notation, throughout the paper we will also state that the base matrices corresponding to a given protograph can be lifted.

[^2]:    ${ }^{2}$ For the sake of brevity, the most straightforward proofs are omitted in this section.

[^3]:    ${ }^{3}$ Notice that if the two symbols are in the same row or column, then $\mathcal{L}=0$ and the girth is bounded above by 8 , as stated in [25].
    ${ }^{4}$ We remark that, in [25], zero entries are not allowed; so, $\lambda=4$ and the girth is bounded above by 10 .

[^4]:    ${ }^{5}$ Entries of the base matrix larger than 1 affect positively the code free distance, as shown in [36]. However, free distance is not the focus of this work.

[^5]:    ${ }^{6}$ The tail of the parity-check matrix of a tail-biting code is the portion above its main block diagonal.

