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CONCENTRATION OF POSITIVE SOLUTIONS FOR A CLASS OF
FRACTIONAL p-KIRCHHOFF TYPE EQUATIONS

VINCENZO AMBROSIO, TERESA ISERNIA, AND VICENŢIU D. RADULESCU

Abstract. We study the existence and concentration of positive solutions for the following class
of fractional p-Kirchhoff type problems:{ (

εspa+ ε2sp−3b [u]ps,p
)
(−∆)spu+ V (x)up−1 = f(u) in R3,

u ∈ W s,p(R3), u > 0 in R3,

where ε is a small positive parameter, a and b are positive constants, s ∈ (0, 1) and p ∈ (1,∞)
are such that sp ∈ ( 3

2
, 3), (−∆)sp is the fractional p-Laplacian operator, f : R → R is a superlinear

continuous function with subcritical growth and V : R3 → R is a continuous potential having a
local minimum. We also prove a multiplicity result and relate the number of positive solutions with
the topology of the set where the potential V attains its minimum values. Finally, we obtain an
existence result when f(u) = uq−1 + γur−1, where γ > 0 is sufficiently small, and the powers q and
r satisfy 2p < q < p∗s ≤ r. The main results are obtained by using some appropriate variational
arguments.

1. Introduction

In this paper we focus on the following class of fractional p-Kirchhoff problems:{ (
εsp a+ ε2sp−3 b [u]ps,p

)
(−∆)spu+ V (x)up−1 = f(u) in R3,

u ∈W s,p(R3), u > 0 in R3,
(Pε)

where ε > 0 is a small parameter, a, b > 0 are constants, s ∈ (0, 1) and p ∈ (1,∞) are such that
sp ∈ (32 , 3), (−∆)sp is the fractional p-Laplacian operator which, up to normalization factors, may
be defined for every function u ∈ C∞

c (R3) as

(−∆)spu(x) = 2 lim
r→0

∫
R3\Br(x)

|u(x)− u(y)|p−2(u(x)− u(y))

|x− y|3+sp
dy (x ∈ R3),

and W s,p(R3) is the fractional Sobolev space of functions u ∈ Lp(R3) such that

[u]ps,p :=

∫∫
R6

|u(x)− u(y)|p

|x− y|3+sp
dxdy <∞

endowed with the natural norm
∥u∥ps,p = [u]ps,p + |u|pp.

We recall that in these years a tremendous popularity has achieved the investigation of nonlinear
problems involving fractional and nonlocal operators due to their fundamental role in describing
several phenomena such as phase transition, game theory, finance, image processing, Lévy processes
and optimization; see for instance [24] for more details.

When a = ε = 1, b = 0 and p = 2, equation (Pε) becomes a fractional Schrödinger equation of
the type

(−∆)su+ V (x)u = f(x, u) in R3 (1.1)

2010 Mathematics Subject Classification. 47G20, 35R11, 35A15, 35B33, 55M30.
Key words and phrases. fractional p-Kirchhoff equation; variational methods; critical and supercritical growth.

1



2 V. AMBROSIO, T. ISERNIA, AND V.D. RĂDULESCU

introduced by Laskin [39] in the study of fractional quantum mechanics; see [18] for more details.
Equation (1.1) has been widely considered in these last years, and several existence and multiplicity
results to (1.1) have been established by applying suitable techniques and assuming different con-
ditions on the potential V and on the nonlinearity f ; see [3, 5, 7, 19, 25, 27, 31] and the references
therein.

On the other hand, when s = ε = 1 and p = 2, problem (Pε) boils down to a classical Kirchhoff
equation of the type

−
(
a+ b

∫
R3

|∇u|2 dx
)
∆u+ V (x)u = f(x, u) in R3, (1.2)

which is related to the stationary analogue of the well-known Kirchhoff equation

ρutt −
(
p0
h

+
E

2L

∫ L

0
|ux|2dx

)
uxx = 0 (1.3)

proposed by Kirchhoff [38] as an extension of the classical D’Alembert’s wave equation for describing
the transversal oscillations of a stretched string. The parameters appearing in (1.3) have the following
meaning: L is the length of the string, h is the area of the cross-section, E is the young modulus
(elastic modulus) of the material, ρ is the mass density and p0 is the initial tension. We refer
to [13, 50] for the early classical studies dedicated to (1.3). We also note that nonlocal boundary
value problems like (1.2) model several physical and biological systems where u describes a process
which depends on the average of itself, as for example, the population density; see [2, 17].

Anyway, only after the Lions’ work [41], where a functional analysis approach was proposed to
attack a general Kirchhoff equation in arbitrary dimension with an external force term, problem (1.2)
began to catch the attention of several mathematicians; see [1, 30, 35, 36, 49, 56] and the references
therein. Concerning perturbed Kirchhoff problems, He and Zou [36] proved a multiplicity result for
the following Kirchhoff equation

−
(
aε2 + bε

∫
R3

|∇u|2dx
)
∆u+ V (x)u = g(u) in R3, (1.4)

provided that ε > 0 is sufficiently small, under the following condition on V introduced by Rabinowitz
[53]:

V∞ = lim inf
|x|→∞

V (x) > inf
x∈R3

V (x), where V∞ ≤ ∞,

and g is a subcritical nonlinearity. Wang et al. [56] extended the results in [36] considering critical
nonlinearities. After that, Figueiredo and Santos Junior [30] applied the generalized Nehari manifold
method and Ljusternik-Schnirelmann theory to deduce a multiplicity result for a class of Kirchhoff
equations requiring that the potential V fulfills (V1)-(V2). Later, He et al. [35] obtained the existence
and multiplicity of solutions to (1.4), when (V1)-(V2) are in force, and g(u) = f(u)+u5, where f ∈ C1

is a subcritical nonlinearity which does not satisfy the Ambrosetti-Rabinowitz condition [4].
In the nonlocal framework, Fiscella and Valdinoci [33] proposed for the first time a stationary

fractional Kirchhoff variational model in a bounded domain Ω ⊂ RN with homogeneous Dirichlet
boundary conditions and involving a critical nonlinearity:{

M
(∫

RN |(−∆)
s
2u|2dx

)
(−∆)su = λf(x, u) + |u|2∗s−2u in Ω,

u = 0 in RN \ Ω,
(1.5)

where M : R+ → R+ is an increasing continuous positive Kirchhoff function whose typical example
is given by M(t) = a + bt, with a > 0 and b ≥ 0, f is a superlinear function with subcritical
growth at infinity, and λ > 0 is a parameter. Their model takes care of the nonlocal aspect of the
tension arising from nonlocal measurements of the fractional length of the string; see the Appendix
in [33] for more details. After the pioneering work [33], several authors dealt with existence and
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multiplicity of solutions for (1.5); see [8, 9, 11, 29, 44, 46] and the references therein. We stress that,
in [9], the authors obtained a multiplicity result for a perturbed fractional Kirchhoff problem under
assumptions (V1)-(V2).

On the other hand, a great attention has been devoted to the study of fractional Kirchhoff problems
involving (−∆)sp. For instance, Pucci et al. [51] obtained a multiplicity result for a nonhomogeneous
fractional Kirchhoff-Schrödinger equation assuming that the potential V satisfies a Bartsch-Wang
type condition. Fiscella and Pucci [32] dealt with stationary fractional Kirchhoff p-Laplacian equa-
tions involving a Hardy potential and different critical nonlinearities. Mingqi et al. [43] proved some
existence result for a class of quasilinear Kirchhoff system involving the fractional p-Laplacian. We
also refer to [40,42,47] for other interesting results.
We note that fractional p-Laplacian problems have received a great attention in these years since
two phenomena are present in (−∆)sp: the nonlinearity of the operator and its nonlocal character;
see [20, 23, 34, 48] and the references therein. Moreover, some useful techniques developed to study
fractional Laplacian problems are not available to attack problems like (Pε). Indeed, we can make
use neither of the powerful framework provided by the Caffarelli-Silvestre s-harmonic extension [15]
nor of various tools as, e.g., commutators estimates, strong barriers and density estimates.

Particularly motivated by [3,5,9,10,30] and by the interest shared by the mathematical community
on fractional p-Laplacian problems, the goal of this paper is to study the existence, multiplicity and
concentration of solutions to (Pε). In order to state precisely our results, we first introduce the
main assumptions on the potential V and the nonlinearity f . Along the paper, we suppose that
V ∈ C0(R3,R) satisfies the following assumptions introduced by del Pino and Felmer [22]:
(V1) there exists V1 > 0 such that V1 := infx∈R3 V (x),
(V2) there exists an open bounded set Λ ⊂ R3 such that

0 < V0 := inf
Λ
V < min

∂Λ
V,

while we assume that f ∈ C0(R,R), vanishes in (−∞, 0), and fulfills the following conditions:
(f1) f(t) = o(t2p−1) as t→ 0+,
(f2) there exists ν ∈ (2p, p∗s), with p∗s =

3p
3−sp , such that

lim
t→∞

f(t)

tν−1
= 0,

(f3) there exists ϑ ∈ (2p, p∗s) such that 0 < ϑF (t) := ϑ

∫ t

0
f(τ) dτ ≤ tf(t) for all t > 0,

(f4) the map t 7→ f(t)

t2p−1
is increasing in (0,∞).

We emphasize that under the control on fractional parameter s ∈ (0, 1), the condition sp ∈ (32 , 3)

forces p ∈ (32 ,∞). In particular, the restriction sp ∈ (32 , 3) implies that 2p < p∗s, therefore (f3) makes
sense. A typical example of function which satisfies (f1)-(f4) is given by f(t) =

∑k
i=1 αit

ri−1 with
αi ≥ 0 not all null and 2p < ri < p∗s for all i ∈ {1, . . . , k}.

Now, we are in the position to state our first main result of this work:

Theorem 1.1. Assume that (V1)-(V2) and (f1)-(f4) are in force. Then, there exists ε0 > 0 such
that, for all ε ∈ (0, ε0), (Pε) has a positive solution uε. Moreover, if ηε denotes a global maximum
point of uε, then limε→0 V (ηε) = V0, and there exists C > 0 such that

uε(x) ≤
C ε3+sp

ε3+sp+|x− ηε|3+sp
∀x ∈ R3.

The proof of Theorem 1.1 relies on suitable variational arguments. We first adapt in a suitable
way the penalization argument in [22] which consists in modifying the nonlinearity f outside Λ,
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considering an auxiliary problem and then we check that, for ε > 0 small enough, the solutions of
the modified problem are solutions of the original one. In order to achieve our purpose, we look
for critical points of the corresponding energy functional Iε. The main difficulties that arise in the
study of Iε are related to the presence of the Kirchhoff term [u]ps,p(−∆)sp and the lack of compactness
caused by the unboundedness of the domain R3. Indeed, in general, it is not trivial to prove that the
weak limits of bounded Palais-Smale sequences are critical points of Iε when we consider Kirchhoff
problems. Moreover, the non–Hilbertian structure of the fractional Sobolev spaces W s,p(R3) when
p ̸= 2 makes our study rather tough. To circumvent these difficulties, we will develop some clever
arguments which take care of the nonlocal character of the leading operator (−∆)sp and that allow
us to recover the compactness of the functional Iε; see Lemma 2.4. After that, we show that the
solution of the modified problem is also a solution of the original one by combining a Moser iteration
argument [45] with the Hölder continuity result established for (−∆)sp; see [23,37]. We also prove a
decay estimate for the solutions of (Pε) exploiting some recent results obtained in [10,21].

In the second part of this work, we deal with the multiplicity of positive solutions to (Pε). In this
case, we replace (V2) by the following assumption:
(V ′

2) V0 = V1 and M = {x ∈ Λ : V (x) = V0} ≠ ∅.
We recall that if Y is a given closed set of a topological space X, we denote by catY (X) the
Ljusternik-Schnirelmann category of Y in X, that is the least number of closed and contractible sets
in X which cover Y ; see [57] for more details.

Now, we state the second result of this paper:

Theorem 1.2. Assume that (V1)- (V ′
2) and (f1)-(f4) hold. Then, for any δ > 0 such that

Mδ = {x ∈ R3 : dist(x,M) ≤ δ} ⊂ Λ,

there exists εδ > 0 such that, for any ε ∈ (0, εδ), problem (Pε) has at least catMδ
(M) positive

solutions. Furthermore, if uε denotes one of these positive solutions and ηε ∈ R3 is a global maximum
point of uε, then

lim
ε→0

V (ηε) = V0.

In order to prove Theorem 1.2, we need to use some suitable variational and topological arguments.
More precisely, to obtain multiple solutions, we study the modified functional Iε on the associated
Nehari manifold Nε. Anyway, due to the fact that f is only continuous, the Nehari manifold Nε is not
differentiable and some well-known arguments for C1-Nehari manifolds do not work in our situation.
To overcome this obstacle, we take inspiration by some results due to Szulkin and Weth [55]. After
that, we use a technique introduced by Benci and Cerami in [12], in which the main ingredient is to
make fine comparisons between the category of some sublevel sets of the modified functional Iε and
the category of the set M .

In the last part of this work, we consider the case when the nonlinearity f has a critical or
supercritical growth. More precisely, we study the following nonlocal problem{ (

εsp a+ ε2sp−3 b [u]ps,p
)
(−∆)spu+ V (x)up−1 = uq−1 + γur−1 in R3,

u ∈W s,p(R3), u > 0 in R3,
(1.6)

where ε, γ > 0 and the powers q and r are such that 2p < q < p∗s ≤ r. Also in this case we are able
to obtain the following result:

Theorem 1.3. Assume that (V1)-(V2) hold. Then, there exists γ0 > 0 such that, for any γ ∈ (0, γ0),
there exists εγ > 0 such that, for any ε ∈ (0, εγ), problem (1.6) has a positive solution uε. Moreover,
if ηε denotes a global maximum point of uε, then limε→0 V (ηε) = V0.

Remark 1.1. If we assume (V1)-(V ′
2), then the conclusion of Theorem 1.2 holds true for ε and γ

sufficiently small.
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Differently from the study of (Pε), an additional difficulty arises in the study of (1.6). Indeed, when
r > p∗s, problem (1.6) becomes supercritical, and we cannot directly apply variational techniques
because the corresponding energy functional is not well-defined on the fractional Sobolev space
W s,p(R3). To overcome this hitch, inspired by [16,28,52], we truncate the nonlinearity involving the
critical or supercritical power, and we consider a new subcritical problem for which it is possible to
apply the existence result given by Theorem 1.1. Then, after proving a priori bound (independent
of γ) for the solution of the truncated problem, we use a suitable Moser’s iteration argument [45] to
prove that, if γ is small enough, this solution also satisfies the original problem (1.6).

To our knowledge, the results presented here are new also in the case s = 1, and they comple-
ment and improve the once obtained in [9, 30] because we are considering the case p ∈ (32 ,∞) and
nonlinearities with subcritical, critical or supercritical growth.
The paper is organized as follows: in Section 2 we introduce the modified problem and we give the
proof of Theorem 1.1. Section 3 is devoted to the multiplicity of solutions to (Pε). In Section 4 we
are interested in critical or supercritical problem.

Notations: If A ⊂ R3, we denote by Ac = R3 \ A. We use the notation |u|Lq(A) to indicate the
Lq(A)-norm of a function u : R3 → R, and by |u|q its Lq(R3)-norm. We write Br(x) to denote the
ball centered at x ∈ R3 with radius r > 0, and, when x = 0, we put Br = Br(0) and Bc

r := Bc
r(0).

2. The modified problem

2.1. Work space stuff. We define Ds,p(R3) as the closure of C∞
c (R3) with respect to

[u]ps,p :=

∫∫
R6

|u(x)− u(y)|p

|x− y|3+sp
dxdy.

Let us indicate by W s,p(R3) the set of functions u ∈ Lp(R3) such that [u]s,p <∞, endowed with the
natural norm

∥u∥ps,p := [u]ps,p + |u|pp.
We have the following well-known embeddings (see [24]).

Theorem 2.1. [24] Let s ∈ (0, 1) and p ∈ [1,∞) be such that sp < 3. Then there exists a constant
C∗ := C∗(s, p) > 0 such that, for any u ∈ Ds,p(R3), we have

|u|pp∗s ≤ C∗[u]
p
s,p.

Moreover, W s,p(R3) is continuously embedded in Lq(R3) for any q ∈ [p, p∗s], and compactly in
Lq
loc(R

3) for any q ∈ [1, p∗s).

We will often use the following vanishing-Lions type result (see Lemma 2.2 in [10]).

Lemma 2.1. [10] Let s ∈ (0, 1) and p ∈ (1,∞) be such that sp < 3, and r ∈ [p, p∗s). If {un}n∈N is
a bounded sequence in W s,p(R3) and if

lim
n→∞

sup
y∈R3

∫
BR(y)

|un|rdx = 0,

where R > 0, then un → 0 in Lσ(R3) for all σ ∈ (p, p∗s).

We also recall the following useful technical result (see Lemma 2.3 in [10]).

Lemma 2.2. [10] Let u ∈ W s,p(R3) and let ϕ ∈ C∞
c (R3) be such that 0 ≤ ϕ ≤ 1, ϕ = 1 in B1 and

ϕ = 0 in Bc
2. Set ϕr(x) = ϕ(x/r). Then,

[uϕr − u]s,p → 0 and |uϕr − u|p → 0.
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In order to study (Pε), we use the change of variable x 7→ ε x and we look for solutions to{
(a+ b [u]ps,p)(−∆)spu+ V (ε x)up−1 = f(u) in R3,
u ∈W s,p(R3), u > 0 in R3.

(P̂ε)

Now, we introduce a penalized function in the spirit of [22] which will be fundamental to obtain
our main result. First of all, without loss of generality, we may assume that

0 ∈ Λ and V (0) = V0.

Let K > 2p and a0 > 0 be such that

f(a0) =
V1
K
ap−1
0 (2.1)

and we define

f̃(t) :=

{
f(t) if t ≤ a0,
V1
K
tp−1 if t > a0,

and

g(x, t) :=

{
χΛ(x)f(t) + (1− χΛ(x))f̃(t) if t > 0,
0 if t ≤ 0.

It is easy to check that g satisfies the following properties:

(g1) lim
t→0+

g(x, t)

t2p−1
= 0 uniformly with respect to x ∈ R3,

(g2) g(x, t) ≤ f(t) for all x ∈ R3, t > 0,
(g3) (i) 0 < ϑG(x, t) ≤ g(x, t)t for all x ∈ Λ and t > 0,

(ii) 0 ≤ pG(x, t) ≤ g(x, t)t ≤ V1
K t

p for all x ∈ Λc and t > 0,

(g4) for each x ∈ Λ the function
g(x, t)

t2p−1
is increasing in (0,∞), and for each x ∈ Λc the function

g(x, t)

t2p−1
is increasing in (0, a0).

We point out that if uε is a solution to{
(a+ b [u]ps,p)(−∆)spu+ V (ε x)up−1 = g(ε x, u) in R3,
u ∈W s,p(R3), u > 0 in R3.

(2.2)

with uε(x) ≤ a0 for all x ∈ Λc
ε, where Λε := {x ∈ R3 : ε x ∈ Λ}, then g(ε x, uε) = f(uε). Therefore

vε(x) = uε(x/ ε) is a solution to (Pε)
For any ε > 0 we consider the following fractional space

Hε :=

{
u ∈W s,p(R3) :

∫
R3

V (ε x)|u|p dx <∞
}

endowed with the norm

∥u∥pε := a[u]ps,p +

∫
R3

V (ε x)|u|p dx.

In order to study (2.2), we look for critical points of the C1-functional Iε : Hε → R defined as

Iε(u) =
1

p
∥u∥pε +

b

2p
[u]2ps,p −

∫
R3

G(ε x, u) dx.
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For any u, φ ∈ Hε the differential of Iε is given by

⟨I ′
ε(u), φ⟩ = a

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(φ(x)− φ(y))

|x− y|3+sp
dxdy

+ b[u]ps,p

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(φ(x)− φ(y))

|x− y|3+sp
dxdy

+

∫
R3

V (ε x)|u|p−2uφdx−
∫
R3

g(ε x, u)φdx.

Next we show that Iε has a mountain pass geometry [4].

Lemma 2.3. The functional Iε satisfies the following conditions:
(i) there exist α, ρ > 0 such that Iε(u) ≥ α with ∥u∥ε = ρ;
(ii) there exists e ∈ Hε with ∥e∥ε > ρ and Iε(e) < 0.

Proof. (i) Using assumptions (g1), (g2), (f1) and (f2), for any given ζ > 0 there exists a positive
constant Cζ such that

|g(x, t)| ≤ ζ|t|p−1 + Cζ |t|ν−1.

Thus, using Sobolev embeddings we have

Iε(u) =
1

p
∥u∥pε +

b

2p
[u]2ps,p −

∫
R3

G(ε x, u) dx ≥ 1

p
∥u∥pε − Cζ∥u∥pε − C̄ζ∥u∥νε .

Consequently, we can choose α, ρ such that Iε(u) ≥ α and ∥u∥ε = ρ.

(ii) Let u ∈ C∞
c (R3) be such that u ≥ 0, u ̸≡ 0 and supp(u) ⊂ Λε. In view of (g3)-(i) and ϑ ∈ (2p, p∗s),

we can see that, for some constants C1, C2 > 0 and for any t > 0

Iε(tu) ≤
tp

p
∥u∥pε +

bt2p

2p
[u]2ps,p − C1t

ϑ

∫
Λε

uϑ dx+ C2 → −∞ as t→ ∞.

□

Invoking a variant of the mountain-pass theorem without (PS)-condition (see [57]), we deduce
the existence of a Palais-Smale sequence {un}n∈N ⊂ Hε such that

Iε(un) = cε + on(1) and I ′
ε(un) = on(1), (2.3)

where

cε := inf
γ∈Γε

max
t∈[0,1]

Iε(γ(t)) and Γε :=
{
γ ∈ C0([0, 1],Hε) : γ(0) = 0, Iε(γ(1)) ≤ 0

}
. (2.4)

As in [57], we can use the following equivalent characterization of cε more appropriate for our aim:

cε = inf
u∈Hε\{0}

max
t≥0

Iε(tu).

Moreover, from the monotonicity of g, it is easy to check that for all u ∈ Hε \ {0} there exists a
unique t0 = t0(u) > 0 such that

Iε(t0u) = max
t≥0

Iε(tu).

Lemma 2.4. Iε fulfills the Palais-Smale condition at any level c ∈ R.
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Proof. Let {un}n∈N be a sequence satisfying (2.3). Let us prove that {un}n∈N is bounded in Hε.
Using (g3) we obtain that

cε + on(1) = Iε(un)−
1

ϑ
⟨I ′

ε(un), un⟩

=

(
1

p
− 1

ϑ

)
∥un∥pε + b

(
1

2p
− 1

ϑ

)
[un]

2p
s,p +

1

ϑ

∫
Λc
ε

[g(ε x, un)un − ϑG(ε x, un)] dx

+
1

ϑ

∫
Λε

[g(ε x, un)un − ϑG(ε x, un)] dx

≥
(
1

p
− 1

ϑ

)
∥un∥pε +

1

ϑ

∫
Λc
ε

[g(ε x, un)un − ϑG(ε x, un)] dx

≥
(
1

p
− 1

ϑ

)
∥un∥pε −

(ϑ− p)

ϑp

1

K

∫
Λc
ε

V (ε x)|un|p dx

≥
(
1

p
− 1

ϑ

)(
1− 1

K

)
∥un∥pε.

Thanks to ϑ > 2p and K > 2p > 3, we deduce that {un}n∈N is bounded in Hε. From Theorem 2.1
we may assume that un ⇀ u in Hε.

Now, we prove that for any η > 0 there exists R = R(η) > 0 such that

lim sup
n→∞

∫
Bc
R

(
a

∫
R3

|un(x)− un(y)|p

|x− y|3+sp
dy + V (ε x)|un|p

)
dx < η. (2.5)

For any R > 0, let ψR ∈ C∞(R3) be such that ψR = 0 in BR, ψR = 1 in Bc
2R, 0 ≤ ψR ≤ 1, and

|∇ψR| ≤ C
R , where C is a constant independent of R. Since {ψRun}n∈N is bounded in Hε, it follows

that ⟨I ′
ε(un), ψRun⟩ = on(1), that is

(a+ b [un]
p
s,p)

∫∫
R6

|un(x)− un(y)|p

|x− y|3+sp
ψR(x) dxdy +

∫
R3

V (ε x)|un|pψR dx

= on(1) +

∫
R3

g(ε x, un)ψRun dx

− (a+ b [un]
p
s,p)

∫∫
R6

|un(x)− un(y)|p−2(un(x)− un(y))(ψR(x)− ψR(y))

|x− y|3+sp
un(y) dxdy.

Take R > 0 such that Λε ⊂ BR. By the definition of ψR and (g3)-(ii) we get

a

∫∫
R6

|un(x)− un(y)|p

|x− y|3+sp
ψR dxdy +

(
1− 1

K

)∫
R3

V (ε x)|un|pψR dx

≤ on(1)− (a+ b [un]
p
s,p)

∫∫
R6

|un(x)− un(y)|p−2(un(x)− un(y))(ψR(x)− ψR(y))

|x− y|3+sp
un(y) dxdy.

(2.6)

Let us note that, from the boundedness of {un}n∈N in Hε, we can suppose that a+ b [un]
p
s,p → ℓ ∈

(0,∞). Now, using the Hölder inequality and the boundedness of {un}n∈N in Hε we have∣∣∣∣∫∫
R6

|un(x)− un(y)|p−2(un(x)− un(y))(ψR(x)− ψR(y))

|x− y|3+sp
un(y) dxdy

∣∣∣∣
≤ C

(∫∫
R6

|ψR(x)− ψR(y)|p

|x− y|3+sp
|un(y)|p dxdy

) 1
p

. (2.7)
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On the other hand, by the definition of ψR, and using polar coordinates and the boundedness of
{un}n∈N in Hε, we obtain∫∫

R6

|ψR(x)− ψR(y)|p

|x− y|3+sp
|un(x)|pdxdy

=

∫
R3

∫
|y−x|>R

|ψR(x)− ψR(y)|p

|x− y|3+sp
|un(x)|pdxdy +

∫
R3

∫
|y−x|≤R

|ψR(x)− ψR(y)|p

|x− y|3+sp
|un(x)|pdxdy

≤ C

∫
R3

|un(x)|p
(∫

|y−x|>R

dy

|x− y|3+sp

)
dx+

C

Rp

∫
R3

|un(x)|p
(∫

|y−x|≤R

dy

|x− y|3+sp−p

)
dx

≤ C

∫
R3

|un(x)|p
(∫

|z|>R

dz

|z|3+sp

)
dx+

C

Rp

∫
R3

|un(x)|p
(∫

|z|≤R

dz

|z|3+sp−p

)
dx

≤ C

∫
R3

|un(x)|pdx
(∫ ∞

R

dρ

ρsp+1

)
+

C

Rp

∫
R3

|un(x)|pdx
(∫ R

0

dρ

ρsp−p+1

)
≤ C

Rsp

∫
R3

|un(x)|pdx+
C

Rp
R−sp+p

∫
R3

|un(x)|pdx

≤ C

Rsp

∫
R3

|un(x)|pdx ≤ C

Rsp
→ 0 as R→ ∞.

(2.8)

Gathering (2.6), (2.7) and (2.8) we infer that (2.5) is satisfied. In particular, by Fatou’s lemma we
have ∫

Bc
R

(
a

∫
R3

|u(x)− u(y)|p

|x− y|3+sp
dy + V (ε x)|u|p

)
dx < η. (2.9)

Moreover, from (2.5) and (2.9), we can deduce that

un → u in Lσ(R3) for any σ ∈ [p, p∗s). (2.10)

Indeed, for any η > 0 there exits R = R(η) > 0 such that, for any n large enough, we have

|un − u|pp = |un − u|pLp(BR) + |un − u|pLp(Bc
R)

≤ η + |un − u|pLp(Bc
R)

≤ η +
1

V1

∫
Bc
R

V (ε x)|un − u|p dx

≤ η + C

∫
Bc
R

(
a

∫
R3

|(un(x)− u(x))− (un(y)− u(y))|p

|x− y|3+sp
dy + V (ε x)|un − u|p

)
dx

≤ κη,

that is un → u in Lp(R3). Then, by interpolation, it follows that (2.10) is verified.
Now, from the boundedness of {un}n∈N and the growth assumptions on g we get∣∣∣∣∫

R3

(g(ε x, un)un − g(ε x, u)u)(un − u) dx

∣∣∣∣
≤
(
|un|p−1

p + |u|p−1
p

)
|un − u|p + C

(
|un|ν−1

ν + |u|ν−1
ν

)
|un − u|ν

≤ C|un − u|p + C|un − u|ν
which together with (2.10) implies that

lim
n→0

∫
R3

(g(ε x, un)un − g(ε x, u)u)(un − u) dx = 0. (2.11)
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In what follows, we prove that ∥un − u∥ε → 0 as n → ∞. Let φ ∈ Hε be fixed and denote by
Bφ : Hε → R the linear functional on Hε defined as

Bφ(v) :=

∫∫
R6

|φ(x)− φ(y)|p−2(φ(x)− φ(y))(v(x)− v(y))

|x− y|3+sp
dxdy

for all v ∈ Hε. Moreover, by Hölder’s inequality, it is clear that Bφ is continuous on Hε.
It follows from un ⇀ u in Hε that

lim
n→∞

(
(a+ b[un]

p
s,p)− (a+ b[u]ps,p)

)
Bu(un − u) = 0, (2.12)

where we used the fact that (a+ b[un]
p
s,p)− (a+ b[u]ps,p) is bounded in R.

On the other hand, by un ⇀ u in Hε, I ′
ε(un) → 0, and (2.10), we know that ⟨I ′

ε(un)−I ′
ε(u), un−

u⟩ → 0 as n→ ∞. Then, by (2.11) and (2.12) we obtain

on(1) = ⟨I ′
ε(un)− I ′

ε(u), un − u⟩
= (a+ b[un]

p
s,p)Bun(un − u)− (a+ b[un]

p
s,p)Bu(un − u)

+
(
(a+ b[un]

p
s,p)− (a+ b[u]ps,p)

)
Bu(un − u) +

∫
R3

V (ε x)(|un|p−2un − |u|p−2u)(un − u) dx

−
∫
R3

(g(ε x, un)un − g(ε x, u)u)(un − u) dx

= (a+ b[un]
p
s,p)(Bun(un − u)−Bu(un − u))

+

∫
R3

V (ε x)(|un|p−2un − |u|p−2u)(un − u) dx+ on(1),

that is

lim
n→∞

(
(a+ b[un]

p
s,p)(Bun(un − u)−Bu(un − u)) +

∫
R3

V (ε x)(|un|p−2un − |u|p−2u)(un − u) dx

)
= 0.

Since (|z|p−2z − |w|p−2w)(z − w) ≥ 0 for all z, w ∈ R, we can see that

(a+ b[un]
p
s,p)(Bun(un − u)−Bu(un − u)) ≥ 0,

and by (V1) we also have

V (ε x)(|un|p−2un − |u|p−2u)(un − u) ≥ 0.

Therefore, we deduce that

lim
n→∞

(a+ b[un]
p
s,p)(Bun(un − u)−Bu(un − u)) = 0,

lim
n→∞

∫
R3

V (ε x)(|un|p−2un − |u|p−2u)(un − u) dx = 0.
(2.13)

Now, we recall the following useful Simon inequalities [54]:

|ξ − η|p ≤ cp(|ξ|p−2ξ − |η|p−2η) · (ξ − η) for p ≥ 2,

|ξ − η|p ≤ Cp[(|ξ|p−2ξ − |η|p−2η) · (ξ − η)]
p
2 (|ξ|p + |η|p)

2−p
2 for 1 < p < 2

(2.14)

for all ξ, η ∈ RN , where cp and Cp are positive constants depending only on p.
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We first suppose that p ≥ 2. Then, by (2.13) and (2.14), it holds

[un − u]ps,p =

∫∫
R6

|un(x)− un(y)− u(x) + u(y)|p|x− y|−(3+sp) dxdy

≤ cp

∫∫
R6

[|un(x)− un(y)|p−2(un(x)− un(y))− |u(x)− u(y)|p−2(u(x)− u(y))]

× (un(x)− un(y)− u(x) + u(y))|x− y|−(3+sp) dxdy

= cp[Bun(un − u)−Bu(un − u)] = on(1).

In a similar fashion, by (V1) and (2.13), we get∫
R3

V (ε x)|un − u|p dx ≤ cp

∫
R3

V (ε x)(|un|p−2un − |u|p−2u)(un − u) dx = on(1).

In conclusion, ∥un − u∥ε → 0 as n→ ∞.
Now, we consider the case when 1 < p < 2. Since un ⇀ u in Hε, there exists κ > 0 such that

∥un∥ε ≤ κ for all n ∈ N. Hence, by (2.13), (2.14) and Hölder’s inequality we can see that

[un − u]ps,p ≤ Cp (Bun(un − u)−Bu(un − u))
p
2
(
[un]

p
s,p + [u]ps,p

) 2−p
2

≤ Cp (Bun(un − u)−Bu(un − u))
p
2

(
[un]

p(2−p)
2

s,p + [u]
p(2−p)

2
s,p

)
≤ C ′

p (Bun(un − u)−Bu(un − u))
p
2 = on(1),

where we used the following inequality

(a+ b)
2−p
2 ≤ a

2−p
2 + b

2−p
2 ∀a, b ≥ 0, 1 < p < 2.

In a similar way, we obtain that∫
R3

V (ε x)|un − u|p dx ≤ C ′′
p

(∫
R3

V (ε x)(|un|p−2un − |u|p−2u)(un − u) dx

) p
2

= on(1).

Then we can infer that ∥un − u∥ε → 0 as n→ ∞. This ends the proof of lemma. □

As a byproduct of Lemma 2.3, Lemma 2.4 and mountain pass theorem [4], we can deduce that
for all ε > 0 there exists uε ∈ Hε such that Iε(uε) = cε and I ′

ε(uε) = 0, that is uε is a weak solution
to (2.2).

Let u− := min{u, 0}. Using ⟨I ′
ε(u), u

−⟩ = 0, g(x, t) = 0 for t ≤ 0, and

|x− y|p−2(x− y)(x− − y−) ≥ |x− − y−|p ∀x, y ∈ R,

we can infer

∥u−∥pε ≤ a

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(u−(x)− u−(y))

|x− y|N+sp
dxdy

+

∫
R3

V (ε x)|u|p−2uu− dx+ b[u]ps,p

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(u−(x)− u−(y))

|x− y|N+sp
dxdy

= 0,

which implies that u− = 0, that is u ≥ 0 in R3. By a Moser iteration argument [45], we can prove
that u ∈ L∞(R3)∩ C0(RN ) (see Lemma 2.8 below). From maximum principle [20] we can infer that
u > 0 in R3.
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2.2. The limiting problem. Let us consider the following family of autonomous problems, with
µ > 0, {

(a+ b [u]ps,p)(−∆)spu+ µup−1 = f(u) in R3,
u ∈W s,p(R3), u > 0 in R3.

(2.15)

The energy functional associated with (2.15) is given by

Eµ(u) =
1

p
a[u]ps,p +

b

2p
[u]2ps,p + µ|u|pp −

∫
R3

F (u) dx

which is well defined on the space Hµ :=W s,p(RN ) endowed with the norm

∥u∥pµ := a[u]ps,p + µ|u|pp.

It is easy to check that Eµ ∈ C1(Hµ,R) and for any u, φ ∈ Hµ its differential is given by

⟨E ′
µ(u), φ⟩ = a

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(φ(x)− φ(y))

|x− y|3+sp
dxdy

+ b[u]ps,p

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(φ(x)− φ(y))

|x− y|3+sp
dxdy

+ µ

∫
R3

|u|p−2uφdx−
∫
R3

f(u)φdx.

We denote by Nµ the Nehari manifold associated with Eµ, that is

Nµ :=
{
u ∈ Hµ \ {0} : ⟨E ′

µ(u), u⟩ = 0
}
,

and
dµ := inf

u∈Nµ

Eµ(u).

Arguing as in Lemma 2.3, it is easy to show that Eµ has a mountain-pass geometry, and as in [57],
it is standard to verify that

dµ = inf
γ∈Γµ

max
t∈[0,1]

Eµ(γ(t)) = inf
u∈Hµ\{0}

max
t≥0

Eµ(tu),

where
Γµ :=

{
γ ∈ C0([0, 1],Hµ) : γ(0) = 0, Eµ(γ(1)) ≤ 0

}
.

Lemma 2.5. Let {un}n∈N ⊂ Hµ be a (PS)c sequence for Eµ such that un ⇀ 0. Then we have either
(a) un → 0 in Hµ, or
(b) there is a sequence {yn}n∈N ⊂ R3 and constant R, β > 0 such that

lim inf
n→∞

∫
BR(yn)

|un|p dx ≥ β.

Proof. Assume that (b) is not true. Then, by Lemma 2.1 we can deduce that

un → 0 in Lσ(R3) for all σ ∈ (p, p∗s). (2.16)

From (2.16) and (f1)-(f2) we can infer that∫
R3

F (un) dx =

∫
R3

f(un)un dx = on(1) as n→ ∞.

On the other hand, arguing as in Lemma 2.4, we know that {un}n∈N is bounded in Hµ, and we may
assume that un ⇀ u in Hµ. Taking into account that ⟨E ′

µ(un), un⟩ = 0, we get

∥un∥pµ + b [un]
2p
s,p =

∫
R3

f(un)un dx = on(1),
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which implies that ∥un∥µ → 0 as n→ ∞, that is (a) holds true. □

Now, we prove the following existence result for (2.15):

Theorem 2.2. For all µ > 0, problem (2.15) admits a positive ground state solution.

Proof. Using a variant of the mountain-pass theorem without (PS)-condition [57], there exists a
Palais-Smale sequence {un}n∈N ⊂ Hµ for Eµ at the level dµ. Arguing as in Lemma 2.4, we know
that {un}n∈N is bounded in Hµ, so we may assume that

un ⇀ u in Hµ,
un → u in Lσ

loc(R3) for all σ ∈ [1, p∗s).

Moreover, by Lemma 2.5, it follows that u is nontrivial. Now, for any φ ∈ C∞
c (R3) we have

a

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(φ(x)− φ(y))

|x− y|3+sp
dxdy + µ

∫
R3

|u|p−2uφdx

+ bBp

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(φ(x)− φ(y))

|x− y|3+sp
dxdy −

∫
R3

f(u)φdx = 0,

(2.17)

where Bp := limn→∞[un]
p
s,p. By Fatou’s Lemma we have

[u]ps,p ≤ Bp. (2.18)

Our aim is to prove that the equality holds in (2.18). Assume by contradiction that [u]ps,p < Bp.
Taking φ = u in (2.17) we have that ⟨E ′

µ(u), u⟩ < 0. From assumptions (f1) and (f2) we can see that
⟨E ′

µ(t1u), t1u⟩ < 0 for some 0 < t1 ≪ 1. Thus, there exists τ ∈ (t1, 1) such that ⟨E ′
µ(τu), τu⟩ = 0.

Now, using τ ∈ (0, 1), the fact that t 7→ 1
2pf(t)t − F (t) is increasing for any t ≥ 0, and Fatou’s

lemma we can infer that

dµ ≤ Eµ(τu)−
1

2p
⟨E ′

µ(τu), τu⟩

< Eµ(u)−
1

2p
⟨E ′

µ(u), u⟩

≤ lim inf
n→∞

(
Eµ(un)−

1

2p
⟨E ′

µ(un), un⟩
)

= dµ,

(2.19)

which gives a contradiction. Hence [u]ps,p = Bp. Therefore, by (2.17), we deduce that E ′
µ(u) = 0,

that is Eµ admits a nontrivial critical point u ∈ Hµ. Arguing as at the end of Section 2.1, we can
deduce that u > 0 in R3. Finally, proceeding as in (2.19) with τ = 1, we can show that u is a ground
state solution to (2.15). □

Remark 2.1. We suspect that under the assumptions that s ∈ (0, 1) and p ∈ (1,∞) are such that
sp < 3, f(u) = uq−1 with q ∈ (p, p∗s), it is possible to obtain an existence result to (2.15) for small
b > 0. The idea is to apply the Struwe-Jeanjean monotonicity trick as in [6] by considering the
family of truncated functional Ek

b,λ : Hs
rad(R3) → R, with k ∈ N, λ ∈ [λ0, 1], defined by

Ek
b,λ(u) =

∥u∥pµ
p

+
b

2p
χ

(
∥u∥pµ
kp

)
[u]2ps,p − λ

∫
RN

F (u) dx,

where χ is a cut-off function with support in the ball B2. Then, once proved that there exists a
sequence {λj}j∈N ⊂ [λ0, 1], λj → 1, and {uj}j∈N ⊂ Hs

rad(R3) such that each uj is a critical point
of Ek

b,λj
, one has to show that for all k > 0 large, there exists b0 > 0 such that, for all b ∈ (0, b0),

∥uj∥µ ≤ k for all j ∈ N. After that, arguing as in [6], the existence result for (2.15) follows.

We conclude this section by proving a very interesting relation between cε and dV0 .
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Lemma 2.6. It holds lim supε→0 cε ≤ dV0.

Proof. Let ω be a positive ground state of (2.15) given by Theorem 2.2 with µ = V0. For any ε > 0
let ψε(x) := ψ(ε x) where ψ ∈ C∞

c (R3) is such that ψ(x) = 1 if x ∈ B1,
ψ(x) = 0 if x ∈ Bc

2,
0 ≤ ψ ≤ 1,

and consider the function ωε(x) = ψε(x)ω(x). For simplicity, let us assume that supp(ψ) ⊂ B2 ⊂ Λ.
By Lemma 2.2 and the Dominated Convergence Theorem we can infer that, as ε→ 0,

ωε → ω ∈W s,p(R3) and EV0(ωε) → EV0(ω) = dV0 . (2.20)

Now, for each ε > 0 there exists tε > 0 such that

Iε(tεωε) = max
t≥0

Iε(tωε).

Hence, ⟨I ′
ε(tεωε), ωε⟩ = 0 and we have

tpε∥ωε∥pε + b t2pε [ωε]
2p
s,p =

∫
R3

f(tεωε)tεωε dx,

which implies that

a

tpε
[ωε]

p
s,p +

1

tpε

∫
R3

V (ε x)|ωε|p dx+ b [ωε]
2p
s,p =

∫
R3

f(tεωε)

(tεωε)2p−1
ω2p
ε dx. (2.21)

By the growth assumptions on f it follows that tε → t0 > 0. Our aim is to prove that t0 = 1. Taking
the limit as ε→ 0 in (2.21) and using (2.20) we get

a

tp0
[ω]ps,p +

1

tp0

∫
R3

V0|ω|p dx+ b [ω]2ps,p =

∫
R3

f(t0ω)

(t0ω)2p−1
ω2p dx.

From the above relation, ω ∈ NV0 and (f4) we deduce that t0 = 1. On the other hand, we can note
that

cε ≤ max
t≥0

Iε(tωε) = Iε(tεωε) = EV0(tεωε) +
tpε
p

∫
R3

(V (ε x)− V0)ω
p
ε dx.

Hence, using (2.20), tε → 1, and that V (ε x) is bounded on the support of ωε, we deduce the
thesis. □

2.3. Proof of Theorem 1.1. For ε > 0, let uε be the mountain pass solution to (2.2). For any
εn → 0+ we denote by

un := uεn , In := Iεn , Hn := Hεn and cn := cεn .

Then, un satisfies

(a+ b[un]
p
s,p)(−∆)spun + V (ε x)up−1

n = g(ε x, un) in R3.

Lemma 2.7. Let εn → 0 and {un}n∈N ⊂ Hn be such that In(un) = cεn and I ′
n(un) = 0. Then there

exists {ỹεn}n∈N ⊂ R3 such that the translated sequence

ũn(x) := un(x+ ỹεn)

has a subsequence which converges in W s,p(R3). Moreover, up to a subsequence, {yεn}n∈N :=
{εn ỹεn}n∈N is such that yεn → y0 for some y0 ∈ Λ such that V (y0) = V0.
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Proof. Using ⟨I ′
n(un), un⟩ = 0 and assumptions (g1) and (g2), it is easy to see that there is κ > 0

such that

∥un∥εn ≥ κ > 0 for any n ∈ N.

Taking into account In(un) = cn, ⟨I ′
n(un), un⟩ = 0 and Lemma 2.6, we can argue as in the proof of

Lemma 2.4 to deduce that {un}n∈N is bounded in Hn.
Now, proceeding as in Lemma 2.5, it is easy to prove that there are a sequence {ỹεn}n∈N ⊂ R3

and constants R, β > 0 such that

lim inf
n→∞

∫
BR(ỹεn )

|un|pdx ≥ β.

Hereafter we denote by {ỹn}n∈N the sequence {ỹεn}n∈N. Set ũn(x) := un(x+ ỹn). Then {ũn}n∈N is
bounded in W s,p(R3), and we may assume that

ũn ⇀ ũ weakly in W s,p(R3). (2.22)

Moreover, ũ ̸= 0 in view of ∫
BR

|ũ|pdx ≥ β. (2.23)

Now, we set yn := εn ỹn. Let us begin by proving that {yn}n∈N is bounded in R. To this end, it is
enough to show the following claim:
Claim 1 limn→∞ dist(yn,Λ) = 0.
Indeed, if the claim does not hold, there is δ > 0 and a subsequence of {yn}n∈N, still denoted by
itself, such that

dist(yn,Λ) ≥ δ ∀n ∈ N.

Then we can find r > 0 such that Br(yn) ⊂ Λc for all n ∈ N. Since ũ ≥ 0 and C∞
c (R3) is dense in

W s,p(R3), we can find a sequence {ψj}j∈N ⊂ C∞
c (R3) such that ψj ≥ 0 and ψj → ũ in W s,p(R3).

Fixed j ∈ N and using ψ = ψj as test function in ⟨I ′
n(un), ψ⟩ = 0 we get

a

∫∫
R6

|ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy

+ b[ũn]
p
s,p

∫∫
R6

|ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy

+

∫
R3

V (ξ̃n)|ũn|p−2ũnψj dx =

∫
R3

g(ξ̃n, ũn)ψj dx,

(2.24)

where ξ̃n := εn x + εn ỹn. Taking into account that un ≥ 0, ψj ≥ 0 and the definition of g, we can
see that ∫

R3

g(ξ̃n, ũn)ψj dx =

∫
B r

εn

g(ξ̃n, ũn)ψj dx+

∫
Bc

r
εn

g(ξ̃n, ũn)ψj dx

≤
∫
B r

εn

V1
K

|ũn|p−2ũnψj dx+

∫
Bc

r
εn

f(ũn)ψj dx.

(2.25)
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Gathering (2.24) and (2.25) we have

a

∫∫
R6

|ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy

+ b[ũn]
p
s,p

∫∫
R6

|ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy

+ V1

(
1− 1

K

)∫
R3

|ũn|p−2ũnψj dx ≤
∫
Bc

r
εn

f(ũn)ψj dx.

(2.26)

From (2.22) and the facts that ψj as compact support in R3 and εn → 0 we can see that∫∫
R6

|ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy

→
∫∫

R6

|ũ(x)− ũ(y)|p−2(ũ(x)− ũ(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy as n→ ∞

and ∫
Bc

r
εn

f(ũn)ψj dx→ 0 as n→ ∞.

The above limits together with (2.26) and [ũn]
p
s,p → Bp imply that

a

∫∫
R6

|ũ(x)− ũ(y)|p−2(ũ(x)− ũ(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy

+ bBp

∫∫
R6

|ũ(x)− ũ(y)|p−2(ũ(x)− ũ(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy

+ V1

(
1− 1

K

)∫
R3

|ũ|p−2ũψj dx ≤ 0.

Taking the limit as j → ∞ we have

a[ũ]ps,p + bBp[ũ]ps,p + V1

(
1− 1

K

)
|ũ|pp ≤ 0.

This gives a contradiction in view of (2.23). Hence there exists a subsequence {yn}n∈N such that
yn → y0 ∈ Λ.
Claim 2 y0 ∈ Λ.
Using the definition of g and (2.24) we can see that

a

∫∫
R6

|ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy

+ b[ũn]
p
s,p

∫∫
R6

|ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy

+

∫
R3

V (ξ̃n)|ũn|p−2ũnψj dx ≤
∫
R3

f(ũn)ψj dx.
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Taking the limit as n→ ∞ we get

a

∫∫
R6

|ũ(x)− ũ(y)|p−2(ũ(x)− ũ(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy

+ b[ũ]ps,p

∫∫
R6

|ũ(x)− ũ(y)|p−2(ũ(x)− ũ(y))(ψj(x)− ψj(y))

|x− y|3+sp
dxdy

+

∫
R3

V (y0)|ũ|p−2ũψj dx ≤
∫
R3

f(ũ)ψj dx.

Passing to the limit as j → ∞ we obtain

a[ũ]ps,p + bBp[ũ]ps,p + V (y0)|ũ|pp ≤
∫
R3

f(ũ)ũ dx.

Using Fatou’s Lemma we have [ũ]ps,p = [u]ps,p ≤ Bp, which combined with the above inequality yields

a[ũ]ps,p + b[ũ]2ps,p + V (y0)|ũ|pp ≤
∫
R3

f(ũ)ũ dx.

Hence, there exists τ ∈ (0, 1) such that τ ũ ∈ NV (y0). Let dV (y0) be the mountain pass level associated
with EV (y0). By Lemma 2.6 we can see that

dV (y0) ≤ EV (y0)(τ ũ) ≤ lim inf
n→∞

In(un) = lim inf
n→∞

cn ≤ dV0 .

Thereby, dV (y0) ≤ dV0 , and this implies that V (y0) ≤ V0 = V (0). This together with the definition
of V0 yields that V (y0) = V0. From assumption (V2) we have that y0 /∈ ∂Λ, thus y0 ∈ Λ.
Claim 3 ũn → ũ in W s,p(R3) as n→ ∞.
Consider the set Λ̃n = Λ

εn
− ỹn and define the functions

χ̃1
n(x) :=

{
1 if x ∈ Λ̃n

0 if x ∈ Λ̃c
n

and χ̃2
n(x) := 1− χ̃1

n(x).

Introduce the following functions:

h1n(x) :=

(
1

p
− 1

ϑ

)
V (ξ̃n)|ũn|pχ̃1

n(x),

h1(x) :=

(
1

p
− 1

ϑ

)
V (y0)|ũ|p,

h2n(x) :=

[(
1

p
− 1

ϑ

)
V (ξ̃n)|ũn(x)|p +

1

ϑ
g(ξ̃n, ũn(x))ũn(x)−G(ξ̃n, ũn(x))

]
χ̃2
n(x)

≥
[(

1

p
− 1

ϑ

)
− 1

K

]
V (ξ̃n)|ũn|pχ̃2

n(x),

h3n(x) :=

(
1

ϑ
g(ξ̃n, ũn(x))ũn(x)−G(ξ̃n, ũn(x))

)
χ̃1
n(x) =

[
1

ϑ
f(ũn(x))ũn(x)− F (ũn(x))

]
χ̃1
n(x),

h3(x) :=

[
1

ϑ
f(ũ(x))ũ(x)− F (ũ(x))

]
.

In the light of (f3), K > 2p > ϑp
ϑ−p , and (g3), we can see that the above functions are nonnegative.

By (2.22) and Claim 2, we can deduce that ũn(x) → ũ(x) a.e. x ∈ R3 and εn ỹn → y0 ∈ Λ, from
which we can infer that χ̃1

n(x) → 1, h1n(x) → h1(x), h2n(x) → 0 and h3n(x) → h3(x) a.e. x ∈ R3.
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Now, using Lemma 2.6, the invariance of R3 by translation and Fatou’s lemma we can deduce
that

dV0 ≥ lim sup
n→∞

cn = lim sup
n→∞

(
In(un)−

1

ϑ
⟨I ′

n(un), un⟩
)

= lim sup
n→∞

[(
1

p
− 1

ϑ

)
a [ũn]

p
s,p +

(
1

2p
− 1

ϑ

)
b [ũn]

2p
s,p +

∫
R3

(h1n(x) + h2n(x) + h3n(x)) dx

]
≥ lim inf

n→∞

[(
1

p
− 1

ϑ

)
a [ũn]

p
s,p +

(
1

2p
− 1

ϑ

)
b [ũn]

2p
s,p +

∫
R3

(h1n(x) + h2n(x) + h3n(x)) dx

]
≥
(
1

p
− 1

ϑ

)
a [ũ]ps,p +

(
1

2p
− 1

ϑ

)
b [ũ]2ps,p +

∫
R3

(h1(x) + h3(x)) dx

≥ dV0 .

Therefore,

lim
n→∞

[ũn]
p
s,p = [ũ]ps,p (2.27)

and h1n → h1, h2n → 0, and h3n → h3 in L1(R3). Hence we can infer that

lim
n→∞

∫
R3

V (ξ̃n)|ũn|p dx =

∫
R3

V (y0)|ũ|p dx

and thus

lim
n→∞

|ũn|pp = |ũ|pp. (2.28)

Combining (2.27) with (2.28), and using the Brezis-Lieb lemma [14] we get

∥ũn − ũ∥ps,p → 0 as n→ ∞.

□

Lemma 2.8. Let {ũn}n∈N be the sequence given in Lemma 3.4. Then, ũn ∈ L∞(R3) and there
exists C > 0 such that

|ũn|∞ ≤ C ∀n ∈ N.

Moreover,

ũn(x) → 0 as |x| → ∞ uniformly in n ∈ N. (2.29)

Proof. For any L > 0, let ũL,n := min{ũn, L}. Let σ > 1 and define the function

ℓ(ũn) := ℓL,σ(ũn) = ũn ũ
p(σ−1)
L,n ∈ Hε.

We note that ℓ is increasing, so for any a, b ∈ R it holds (a− b)(ℓ(a)− ℓ(b)) ≥ 0. We introduce the
functions

Q(t) :=
|t|p

p
and L(t) :=

∫ t

0
(ℓ′(τ))

1
p dτ.

Let us point out that

L(ũn) ≥
1

σ
ũnũ

σ−1
L,n .

Hence, from Theorem 2.1 and the above inequality we get

[L(ũn)]ps,p ≥ C−1
∗ |L(ũn)|pp∗s ≥ C−1

∗
1

σp
|ũnũσ−1

L,n |pp∗s . (2.30)
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On the other hand, for any a, b ∈ R, it holds

Q′(a− b)(ℓ(a)− ℓ(b)) ≥ |L(a)− L(b)|p.
Indeed, when a > b we have

Q′(a− b)(ℓ(a)− ℓ(b)) = (a− b)p−1(ℓ(a)− ℓ(b)) = (a− b)p−1

∫ a

b
ℓ′(τ) dτ

= (a− b)p−1

∫ a

b
(L′(τ))p dτ ≥

(∫ a

b
L′(τ) dτ

)p

= (L(a)− L(b))p,

where in the last inequality we used the Jensen inequality. A similar argument works when a ≤ b.
Therefore we deduce that

|L(ũn)(x)− L(ũn)(y)|p

≤ |ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ũn(x)ũ
p(σ−1)
L,n (x)− ũn(y)ũ

p(σ−1)
L,n (y)).

(2.31)

Using ℓ(ũn) as test function in (2.2) we get

a

∫∫
R6

|ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ũn(x)ũ
p(σ−1)
L,n (x)− ũn(y)ũ

p(σ−1)
L,n (y))

|x− y|3+sp
dxdy

+ b[ũn]
p
s,p

∫∫
R6

|ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ũn(x)ũ
p(σ−1)
L,n (x)− ũn(y)ũ

p(σ−1)
L,n (y))

|x− y|3+sp
dxdy

+

∫
R3

V (ξ̃n)|ũn|pũp(σ−1)
L,n dx =

∫
R3

g(ξ̃n, ũn)ũnũ
p(σ−1)
L,n dx,

(2.32)

where ξ̃n := εn x+ εn ỹn. Putting together (2.31) and (2.32) we get

a[L(ũn)]ps,p +
∫
R3

V (ξ̃n)|ũn|pũp(σ−1)
L,n dx

≤ a

∫∫
R6

|ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ũn(x)ũ
p(σ−1)
L,n (x)− ũn(y)ũ

p(σ−1)
L,n (y))

|x− y|3+sp
dxdy

+ b[ũn]
p
s,p

∫∫
R6

|ũn(x)− ũn(y)|p−2(ũn(x)− ũn(y))(ũn(x)ũ
p(σ−1)
L,n (x)− ũn(y)ũ

p(σ−1)
L,n (y))

|x− y|3+sp
dxdy

+

∫
R3

V (ξ̃n)|ũn|pũp(σ−1)
L,n dx =

∫
R3

g(ξ̃n, ũn)ũnũ
p(σ−1)
L,n dx.

(2.33)

From (2.30) and (2.33) we can infer that

|ũnũσ−1
L,n |pp∗s ≤ σpC∗[L(ũn)]ps,p ≤

σpC∗
a

∫
R3

g(ξ̃n, ũn)ũnũ
p(σ−1)
L,n dx

≤ σpC

∫
R3

g(ξ̃n, ũn)ũnũ
p(σ−1)
L,n dx. (2.34)

Using the growth assumptions on g we have that for all ζ > 0 there exists Cζ > 0 such that

|g(x, t)| ≤ ζ|t|p−1 + Cζ |t|p
∗
s−1 for all x ∈ R3 and t ∈ R,

which together with (2.34) implies

|ũnũσ−1
L,n |pp∗s ≤ Cσp

(∫
R3

ζ|ũn|pũp(σ−1)
L,n dx+

∫
R3

Cζ |ũn|p
∗
s ũ

p(σ−1)
L,n dx

)
.
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Choosing ζ sufficiently small we deduce that

|ũnũσ−1
L,n |pp∗s ≤ Cσp

∫
R3

|ũn|p
∗
s ũ

p(σ−1)
L,n dx. (2.35)

Now, let σ = p∗s
p and fix R > 0. Using the fact that 0 ≤ ũL,n ≤ ũn and the Hölder inequality, we

obtain ∫
R3

ũp
∗
s

n ũ
p(σ−1)
L,n dx =

∫
R3

ũp
∗
s−p

n (ũnũ
p∗s−p

p

L,n )p dx

=

∫
{ũn>R}

ũp
∗
s−p

n (ũnũ
p∗s−p

p

L,n )p dx+

∫
{ũn<R}

ũp
∗
s−p

n (ũnũ
p∗s−p

p

L,n )p dx

≤

(∫
{ũn>R}

ũpn dx

) p∗s−p

p
(∫

R3

(ũnũ
p∗s−p

p

L,n )p
∗
s dx

) p
p∗s

+Rp∗s−p

∫
{ũn<R}

ũp
∗
s

n dx.

Since {ũn}n∈N strongly converges in Lp∗s (R3), we can see that for any R sufficiently large(∫
{ũn>R}

ũpn dx

) p∗s−p

p

≤ 1

2Cσp
,

and thus we deduce∫
R3

ũp
∗
s

n ũ
p(σ−1)
L,n dx ≤ 1

2Cσp

(∫
R3

(ũnũ
p∗s−p

p

L,n )p
∗
s dx

) p
p∗s

+Rp∗s−p

∫
R3

ũp
∗
s

n dx. (2.36)

Putting together (2.35) and (2.36) we have

|ũnũσ−1
L,n |pp∗s ≤ CσpRp∗s−p

∫
R3

ũp
∗
s

n dx <∞,

and letting L→ ∞ we deduce that ũn ∈ L
(p∗s)

2

p (R3).
Now, taking the limit as L→ ∞ in (2.35) we have

|ũn|σpσp∗s ≤ Cσp
∫
R3

ũp
∗
s+p(σ−1)

n dx

which implies (∫
R3

ũσp
∗
s

n dx

) 1
p∗s(σ−1)

≤ (Cσ)
1

σ−1

(∫
R3

ũp
∗
s+p(σ−1)

n dx

) 1
p(σ−1)

.

For m ≥ 1 we define σm+1 inductively so that p∗s + p(σm+1− 1) = p∗sσm and σ1 =
p∗s
p . Then we have(∫

R3

ũp
∗
sσm+1

n dx

) 1
p∗s(σm+1−1)

≤ (Cσm+1)
1

σm+1−1

(∫
R3

ũp
∗
sσm

n dx

) 1
p∗s(σm−1)

.

Set

Dm :=

(∫
R3

ũp
∗
sσm

n dx

) 1
p∗s(σm−1)

.

Using an iteration argument, we can find C0 > 0 independent of m such that

Dm+1 ≤
m∏
k=1

(Cσk+1)
1

σk+1−1D1 ≤ C0D1.
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Taking the limit as m→ ∞ we get |ũn|∞ ≤ C for all n ∈ N.
Now, we note that ũn is a solution to

(−∆)spũn = [g(εn x+ εn ỹn, ũn)− V (εn x+ εn ỹn)ũ
p−1
n ](a+ b[ũn]

p
s,p)

−1 =: hn in R3.

Moreover, hn ∈ L∞(R3) and |hn|∞ ≤ C for all n ∈ N. Indeed, this last inequality is a consequence
of the growth assumptions on g, |ũn|∞ ≤ C and a ≤ a + b[ũn]

p
s,p ≤ C for all n ∈ N. Then, using

Corollary 5.5 in [37] we can deduce that ũn ∈ C0,α(R3) for some α > 0. From this fact and (2.22)
we infer that (2.29) holds true. □

Corollary 2.1. There is n0 ∈ N such that

un(x) < a0 ∀n ≥ n0 and ∀x ∈ Λc
εn .

Hence, un is a solution to (P̂εn).

Proof. By Lemma 3.4 we can find {ỹn}n∈N ⊂ R3 such that ũn = un(· + ỹn) → ũ in W s,p(R3) and
yn = εn ỹn → y0 for some y0 ∈ Λ such that V (y0) = V0.

Now, if we choose r > 0 such that Br(y0) ⊂ B2r(y0) ⊂ Λ, then B r
εn

(
y0
εn

)
⊂ Λεn . Hence, there

exists n1 ∈ N such that for any y ∈ B r
εn
(ỹn) we have∣∣∣∣y − y0

εn

∣∣∣∣ ≤ |y − ỹn|+
∣∣∣∣ỹn − y0

εn

∣∣∣∣ < 2r

εn
∀n ≥ n1,

and consequently
Λc
εn ⊂ Bc

r
εn
(ỹn) for any n ≥ n1.

In the light of Lemma 2.8 there is R > 0 such that

ũn(x) < a0 for |x| ≥ R and ∀n ∈ N,
from which

un(x) = ũn(x− ỹn) < a0 for x ∈ Bc
R(ỹn) and ∀n ∈ N.

On the other hand, there exists n2 ∈ N such that

Bc
r
εn
(ỹn) ⊂ Bc

R(ỹn) ∀n ≥ n2.

Hence, choosing n0 = max{n1, n2}, we can infer that

Λc
εn ⊂ Bc

r
εn
(ỹn) ⊂ Bc

R(ỹn) ∀n ≥ n0,

and then

un(x) < a0 ∀x ∈ Λc
εn and ∀n ≥ n0.

□

Proof of Theorem 1.1. Let uε be a nonnegative solution to (2.2). Then, there is ε0 > 0 such that

uε(x) < a0 ∀x ∈ Λc
ε and ∀ ε ∈ (0, ε0),

that is uε is a solution to (P̂ε) for ε ∈ (0, ε0). Consider vε(x) := uε(x/ ε) for any ε ∈ (0, ε0) and note
that vε is a solution to (Pε). Let ηε be a global maximum point of vε. It is easy to see that there
exists τ0 > 0 such that vε(ηε) ≥ τ0 for any ε > 0. Set zε := ηε

ε − ỹε. Then zε is a global maximum
point of ũε(x) = uε(x+ ỹε) and ũε(zε) ≥ τ0 for any ε > 0. We claim that

lim
ε→0

V (ηε) = V0.

If the above limit is not true, then there exist εn → 0 and δ > 0 such that

V (ηεn) ≥ V0 + δ ∀n ∈ N. (2.37)
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Using Lemma 2.8 we know that ũεn(x) → 0 as |x| → ∞ uniformly in n ∈ N. Therefore {zεn}n∈N is
bounded. Moreover, for some subsequence, there is y0 ∈ Λ such that εn ỹεn → y0 and V (y0) = V0.
Therefore ηεn = εn zεn + εn ỹεn → y0 which combined with the continuity of V yields V (ηεn) → V0.
This contradicts (2.37). Accordingly, V (ηε) → V0 as ε→ 0.

We conclude this section by proving a decay estimate for vε. Using (2.29) and (g1), there exists
R1 > 0 such that

g(ε x, ũε(x)) ≤
V1
2
ũε(x)

p−1 ∀x ∈ Bc
R1
.

Therefore,

(−∆)spũε +
V1

2(a+ bAp
1)
ũp−1
ε

≤ (−∆)spũε +
V1

2(a+ b[ũε]
p
s,p)

ũp−1
ε

=
1

a+ b[ũε]
p
s,p

[
g(ε x+ ε ỹε, ũε)−

(
V (ε x+ ε ỹε)−

V1
2

)
ũp−1
ε

]
≤ 1

a+ b[ũε]
p
s,p

[
g(ε x+ ε ỹε, ũε)−

V1
2
ũp−1
ε

]
≤ 0 in Bc

R1
, (2.38)

where A1 > 0 is such that a + b[uε]
p
s,p ≤ a + bAp

1, for any ε ∈ (0, ε0). Applying Lemma 7.1 in [21],
we can find a continuous positive function w and a positive constant C such that

0 < w(x) ≤ C

1 + |x|3+sp
(2.39)

and

(−∆)spw +
V1

2(a+ bAp
1)
wp−1 ≥ 0 in Bc

R2
, (2.40)

for some R2 > 0. Thanks to the continuity of ũε and w, there exists C1 > 0 such that

ψε := ũε − C1w ≤ 0 for |x| = R3,

where R3 := max{R1, R2}.
Taking ϕ = max{ψε, 0} ∈W s,p

0 (Bc
R) as test function in (2.38) and using (2.40) with w̃ = C1w, we

can deduce that

0 ≥
∫∫

R6

|ũε(x)− ũε(y)|p−2(ũε(x)− ũε(y))(ϕ(x)− ϕ(y))

|x− y|3+sp
dxdy +

V1
2(a+ bAp

1)

∫
R3

ũp−1
ε ϕdx

≥
∫∫

R6

Gε(x, y)

|x− y|3+sp
(ϕ(x)− ϕ(y)) dxdy +

V1
2(a+ bAp

1)

∫
R3

[ũp−1
ε − w̃p−1]ϕdx, (2.41)

where

Gε(x, y) := |ũε(x)− ũε(y)|p−2(ũε(x)− ũε(y))− |w̃(x)− w̃(y)|p−2(w̃(x)− w̃(y)).

Therefore, if we prove that ∫∫
R6

Gε(x, y)

|x− y|N+sp
(ϕ(x)− ϕ(y))dxdy ≥ 0, (2.42)

it follows from (2.41) that

0 ≥ V1
2(a+ bAp

1)

∫
{ũε≥w̃}

[ũp−1
ε − w̃p−1](ũε − w̃)dx ≥ 0

which yields that
{x ∈ R3 : |x| ≥ R3 and ũε(x) ≥ w̃} = ∅.
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To achieve our purpose, we first note that for all c, d ∈ R it holds

|d|p−2d− |c|p−2c = (p− 1)(d− c)

∫ 1

0
|c+ t(d− c)|p−2dt.

Taking d = ũε(x)− ũε(y) and c = w̃(x)− w̃(y) we can see that

|d|p−2d− |c|p−2c = (p− 1)(d− c)I(x, y),

where I(x, y) ≥ 0 stands for the integral. Now, recalling that

(x− y)(x+ − y+) ≥ |x+ − y+|2 for all x, y ∈ R,

we have

(d− c)(ϕ(x)− ϕ(y)) = [(ũε − w̃)(x)− (ũε − w̃)(y)][(ũε − w̃)+(x)− (ũε − w̃)+(y)]

≥ |(ũε − w̃)+(x)− (ũε − w̃)+(y)|2,

which gives (|d|p−2d− |c|p−2c)(ϕ(x)− ϕ(y)) ≥ 0, that is (2.42) holds true.
Therefore, ψε ≤ 0 in Bc

R3
, which implies that ũε ≤ C1w in Bc

R3
, that is ũε(x) ≤ C(1 + |x|3+sp)−1

in Bc
R3

. Consequently,

vε(x) = uε

(x
ε

)
= ũε

(x
ε
− ỹε

)
≤ C1w

(x
ε
− ỹε

)
≤ C

1 + |xε − ỹε|3+sp
=

C ε3+sp

ε3+sp+|x− ε ỹε|3+sp

≤ C ε3+sp

ε3+sp+|x− ηε|3+sp

and this ends the proof of Theorem 1.1. □

3. Multiple solutions for (Pε)

3.1. The generalized Nehari method. In this section we deal with the multiplicity of positive
solutions to (Pε). To achieve our result, we need to introduce some fundamental tools.

Le us denote by
Nε := {u ∈ Hε : ⟨I ′

ε(u), u⟩ = 0}
the Nehari manifold associated with (2.2), and define

H+
ε := {u ∈ Hε : | supp(u+) ∩ Λε| > 0} ⊂ Hε.

Let Sε be the unit sphere of Hε and set S+ε := Sε ∩ H+
ε . By the definition of S+ε and using the fact

that H+
ε is open in Hε, it follows that S+ε is a incomplete C1-manifold of codimension 1, modeled on

Hε and contained in the open H+
ε . Thus, Hε = TuS+ε ⊕ Ru for each u ∈ S+ε , where

TuS+ε :=

{
v ∈ Hε : Bu(v) +

∫
R3

V (ε x)|u|p−2uv dx = 0

}
and

Bu(v) =

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(v(x)− v(y))

|x− y|3+sp
dxdy.

The next results will be fundamental to overcome the non-differentiability of Nε and the incomplete-
ness of S+ε .

Lemma 3.1. Assume that (V1)-(V ′
2) and (f1)-(f4) hold. Then, we have the following results:

(i) For each u ∈ H+
ε , let hu : R+ → R be defined by hu(t) := Iε(tu). Then there exists a unique

tu > 0 such that h′u(t) > 0 for all t ∈ (0, tu) and h′u(t) < 0 for all t ∈ (tu,∞).
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(ii) There exists τ > 0 independent of u such that tu ≥ τ for any u ∈ S+ε . Moreover, for each
compact set K ⊂ S+ε there is a constant CK > 0 such that tu ≤ CK for any u ∈ K.

(iii) The map m̂ε : H+
ε → Nε given by m̂ε(u) = tuu is continuous and mε := m̂ε|S+ε is a homeo-

morphism between S+ε and Nε. Moreover, m−1
ε (u) = u

∥u∥ε .
(iv) If there is a sequence {un}n∈N ⊂ S+ε such that dist(un, ∂S+ε ) → 0, then ∥mε(un)∥ε → ∞ and

Iε(mε(un)) → ∞.

Proof. (i) We know that hu ∈ C1(R+,R), and by Lemma 2.3, we have that hu(0) = 0, hu(t) > 0 for
t > 0 small enough and hu(t) < 0 for t > 0 sufficiently large. Then there exists a global maximum
point tu > 0 for hu such that h′u(tu) = 0, that is tuu ∈ Nε.

Now, we aim to prove the uniqueness of a such tu. Assume by contradiction that there exist
t1 > t2 > 0 such that h′u(t1) = h′u(t2) = 0, or equivalently

tp−1
1 ∥u∥pε + bt2p−1

1 [u]2ps,p =

∫
R3

g(ε x, t1u)u dx (3.1)

tp−1
2 ∥u∥pε + bt2p−1

2 [u]2ps,p =

∫
R3

g(ε x, t2u)u dx. (3.2)

Dividing both members of (3.1) by t2p−1
1 we get

∥u∥pε
tp1

+ b[u]2ps,p =

∫
R3

g(ε x, t1u)

(t1u)2p−1
u2pdx,

and similarly, dividing both members of (3.2) by t2p−1
2 , we obtain

∥u∥pε
tp2

+ b[u]2ps,p =

∫
R3

g(ε x, t2u)

(t2u)2p−1
u2pdx.

Subtracting the above identities, and taking into account the definition of g we can see that

(
1

tp1
− 1

tp2

)
∥u∥pε =

∫
R3

[
g(ε x, t1u)

(t1u)2p−1
− g(ε x, t2u)

(t2u)2p−1

]
u2pdx

≥
∫
Λc
ε∩{t2u>a0}

[
g(ε x, t1u)

(t1u)2p−1
− g(ε x, t2u)

(t2u)2p−1

]
u2pdx

+

∫
Λc
ε∩{t2u≤a0<t1u}

[
g(ε x, t1u)

(t1u)2p−1
− g(ε x, t2u)

(t2u)2p−1

]
u2pdx

+

∫
Λc
ε∩{t1u<a0}

[
g(ε x, t1u)

(t1u)2p−1
− g(ε x, t2u)

(t2u)2p−1

]
u2pdx

≥ 1

K

(
1

tp1
− 1

tp2

)∫
Λc
ε∩{t2u>a0}

V0u
pdx

+

∫
Λc
ε∩{t2u≤a0<t1u}

[
V0
K

1

(t1u)p
− f(t2u)

(t2u)2p−1

]
u2pdx.
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Accordingly, in view of t1 > t2, we have

∥u∥pε ≤
1

K

∫
Λc
ε∩{t2u>a0}

V0u
pdx+

tp1t
p
2

tp2 − tp1

∫
Λc
ε∩{t2u≤a0<t1u}

[
V0
K

1

(t1u)p
− f(t2u)

(t2u)2p−1

]
u2pdx

=
1

K

∫
Λc
ε∩{t2u>a0}

V0u
pdx

− tp2
tp1 − tp2

∫
Λc
ε∩{t2u≤a0<t1u}

V0
K
updx+

tp1
tp1 − tp2

∫
Λc
ε∩{t2u≤a0<t1u}

f(t2u)

(t2u)p−1
updx

≤ 1

K

∫
Λc
ε

V0u
pdx ≤ 1

K
∥u∥pε.

Since u ̸= 0 and K > 1, we get a contradiction.
(ii) Let u ∈ S+ε . By (i) there exists tu > 0 such that h′u(tu) = 0, or equivalently

tp−1
u ≤ tp−1

u ∥u∥pε + bt2p−1
u [u]2ps,p =

∫
R3

g(ε x, tuu)u dx.

From (g1)-(g2) and Theorem 2.1, for all ξ > 0 we obtain

tp−1
u ≤

∫
R3

g(ε x, tuu)u dx ≤ ξtp−1
u C1 + Cξt

ν−1
u C2,

and choosing ξ sufficiently small, we can find τ > 0, independent of u, such that tu ≥ τ .
Now, let K ⊂ S+ε be a compact set, and assume by contradiction that there exists a sequence
{un}n∈N ⊂ K such that tn := tun → ∞. Therefore, there exists u ∈ K such that un → u in Hε.
From the proof of (ii) in Lemma 2.3 we get

Iε(tnun) → −∞. (3.3)

On the other hand, fixed v ∈ Nε, by ⟨I ′
ε(v), v⟩ = 0 and (g3) we can infer

Iε(v) = Iε(v)−
1

ϑ
⟨I ′

ε(v), v⟩

≥
(
ϑ− p

pϑ

)
∥v∥pε +

(
ϑ− 2p

2pϑ

)
b[v]2ps,p +

1

ϑ

∫
Λc
ε

[g(ε x, v)v − ϑG(ε x, v)] dx

≥
(
ϑ− p

pϑ

)
∥v∥pε −

(
ϑ− p

pϑ

)
1

K

∫
Λc
ε

V (ε x)vpdx

≥
(
1− 1

K

)(
ϑ− p

pϑ

)
∥v∥pε.

Taking into account that {tunun}n∈N ⊂ Nε, K > 2p > 3, ϑ > 2p, from the above inequality and
(3.3) we obtain a contradiction.
(iii) Firstly, we note that m̂ε, mε and m−1

ε are well defined. Indeed, by (i), for each u ∈ H+
ε there

exists a unique mε(u) ∈ Nε. On the other hand, if u ∈ Nε then u ∈ H+
ε . Otherwise, if u /∈ H+

ε , we
get

| supp(u+) ∩ Λε| = 0,
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which together with (g3)-(ii) yields

∥u∥pε ≤
∫
R3

g(ε x, u)u dx =

∫
Λc
ε

g(ε x, u)u dx+

∫
Λε

g(ε x, u)u dx

=

∫
Λc
ε

g(ε x, u+)u+ dx

≤ 1

K

∫
Λc
ε

V (ε x)|u|pdx ≤ 1

K
∥u∥pε (3.4)

and this leads to a contradiction because K > 1. Consequently, m−1
ε (u) = u

∥u∥ε ∈ S+ε , m−1
ε is well

defined and continuous. From u ∈ S+ε , we can see that

m−1
ε (mε(u)) = m−1

ε (tuu) =
tuu

∥tuu∥ε
=

u

∥u∥ε
= u

which implies thatmε is a bijection. Next, we prove that m̂ε is a continuous function. Let {un}n∈N ⊂
H+

ε and u ∈ H+
ε such that un → u in Hε. Since m̂(tu) = m̂(u) for all t > 0, we may assume that

∥un∥ε = ∥u∥ε = 1 for all n ∈ N. By (ii) there exists t0 > 0 such that tn := tun → t0. Since
tnun ∈ Nε, we have

tpn∥un∥pε + bt2pn [un]
2p
s,p =

∫
R3

g(ε x, tnun) tnun dx.

Letting n→ ∞ we obtain

tp0∥u∥
p
ε + bt2p0 [u]2ps,p =

∫
R3

g(ε x, t0u) t0u dx,

which implies that t0u ∈ Nε. By (i), we deduce that tu = t0, and this shows that m̂ε(un) → m̂ε(u)
in H+

ε . Therefore, m̂ε and mε are continuous functions.
(iv) Let {un}n∈N ⊂ S+ε be such that dist(un, ∂S+ε ) → 0. Observing that for each r ∈ [p, p∗s] and
n ∈ N it holds

|u+n |Lr(Λε) ≤ inf
v∈∂S+ε

|un − v|Lr(Λε)

≤ Cr inf
v∈∂S+ε

∥un − v∥ε,

by (g1), (g2), (g3)-(ii), we obtain∫
R3

G(ε x, tun) dx =

∫
Λc
ε

G(ε x, tun) dx+

∫
Λε

G(ε x, tun) dx

≤ tp

K

∫
Λc
ε

V (ε x)|un|pdx+

∫
Λε

F (tun) dx

≤ tp

K
∥un∥pε + C1t

2p

∫
Λε

(u+n )
2pdx+ C2t

ν

∫
Λε

(u+n )
νdx

≤ tp

K
+ C ′

1t
2pdist(un, ∂S+ε )2p +C′

2t
νdist(un, ∂S+ε )ν

from which

lim sup
n→∞

∫
R3

G(ε x, tun) dx ≤ tp

K
∀t > 0. (3.5)
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Taking in mind the definition of mε(un) and using (3.5), we have

lim inf
n→∞

Iε(mε(un)) ≥ lim inf
n→∞

Iε(tun)

≥ lim inf
n→∞

[
tp

p
∥un∥pε +

bt2p

2p
[un]

2p
s,p

]
− tp

K

≥
(
K − p

pK

)
tp.

This implies that for all t > 0

lim inf
n→∞

{
1

p
∥mε(un)∥pε +

b

2p
[mε(un)]

2p
s,p

}
≥ lim inf

n→∞
Iε(mε(un)) ≥

(
K − p

pK

)
tp,

and recalling that K > 2p > p, from the arbitrariness of t, we get Iε(mε(un)) = ∞ and ∥mε(un)∥ε →
∞ as n→ ∞. □

Let us define the maps
ψ̂ε : H+

ε → R and ψε : S+ε → R,
by ψ̂ε(u) := Iε(m̂ε(u)) and ψε := ψ̂ε|S+ε .
The next result is a consequence of Lemma 3.1 and Corollary 2.3 in [55].

Proposition 3.1. Assume that (V1)-(V ′
2) and (f1)-(f4) are satisfied. Then,

(a) ψ̂ε ∈ C1(H+
ε ,R) and

⟨ψ̂′
ε(u), v⟩ =

∥m̂ε(u)∥ε
∥u∥ε

⟨I ′
ε(m̂ε(u)), v⟩ ∀u ∈ H+

ε , ∀v ∈ Hε.

(b) ψε ∈ C1(S+ε ,R) and

⟨ψ′
ε(u), v⟩ = ∥mε(u)∥ε⟨I ′

ε(mε(u)), v⟩, ∀v ∈ TuS+ε .
(c) If {un}n∈N is a (PS)d sequence for ψε, then {mε(un)}n∈N is a (PS)d sequence for Iε. If

{un}n∈N ⊂ Nε is a bounded (PS)d sequence for Iε, then {m−1
ε (un)}n∈N is a (PS)d sequence

for ψε.
(d) u is a critical point of ψε if and only if mε(u) is a critical point for Iε. Moreover, the corre-

sponding critical values coincide and

inf
u∈S+ε

ψε(u) = inf
u∈Nε

Iε(u).

Remark 3.1. As in [55], we can see that the infimum of Iε over Nε has the following minimax
characterization:

cε = inf
u∈Nε

Iε(u) = inf
u∈H+

ε

max
t>0

Iε(tu) = inf
u∈S+ε

max
t>0

Iε(tu).

Now, we prove the following result:

Corollary 3.1. Let d ∈ R. Then ψε satisfies the (PS)d condition on S+ε .

Proof. Let {un}n∈N ⊂ S+ε be a (PS) sequence for ψε at the level d. Then

ψε(un) → d and ψ′
ε(un) → 0 in (TunS+ε )′.

By Proposition 3.1-(c) it follows that {mε(un)}n∈N is a (PS)d sequence for Iε in Hε. Then, by
Lemma 2.4, we can see that Iε fulfills the (PS)d condition in Hε, so there exists u ∈ S+ε such that,
up to a subsequence,

mε(un) → mε(u) in Hε.

Applying Lemma 3.1-(iii), we conclude that un → u in S+ε . □
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Now, we deal with the autonomous problem (2.15). We denote by H+
µ the open subset of Hµ

defined as
H+

µ := {u ∈ Hµ : | supp(u+)| > 0},

and S+µ := Sµ∩H+
µ , where Sµ is the unit sphere of Hµ. We note that S+µ is a incomplete C1-manifold

of codimension 1 modeled on Hµ and contained in H+
µ . Thus, Hµ = TuS+µ ⊕ Ru for each u ∈ S+µ ,

where TuS+µ :=
{
u ∈ Hµ : Bu(v) + µ

∫
R3 |u|p−2uv dx = 0

}
.

Arguing as before, we can see that the following results hold.

Lemma 3.2. Assume that (f1)-(f4) hold. Then,
(i) For each u ∈ H+

µ , let h : R+ → R be defined by hu(t) := Eµ(tu). Then there exists a unique
tu > 0 such that h′u(t) > 0 for all t ∈ (0, tu) and h′u(t) < 0 for all t ∈ (tu,∞).

(ii) There exists τ > 0 independent of u such that tu ≥ τ for any u ∈ S+µ . Moreover, for each
compact set K ⊂ S+µ there is a constant CK > 0 such that tu ≤ CK for any u ∈ K.

(iii) The map m̂µ : H+
µ → Nµ given by m̂µ(u) = tuu is continuous and mµ := m̂µ|S+µ is a homeo-

morphism between S+µ and Nµ. Moreover, m−1
µ (u) = u

∥u∥µ .
(iv) If there is a sequence {un}n∈N ⊂ S+µ such that dist(un, ∂S+µ ) → 0, then ∥mµ(un)∥µ → ∞ and

Eµ(mµ(un)) → ∞.

Let us define the maps
ψ̂µ : H+

µ → R and ψµ : S+µ → R,

by ψ̂µ(u) := Eµ(m̂0(u)) and ψµ := ψ̂µ|S+µ .

Proposition 3.2. Assume that (f1)-(f4) are satisfied. Then,
(a) ψ̂µ ∈ C1(H+

µ ,R) and

⟨ψ̂′
µ(u), v⟩ =

∥m̂µ(u)∥µ
∥u∥µ

⟨E ′
µ(m̂µ(u)), v⟩ ∀u ∈ H+

µ ,∀v ∈ Hµ.

(b) ψµ ∈ C1(S+µ ,R) and

⟨ψ′
µ(u), v⟩ = ∥mµ(u)∥µ⟨E ′

µ(mµ(u)), v⟩, ∀v ∈ TuS+µ .

(c) If {un}n∈N is a (PS)d sequence for ψµ, then {mµ(un)}n∈N is a (PS)d sequence for Eµ. If
{un}n∈N ⊂ Nµ is a bounded (PS)d sequence for Eµ, then {m−1

µ (un)}n∈N is a (PS)d sequence for
ψµ.

(d) u is a critical point of ψµ if and only if mµ(u) is a critical point for Eµ. Moreover, the corre-
sponding critical values coincide and

inf
u∈S+µ

ψµ(u) = inf
u∈Nµ

Eµ(u).

Remark 3.2. As in [55], we can see that the infimum of Eµ over Nµ has the following minimax
characterization:

dµ = inf
u∈Nµ

Eµ(u) = inf
u∈H+

µ

max
t>0

Eµ(tu) = inf
u∈S+µ

max
t>0

Eµ(tu).

Next we give a compactness result for the autonomous problem which we will use later.

Lemma 3.3. Let {un}n∈N ⊂ Nµ be a sequence such that Eµ(un) → dµ. Then, {un}n∈N has a
convergent subsequence in Hµ.
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Proof. Since {un}n∈N ⊂ Nµ and Eµ(un) → dµ, we can apply Lemma 3.2-(iii), Proposition 3.2-(d)
and the definition of dµ to infer that

vn := m−1(un) =
un

∥un∥µ
∈ S+µ ∀n ∈ N

and
ψµ(vn) = Eµ(un) → dµ = inf

v∈S+µ
ψµ(v).

Let us introduce the map F : S+µ → R ∪ {∞} defined by setting

F(u) :=

{
ψµ(u) if u ∈ S+µ ,
∞ if u ∈ ∂S+µ .

We note that
• (S+µ , δµ), where δµ(u, v) := ∥u− v∥µ, is a complete metric space;
• F ∈ C(S+µ ,R ∪ {∞}), by Lemma 3.2-(iv);
• F is bounded below, by Proposition 3.2-(d).

Hence, invoking the Ekeland variational principle [26] to F , we can find {v̂n}n∈N ⊂ S+µ such that
{v̂n}n∈N is a (PS)dµ sequence for ψµ on S+µ and ∥v̂n − vn∥µ = on(1). Then, using Proposition 3.2,
Theorem 2.2 and arguing as in the proof of Corollary 3.1, we obtain the thesis. □

Remark 3.3. By Lemma 2.6, (V1) and (V ′
2), we obtain that limε→0 cε = dV0.

3.2. The barycenter map. In this subsection, our main purpose is to apply the Ljusternik-
Schnirelmann category theory to prove a multiplicity result for (2.2). We begin by proving some
technical results.

Lemma 3.4. Let εn → 0 and {un}n∈N ⊂ Nεn be such that Iεn(un) → dV0. Then there exists
{ỹn}n∈N ⊂ R3 such that the translated sequence

ũn(x) := un(x+ ỹn)

has a subsequence which converges in HV0. Moreover, up to a subsequence, {yn}n∈N := {εn ỹn}n∈N
is such that yn → y0 ∈M .

Proof. Since ⟨I ′
εn(un), un⟩ = 0 and Iεn(un) → dV0 , it is easy to see that {un}n∈N is bounded. Let us

observe that ∥un∥εn ↛ 0 since dV0 > 0. Therefore, arguing as in Lemma 2.5, we can find a sequence
{ỹn}n∈N ⊂ R3 and constants R,α > 0 such that

lim inf
n→∞

∫
BR(ỹn)

|un|pdx ≥ α.

Set ũn(x) := un(x+ ỹn). Then, it is clear that {ũn}n∈N is bounded in HV0 , and we may assume that

ũn ⇀ ũ weakly in HV0 ,

for some ũ ̸= 0. Let {tn}n∈N ⊂ (0,+∞) be such that ṽn := tnũn ∈ NV0 (see Lemma 3.2-(i)), and
set yn := εn ỹn. Then, from un ∈ Nεn and (g2), we can see that

dV0 ≤ EV0(ṽn) ≤
a

p
[ṽn]

p
s,p +

1

p

∫
R3

V (εn x+ yn)|ṽn|p dx+
b

2p
[ṽn]

2p
s,p −

∫
R3

F (ṽn) dx

≤ atpn
p

[un]
p
s,p +

tpn
p

∫
R3

V (εn x)|un|p dx+
b

2p
[un]

2p
s,p −

∫
R3

G(εn x, tnun) dx

= Iεn(tnun) ≤ Iεn(un) = dV0 + on(1),
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which gives

EV0(ṽn) → dV0 and {ṽn}n∈N ⊂ NV0 . (3.6)

In particular, (3.6) implies that {ṽn}n∈N is bounded in HV0 , so we may assume that ṽn ⇀ ṽ.
Obviously, {tn}n∈N is bounded and we have tn → t0 ≥ 0. If t0 = 0, from the boundedness of
{ũn}n∈N, we get ∥ṽn∥V0 = tn∥ũn∥V0 → 0, that is EV0(ṽn) → 0 in contrast with the fact dV0 > 0.
Then, t0 > 0. From the uniqueness of the weak limit we have ṽ = t0ũ and ũ ̸= 0. By Lemma 3.3,
we deduce that

ṽn → ṽ in HV0 , (3.7)

which implies that ũn =
ṽn
tn

→ ṽ

t0
= ũ in HV0 , and

EV0(ṽ) = dV0 and ⟨E ′
V0
(ṽ), ṽ⟩ = 0.

Next, we show that {yn}n∈N has a subsequence such that yn → y0 ∈ M . Assume by contradiction
that {yn}n∈N is not bounded, that is there exists a subsequence, still denoted by {yn}n∈N, such that
|yn| → +∞. Take R > 0 such that Λ ⊂ BR. We may suppose that |yn| > 2R for n large enough, so,
for any x ∈ BR/ εn , we get | εn x+ yn| ≥ |yn| − | εn x| > R.
Then, we deduce that

∥ũn∥pV0
≤ ∥ũn∥pV0

+ b[ũn]
2p
s,p =

∫
R3

g(εn x+ yn, ũn)ũn dx

≤
∫
BR/ εn

f̃(ũn)ũn dx+

∫
Bc
R/ εn

f(ũn)ũn dx.

Since ũn → ũ in HV0 , from the Dominated Convergence Theorem we can see that∫
Bc
R/ εn

f(ũn)ũn dx = on(1).

Recalling that f̃(ũn)ũn ≤ V0
K |ũn|p, we get

∥ũn∥pV0
≤ 1

K

∫
BR/ εn

V0|ũn|p dx+ on(1),

which yields (
1− 1

K

)
∥ũn∥pV0

≤ on(1).

Then we obtain a contradiction thanks to ũn → ũ ̸= 0. Thus, {yn}n∈N is bounded and, up to
a subsequence, we may assume that yn → y0. If y0 /∈ Λ, then there exists r > 0 such that
yn ∈ Br/2(y0) ⊂ Λ

c for any n large enough. Reasoning as before, we get a contradiction. Hence,
y ∈ Λ. Next, we prove that V (y0) = V0. Assume by contradiction that V (y0) > V0. Taking into
account (3.7), Fatou’s Lemma and the invariance of R3 by translations, we have

dV0 = EV0(ṽ) < lim inf
n→∞

[1
p
[ṽn]

p
s,p +

1

p

∫
R3

V (εn x+ yn)|ṽn|p dx+
b

2p
[ṽn]

2p
s,p −

∫
R3

F (ṽn) dx
]

≤ lim inf
n→∞

Iεn(tnun) ≤ lim inf
n→∞

Iεn(un) = dV0

which gives a contradiction. □

Now, we aim to relate the number of positive solutions of (2.2) to the topology of the set M . For
this reason, we take δ > 0 such that

Mδ = {x ∈ R3 : dist(x,M) ≤ δ} ⊂ Λ,
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and we consider η ∈ C∞
c (R+, [0, 1]) such that η(t) = 1 if 0 ≤ t ≤ δ

2 and η(t) = 0 if t ≥ δ.
For any y ∈M , we define

Ψε,y(x) := η(| ε x− y|)w
(
ε x− y

ε

)
where w ∈ HV0 is a positive ground state solution to the autonomous problem (2.15) (whose existence
is guaranteed by Theorem 2.2). Let tε > 0 be the unique number such that

max
t≥0

Iε(tΨε,y) = Iε(tεΨε,y).

Finally, we consider Φε :M → Nε defined by setting

Φε(y) := tεΨε,y.

Lemma 3.5. The functional Φε satisfies the following limit

lim
ε→0

Iε(Φε(y)) = dV0 uniformly in y ∈M.

Proof. Assume by contradiction that there exist δ0 > 0, {yn}n∈N ⊂M and εn → 0 such that

|Iεn(Φεn(yn))− dV0 | ≥ δ0. (3.8)

Let us observe that, by using the change of variable z =
εn x− yn

εn
, if z ∈ B δ

εn

, it follows that

εn z ∈ Bδ and then εn z + yn ∈ Bδ(yn) ⊂Mδ ⊂ Λ.
Then, recalling that G = F in Λ and η(t) = 0 for t ≥ δ, we have

Iεn(Φεn(yn)) =
tpεn
p
∥Ψεn,yn∥pεn + b

t2pεn
2p

[Ψεn,yn ]
2p
s,p −

∫
R3

G(εn x, tεnΨεn,yn) dx

=
tpεn
p

(
[η(| εn z|)w]ps,p +

∫
R3

V (εn z + yn)(η(| εn z|)w(z))p dz
)

+ b
t2pεn
2p

[η(| εn z|)w]2ps,p −
∫
R3

F (tεnη(| εn z|)w(z)) dz. (3.9)

Now, we verify that the sequence {tεn}n∈N satisfies tεn → 1 as εn → 0. By the definition of tεn , it
follows that ⟨I ′

εn(Φεn(yn)),Φεn(yn)⟩ = 0, which gives

1

tpεn
∥Ψεn,yn∥pεn + b[Ψεn,yn ]

2p
s,p =

∫
R3

[ f(tεnη(| εn z|)w(z))
(tεnη(| εn z|)w(z))2p−1

]
(η(| εn z|)w(z))2p dz, (3.10)

where we used the fact that g = f on Λ. Since η = 1 in B δ
2
⊂ B δ

εn

for all n large enough, from (3.10)
it follows that

1

tpεn
∥Ψεn,yn∥pεn + b[Ψεn,yn ]

2p
s,p ≥

∫
B δ

2

[ f(tεnw(z))

(tεnw(z))
2p−1

]
|w(z)|2p dz.

Since w is continuous, we can find a vector ẑ ∈ R3 such that

w(ẑ) = min
z∈B̄ δ

2

w(z) > 0.

Then, by (f4), we deduce that
1

tpεn
∥Ψεn,yn∥pεn + b[Ψεn,yn ]

2p
s,p ≥

[ f(tεnw(ẑ))

(tεnw(ẑ))
2p−1

]
|w(ẑ)|2p|B δ

2
|. (3.11)

Now, assume by contradiction that tεn → ∞. Let us observe that Lemma 2.2 yields

∥Ψεn,yn∥εn → ∥w∥V0 ∈ (0,∞). (3.12)



32 V. AMBROSIO, T. ISERNIA, AND V.D. RĂDULESCU

From tεn → ∞ and (3.12), it follows that
1

tpεn
∥Ψεn,yn∥pεn + b[Ψεn,yn ]

2p
s,p → b[w]2ps,p. (3.13)

On the other hand, by (f3), we have

lim
n→∞

f(tεnw(ẑ))

(tεnw(ẑ))
2p−1

= ∞. (3.14)

Putting together (3.11), (3.13) and (3.14) we get a contradiction. Therefore, {tεn}n∈N is bounded
and, up to a subsequence, we may assume that tεn → t0 for some t0 ≥ 0. Indeed, from (3.10), (3.12),
(f1)-(f2) we can see that t0 > 0. Hence, letting n → ∞ in (3.10), we deduce from (3.12) and the
Dominated Convergence Theorem that

1

tp0
∥w∥pV0

+ b[w]2ps,p =

∫
R3

f(t0w)

(t0w)2p−1
w2p dx. (3.15)

Since w ∈ NV0 , we can see that

∥w∥pV0
+ b[w]2ps,p =

∫
R3

f(w)w dx. (3.16)

In the light of (3.15), (3.16) and (f4), we deduce that t0 = 1. Accordingly, taking the limit as n→ ∞
in (3.9), we obtain

lim
n→∞

Iεn(Φεn,yn) = EV0(w) = dV0 ,

which contradicts (3.8). □

At this point, we are in the position to define the barycenter map. For any δ > 0 given by Lemma
3.5, we take ρ = ρ(δ) > 0 such that Mδ ⊂ Bρ, and we consider Υ : R3 → R3 given by

Υ (x) :=

{
x if |x| < ρ
ρx
|x| if |x| ≥ ρ.

We define the barycenter map βε : Nε → R3 as follows

βε(u) :=

∫
R3

Υ (ε x)|u(x)|p dx∫
R3

|u(x)|p dx
.

Arguing as in Lemma 3.14 in [10] we can prove the following result:

Lemma 3.6. The function βε satisfies the following limit

lim
ε→0

βε(Φε(y)) = y uniformly in y ∈M.

Now, we introduce the following subset of Nε:

Ñε := {u ∈ Nε : Iε(u) ≤ dV0 + h1(ε)} ,

where h1(ε) := supy∈M |Iε(Φε(y))− dV0 | → 0 as ε→ 0 by Lemma 3.5. By the definition of h1(ε), it
follows that, for all y ∈M and ε > 0, Φε(y) ∈ Ñε and Ñε ̸= ∅. Moreover, as in Lemma 3.15 in [10],
we can see that the following lemma holds true.

Lemma 3.7. For any δ > 0 there holds

lim
ε→0

sup
u∈Ñε

dist(βε(u),Mδ) = 0.
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Before proving our multiplicity result for the modified problem (2.2), we recall the following useful
abstract result whose proof can be found in [12].

Lemma 3.8. Let I, I1 and I2 be closed sets with I1 ⊂ I2, and let π : I → I2 and ψ : I1 → I be
two continuous maps such that π ◦ψ is homotopically equivalent to the embedding j : I1 → I2. Then
catI(I) ≥ catI2(I1).

Theorem 3.1. Assume that (V1)-(V ′
2) and (f1)-(f4) hold. Then, given δ > 0 there exists ε̄δ > 0

such that, for any ε ∈ (0, ε̄δ), problem (2.2) has at least catMδ
(M) positive solutions.

Proof. For any ε > 0, we consider the map αε :M → S+ε defined as αε(y) = m−1
ε (Φε(y)).

By Lemma 3.5, we can see that

lim
ε→0

ψε(αε(y)) = lim
ε→0

Iε(Φε(y)) = dV0 uniformly in y ∈M. (3.17)

Set
S̃+
ε := {w ∈ S+ε : ψε(w) ≤ dV0 + h1(ε)},

where h1(ε) := supy∈M |ψε(αε(y))− dV0 | → 0 as ε → 0 by (3.17). Since ψε(αε(y)) ∈ S̃+
ε we deduce

that S̃+
ε ̸= ∅ for all ε > 0. From Lemma 3.5, Lemma 3.1-(iii), Lemma 3.7 and Lemma 3.6, we can

find ε̄ = ε̄δ > 0 such that the following diagram is well defined for any ε ∈ (0, ε̄).

M
Φε→ Φε(M)

m−1
ε→ αε(M)

mε→ Φε(M)
βε→Mδ.

In view of Lemma 3.6, and decreasing ε̄ if necessary, we can see that βε(Φε(y)) = y + θ(ε, y) for all
y ∈ M , for some function θ(ε, y) such that |θ(ε, y)| < δ

2 uniformly in y ∈ M and for all ε ∈ (0, ε̄).
Then, we can see that H(t, y) := y + (1 − t)θ(ε, y) with (t, y) ∈ [0, 1] ×M , is a homotopy between
βε ◦Φε = (βε ◦mε)◦(m−1

ε ◦Φε) and the inclusion map id :M →Mδ. This fact together with Lemma
3.8 implies that

catαε(M)αε(M) ≥ catMδ
(M). (3.18)

Therefore, by Corollary 3.1 and Corollary 28 in [55], with c = cε ≤ dV0 +h1(ε) = d and K = αε(M),
we can see that Ψε has at least catαε(M)αε(M) critical points on S̃+

ε . Taking into account Proposition
3.1-(d) and (3.18), we can infer that Iε admits at least catMδ

(M) critical points in Ñε. □

Now, we are able to give the proof of our second main result of this work.

Proof of Theorem 1.2. Take δ > 0 such that Mδ ⊂ Λ. We begin by proving that there exists ε̃δ > 0

such that for any ε ∈ (0, ε̃δ) and any solution uε ∈ Ñε of (2.2), it holds

|uε|L∞(Λc
ε)
< a0. (3.19)

Suppose by contradiction that for some subsequence {εn}n∈N such that εn → 0, we can find uεn ∈
Ñεn such that I ′

εn(uεn) = 0 and
|uεn |L∞(Λc

εn
) ≥ a0. (3.20)

Since Iεn(uεn) ≤ dV0 + h1(εn) and h1(εn) → 0, we can proceed as in the first part of the proof of
Lemma 3.4, to deduce that Iεn(uεn) → dV0 . Then, by Lemma 3.4, we can find {ỹn}n∈N ⊂ R3 such
that ũn = uεn(·+ ỹn) → ũ in W s,p(R3) and εn ỹn → y0 ∈M .
Now, if we choose r > 0 such that Br(y0) ⊂ B2r(y0) ⊂ Λ, we can see that B r

εn
( y0εn ) ⊂ Λεn . In

particular, for any y ∈ B r
εn
(ỹn) it holds∣∣∣∣y − y0

εn

∣∣∣∣ ≤ |y − ỹn|+
∣∣∣∣ỹn − y0

εn

∣∣∣∣ < 1

εn
(r + on(1)) <

2r

εn
for n sufficiently large.
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Therefore, for any n big enough we have Λc
εn ⊂ Bc

r
εn

(ỹn). On the other hand, using (2.29), we know
that

ũn(x) → 0 as |x| → ∞
uniformly in n ∈ N. Hence, there exists R > 0 such that

ũn(x) < a0 for all |x| ≥ R,n ∈ N.
Consequently, uεn(x) < a0 for any x ∈ Bc

R(ỹn) and n ∈ N.
Since there exists ν ∈ N such that for any n ≥ ν it holds

Λc
εn ⊂ Bc

r
εn
(ỹn) ⊂ Bc

R(ỹn),

we deduce that uεn(x) < a0 for any x ∈ Λc
εn and n ≥ ν, which is in contrast with (3.20).

Let ε̄δ > 0 given by Theorem 3.1 and we fix ε ∈ (0, εδ), where εδ := min{ε̃δ, ε̄δ}. In view of
Theorem 3.1, we know that the problem (2.2) admits at least catMδ

(M) nontrivial solutions. Let us
denote by uε one of these solutions. Since uε ∈ Ñε satisfies (3.19), by the definition of g it follows
that uε is a solution of (P̂ε). Then û(x) := u(x/ ε) is a solution to (Pε), and we can conclude that
(Pε) has at least catMδ

(M) solutions.
Finally, we study the behavior of the maximum points of solutions to the problem (P̂ε). Take
εn → 0+ and consider a sequence {un}n∈N ⊂ Hεn of solutions to (P̂ε). Let us observe that (g1)
implies that we can find γ > 0 such that

g(ε x, t)t ≤ V0
K
tp for any x ∈ R3, t ≤ γ. (3.21)

Arguing as before, we can find R > 0 such that

|un|L∞(Bc
R(ỹn)) < γ. (3.22)

Moreover, up to extract a subsequence, we may assume that

|un|L∞(BR(ỹn)) ≥ γ. (3.23)

Indeed, if (3.23) does not hold, in view of (3.22) we can see that |un|∞ < γ. Then, thanks to
⟨I ′

εn(un), un⟩ = 0 and (3.21), we get

∥un∥pεn ≤
∫
R3

g(εn x, un)un dx ≤ V0
K

∫
R3

|un|p dx

which yields ∥un∥εn = 0, and this is an absurd. Accordingly, (3.23) holds true.
Taking into account (3.22) and (3.23) we can deduce that the maximum points pn ∈ R3 of un

belong to BR(ỹn). Therefore, pn = ỹn + qn for some qn ∈ BR. Hence, ηn := εn ỹn + εn qn is the
maximum point of ûn(x) = un(x/ εn). Since |qn| < R for any n ∈ N and εn ỹn → y0 ∈ M (in view
of Lemma 3.4), by the continuity of V we can infer that

lim
n→∞

V (ηεn) = V (y0) = V0,

which ends the proof of theorem. □

4. Critical and supercritical fractional Kirchhoff problems

This section is devoted to the existence of positive solutions to{ (
εsp a+ ε2sp−3 b [u]ps,p

)
(−∆)spu+ V (x)up−1 = uq−1 + γur−1 in R3,

u ∈W s,p(R3), u > 0 in R3.

After rescaling, we study the following Kirchhoff problem{
(a+ b [u]ps,p) (−∆)spu+ V (ε x)up−1 = uq−1 + γur−1 in R3,
u ∈W s,p(R3), u > 0 in R3,

(4.1)
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where γ > 0 and the powers q and r are such that 2p < q < p∗s ≤ r. In what follows, we truncate
the nonlinearity ϕ(u) := uq−1 + γur−1 in a suitable way.

Let K > 0 be a real number, whose value will be fixed later, and we set

ϕγ(t) :=


0 if t < 0,

tq−1 + γtr−1 if 0 ≤ t < K,

(1 + γKr−q)tq−1 if t ≥ K.

Let us note that ϕγ satisfies the following properties:

(ϕ1) lim
t→0

ϕγ(t)

t2p−1
= 0;

(ϕ2) lim
t→∞

ϕγ(t)

tν−1
= 0 for some ν ∈ (q, p∗s);

(ϕ3) 0 < qΦγ(t) ≤ tϕγ(t) for all t > 0, where Φγ(t) =
∫ t
0 ϕγ(τ) dτ ;

(ϕ4) t 7→
ϕγ(t)

t2p−1
is increasing in (0,∞).

Moreover

ϕγ(t) ≤ (1 + γKr−q)tq−1 for all t ≥ 0. (4.2)

Therefore, we consider the following truncated problem{
(a+ b [u]ps,p) (−∆)spu+ V (ε x)up−1 = ϕγ(u) in R3,
u ∈W s,p(R3), u > 0 in R3.

(4.3)

It is easy to see that weak solutions of (4.3) are critical points of the energy functional Iε,γ : Hε → R
defined by

Iε,γ(u) =
1

p
∥u∥pε +

b

2p
[u]2ps,p −

∫
R3

Φγ(u) dx.

We also consider the autonomous functional

EV0,γ(u) =
1

p
∥u∥pV0

+
b

2p
[u]2ps,p −

∫
R3

Φγ(u) dx.

Using Theorem 1.1, we know that for any γ ≥ 0 there exists ε̄(γ) > 0 such that, for any ε ∈ (0, ε̄(γ)),
problem (4.3) admits a positive solution uε,γ . Now, we prove that it is possible to estimate the Hε-
norm of these solutions uniformly with respect to γ. More precisely:

Lemma 4.1. There exists C̄ > 0 such that ∥uε,γ∥ε ≤ C̄ for any ε > 0 sufficiently small and
uniformly in γ.

Proof. A simple inspection of the proof of Theorem 1.1 shows that any solution uε,γ of (4.3) satisfies
the following inequality

Iε,γ(uε,γ) ≤ dV0,γ + hγ(ε),

where dV0,γ is the mountain pass level related to the functional EV0,γ , and hγ(ε) → 0 as ε → 0.
Then, decreasing ε̄(γ) if necessary, we may suppose that

Iε,γ(uε,γ) ≤ dV0,γ + 1 for any ε ∈ (0, ε̄(γ)). (4.4)

Using the fact that dV0,γ ≤ dV0,0 for any γ ≥ 0, we deduce that

Iε,γ(uε,γ) ≤ dV0,0 + 1 for any ε ∈ (0, ε̄(γ)). (4.5)
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From (ϕ3) and q > 2p we infer that

Iε,γ(uε,γ) = Iε,γ(uε,γ)−
1

q
⟨I ′

ε,γ(uε,γ), uε,γ⟩

=

(
1

p
− 1

q

)
∥uε,γ∥pε +

(
1

2p
− 1

q

)
[uε,γ ]

2p
s,p +

∫
R3

1

q
ϕγ(uε,γ)uε,γ − Φγ(uε,γ) dx

≥
(
1

p
− 1

q

)
∥uε,γ∥pε. (4.6)

Putting together (4.5) and (4.6), we have

∥uε,γ∥ε ≤
[(

p q

q − p

)
(dV0,0 + 1)

] 1
p

for any ε ∈ (0, ε̄(γ)).

□

Now, our claim is to prove that uε,γ is a solution of the original problem (4.1). To do this, we will
show that we can find K0 > 0 such that for any K ≥ K0, there exists γ0 = γ0(K) > 0 such that

|uε,γ |∞ ≤ K for all γ ∈ [0, γ0]. (4.7)

In order to achieve our purpose, we make use of a variant of the Moser iteration technique [45]. For
simplicity, we set u := uε,γ . For any L > 0, we define uL := min{u, L} ≥ 0, and wL = uuσ−1

L , where
σ > 1 will be chosen later. Taking up(σ−1)

L u in (4.3), we can see that

a

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(u(x)u
p(σ−1)
L (x)− u(y)u

p(σ−1)
L (y))

|x− y|3+sp
dxdy

+ b[u]ps,p

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(u(x)u
p(σ−1)
L (x)− u(y)u

p(σ−1)
L (y))

|x− y|3+sp
dxdy

=

∫
R3

ϕγ(u)u
p(σ−1)
L u dx−

∫
R3

V (ε x)|u|pup(σ−1)
L dx

(4.8)

Using (2.30) and (2.31) with ũn and ũL,n replaced by u and uL respectively, we can note that

a
C−1
∗
σp

|wL|pp∗s ≤ a[L(u)]ps,p ≤ a

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(u(x)u
p(σ−1)
L (x)− u(y)u

p(σ−1)
L (y))

|x− y|3+sp
dxdy

+ b[u]ps,p

∫∫
R6

|u(x)− u(y)|p−2(u(x)− u(y))(u(x)u
p(σ−1)
L (x)− u(y)u

p(σ−1)
L (y))

|x− y|3+sp
dxdy.

(4.9)

On the other hand, by (4.2) and (V1) we can see that∫
R3

ϕγ(u)u
p(σ−1)
L u dx−

∫
R3

V (ε x)|u|pup(σ−1)
L dx ≤ (1 + γKr−q)

∫
R3

uqu
p(σ−1)
L dx. (4.10)

Putting together (4.8), (4.9) and (4.10) we get

|wL|pp∗s ≤ σp

a
C∗(1 + γKr−q)

∫
R3

uqu
p(σ−1)
L dx. (4.11)

Now, by Hölder’s inequality, we have∫
R3

uqu
p(σ−1)
L dx ≤ |u|q−p

p∗s
|wL|p pp∗s

p∗s−(q−p)
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which together with (4.11) yields

|wL|pp∗s ≤ σp

a
C∗(1 + γKr−q)|u|q−p

p∗s
|wL|p pp∗s

p∗s−(q−p)

. (4.12)

Set
Cγ,K :=

C∗
a
(1 + γKr−q) and α∗ := α∗(s, p, q) =

pp∗s
p∗s − (q − p)

so that (4.12) becomes

|wL|pp∗s ≤ σpCγ,K |u|q−p
p∗s

|wL|pα∗ . (4.13)

On the other hand, by Theorem 2.1 and Lemma 4.1 we know that

|u|pp∗s ≤ C∗∥u∥pε ≤ C∗C̄
p

which together with (4.13) gives

|wL|pp∗s ≤ σpCγ,KM1|wL|pα∗ (4.14)

where M1 := (C∗C̄
p)

q−p
p . Now, we observe that if uσ ∈ Lα∗

(R3), by the definition of wL, uL ≤ u,
and (4.14), it follows that

|wL|pp∗s ≤ σpCγ,KM1|u|pσσα∗ <∞. (4.15)

Passing to the limit as L→ +∞ in (4.15) and using Fatou’s Lemma we have

|u|p∗sσ ≤ (Cγ,KM1)
1
pσ σ

1
σ |u|σα∗ (4.16)

whenever uσα∗ ∈ L1(R3).
Now, we set σ := p∗s

α∗ > 1, and we observe that, being u ∈ Lp∗s (R3), the above inequality holds for
this choice of σ. Then, using the fact that σ2α∗ = p∗sσ, it follows that (4.16) holds with σ replaced
by σ2. Therefore, we can see that

|u|p∗sσ2 ≤ (Cγ,KM1)
1

pσ2 σ
2
σ2 |u|σ2α∗ ≤ (Cγ,KM1)

1
p
( 1
σ
+ 1

σ2 )σ
1
σ
+ 2

σ2 |u|σα∗ .

Iterating this process and recalling that σα∗ := p∗s, we can infer that for every m ∈ N

|u|p∗sσm ≤ (Cγ,KM1)
∑m

j=1
1

pσj σ
∑m

j=1 jσ
−j

|u|p∗s . (4.17)

Taking the limit in (4.17) as m→ +∞ and using Lemma 4.1, we get

|u|∞ ≤ (Cγ,KM1)
δ1σδ2M2 (4.18)

where M2 := C
1
p
∗ C̄ and

δ1 :=
1

p

∞∑
j=1

1

σj
<∞ and δ2 :=

∞∑
j=1

j

σj
<∞.

Next, we will find some suitable values of K and γ such that the following inequality holds

(Cγ,KM1)
δ1σδ2M2 ≤ K,

or equivalently

1 + γKr−q ≤ (KM−1
1 )

1
δ1

(
C∗M1

a

)−1

σ
− δ2

δ1 .

Take K > 0 such that

(KM−1
1 )

1
δ1

(
C∗M1

a

)−1

σ
− δ2

δ1 − 1 > 0,
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and fix γ0 > 0 such that

γ ≤ γ0 ≤

[
(KM−1

1 )
1
δ1

(
C∗M1

a

)−1

σ
− δ2

δ1 − 1

]
1

Kr−q
.

Therefore, thanks to (4.18), we can infer that

|u|∞ ≤ K for all γ ∈ [0, γ0],

that is u = uε,γ is a solution of (4.1). This ends the proof of Theorem 1.3.

Remark 4.1. We point out that, by assuming q > 2p (since we aim to use Theorem 1.1), the
combined effect of concave-convex type growth 1 < q < 2p, r ≥ p∗s has been excluded. Anyway, when
ε = 1, s ∈ (0, 1) and p ∈ (1,∞) are such that sp < 3, the potential V is constant, and p < q < p∗s ≤ r,
we suspect that it is possible to obtain an existence result to (4.1) with b > 0 sufficiently small. Indeed,
one can truncate the nonlinearity ϕ(u) as before, and taking into account Remark 2.1, we can deduce
an existence result for (4.3) provided that b > 0 is small enough. Combining this fact with a Moser
iteration argument, the desired existence result for (4.1) follows.
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