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Abstract 
 
 

This project wants to build up a model which is able to predict mechanical 

properties achieved depending on parameters governing the inline 

thermal treatment developed by Siemens Metals Technologies between 

multiple rolling stages.  

Such technologies consists in a specific treatment of quenching and 

tempering processes, like the Rail Head Hardening System that is actually 

the new evolutional technology to increase the performances in terms of 

safety and wear of the high speed train railways. 

In order to guarantee a model which could be considered as more flexible 

as possible, the results want to be exploitable even in case of necessity to 

model other thermal processes.  

The model will be developed in order to achieve the exact simulation for 

thermal treatment proposed by Siemens Metals Technologies, but it will 

be simply adjustable in order to allow predictions even in case of other 

thermal processes. 

The approach which is going to be followed is the result of the 

compromise among the trial to develop a model on the state of the art, the 

in-field results offered by Siemens Metals Technologies and the 

experimental validation executable into the laboratories. 
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Chapter 1 

 
1. Introduction 
 
1.1 Preface 
 

During the last 50 years, economic and technical demands have forced the 

steel industry to develop innovative processes to supply the 

transportation, energy and construction market with high strength, high 

toughness and cost-effective steels. While high strength can be easily 

achieved through the addition of solute strengthening or precipitation 

hardening elements, toughness cannot be significantly improved by alloy 

additions, but can be only achieved through the control of the final 

microstructure.  

In particular in the present demanding SBQ and rail market, producers 

ask for high quality materials and high productivity at the lowest possible 

transformation costs. The plant suppliers’ challenge is to provide quality 

bars and rail producers with the most advanced and flexible technology 

available in order to match the market requirements and to move to an 

evolution of the product.  

Since 1950, it was known that the refinement of microstructure improves 

both resistance to brittle fracture and strength of materials. Therefore 

research and development activities were focused on understanding how 

steels respond to hot processing and in-line cooling conditions and how 

that response can be altered by alloying, because the final microstructure 

after the phase transformation depends on the microstructure and 

composition of austenite just before the phase transformation and the 

evolution on the final metallurgical phases. 

This has led to advances in both process and product metallurgy: the 

joint development of thermomechanical processes (TMP) and 

microalloyed steels (MA steels). While the aim of thermomechanical 

processing is the refinement of the austenitic grain size, the addition of 

microalloyed elements permits to better control the evolution of 

microstructure during processing.  

In conventional hot rolling (CHR) both roughing and finishing pass are 

given to the material at the highest possible temperature in order to 

optimize productivity without taking into account the as-rolled 

mechanical properties and delegating the final balance between strength 

and toughness to subsequent heat treatments. 

On the other hand TMPs can achieve a fine austenitic grain size either 

by lowering the temperature in roughing and finishing passes, 
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producing highly deformed austenite as in conventional controlled 

rolling (CCR), or by controlling the evolution of microstructure, 

producing a fine fully recrystallized austenite as in recrystallization 

controlled rolling (RCR). 

From an industrial point of view the main drawback of CCR is that it 

is not always applicable to rolling schedules because the power needed 

by mills to deform the materials raises as the temperature is lowered. 

The temperature involved in RCR, instead, can be sufficiently high to 

avoid excessive loads. RCR, therefore, can be a profitable way to 

balance processing needs with final product requirements. 

However, in order to design a RCR rolling schedule it is necessary to 

have detailed models describing the recrystallization kinetics and 

evolution of the size of recrystallized and unrecrystallized austenite 

grains of steels during and between each deformation pass. Moreover, 

to be industrially effective, these models have to be coupled with Finite 

Element Modelling (FEM) that is widely used to calculate power, forces 

etc. needed by rolling mill and in tools design.  

Microstructural models deeply changed in the last 25 years, evolving 

from empirical models to more physically based ones. However the 

growth of models complexity has been accompanied by a reduction of 

their applicability, since there is a lack of highly reliable data for the 

physical variables that are used in the calculations. Moreover physi-

cally based models are not industrially used because, when coupled to 

FEM, the computational time become excessive. 

Up to now, from and industrial point of view, only empirical models 

have proved to give satisfactory results, but these rely on a huge 

quantity of parameters that have to be calibrated by ad-hoc laboratory 

tests. Especially production of high quality bars and rails requires an 

accurate alloys design, rolling processes and thermal treatment strategies.  

Therefore, the aim of this research is to develop an innovative in-line 

hardening flexible system applied for rails, named idRHa+®, able to 

enhance the mechanical properties desired and consequently increase 

service life up to three times compared to non-treated rails. 

The work and the thesis have been organized as follows:  

 Chapter 2 retraces the motivations of this research work birth, 

starting from the geopolitical analysis of the industrial rail 

market, passing through the technical aspects and the 

production technologies in use, until it comes to its economic 

analysis. 

 Chapter 3 is oriented to the description of the process 

technology. 

 Chapter 4 is devoted to a literary review about the 

thermomechanical and metallurgical processes controlling the 
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steel microstructural evolution, the mechanical properties and 

their characterization methodologies used in this work. 

 Chapter 5 is focused on the describing of the process control 

system developed. 

 Chapter 6 presents the results obtained by the system through a 

pilot plant.  

 In the end, Chapter 7 provides the general conclusions of this 

research activity. 
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Chapter 2 

 
2. Business Analysis 
 
2.1 Introduction 

 

Transport is crucial for economic growth and poverty reduction. Almost 

nothing can be produced or consumed unless people, raw materials, 

commodities, fuel, and finished products can be moved to and from 

different locations. In many countries, railways are an important part of 

the transport network. With growing environmental concerns, and 

increasing congestion from personal vehicles, today many governments 

and organizations, see railways as a critical element of greener 

transportation and development. 

 

Railways have a huge potential to contribute to developing country green 

growth agendas. There are several reasons for this: 

 Railways are clean: Within the transport sector, rail accounts for 

2% of CO2 emissions and rail is 3 to 10 times less 

GHG(greenhouse gas) intensive than other modes of transport. 

 Railways are efficient: In some market segments (e.g. bulk freight 

over 800km, or passengers for up to four-hour trips) railways are 

the most efficient mode of transportation. 

 Railways integrate easily with other modes of transport: Many 

cities have integrated public transport ticketing systems; rail 

stations are hubs for interchange with other modes - bus, taxi, 

car, cycle, and pedestrian; new advances in containers allow for 

more integrated freight transport with shipping and air transport. 

 Railways continue to innovate: Today’s electric rail transport is 

free of direct local air pollution while innovative thinking in 

public-private partnerships is transforming many railways into 

modern, efficient, and revenue-generating enterprises. 

 Railways take less space: Railway infrastructure occupies 2-3 

times less land per passenger or freight unit than other modes of 

transport. 

 Railways are safe: Although railways are not free of accidents, 

disproportionately more people die on world roads every year. 
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2.2 Rail Market 
 

The production of rails in the world has reached a stable volume over 12 

million tons/p.a., sustained by demographic, economic/political and 

technological drivers. The production plants overall capacity is quickly 

expected to approach the 15 million tons/p.a. and there are strong 

indications for a further push of growth towards 20 million/p.a. tons by 

the next decade.   A network density close or higher than 0,05 km/km² is 

currently installed only in some limited areas of the world (fig.2.1), but  

represents a possible medium-term target for many other areas in most 

of the continents. 

 

 

Figure 2.1 Rail Network density 

 

Beside such network extension, there is then an arising tendency for the 

installation of higher quality tracks, mainly linked to the developments of 

high-speed or/and heavy-haul transport lines.    

As known, the technical and the quality requirements of the rails are 

indicated in the relevant country or clusters Standards; the quick impulse 

of development of the rail technical qualities and performances, has 

therefore determined a parallel need of updating for many Standards.  

A clear example of this trend of updating of the International Standards, 

are the new European EN 13674-1:2011-04, the American ASTM A1-

2010, the Russian GOST 51685-2011 (part of overall Technical 

Specification TU 0921 231 01124323-2007), the Indian IRS T12-2009 

and the Chinese TB/T 2344-2012.  

It can be noted that all Standards of the countries where the rails 

production poles are (figure 2.2) have been updated during the last 3-4 

years, a clear indication of the dynamism of the strong technological 

evolution. In some cases (i.e. GOST ДT350-HH rail grade for extreme 

low-temperature applications), the Standards specify demanding features 
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even higher than those industrially obtainable with the current 

production technologies and requiring processes still in consolidation or 

even in study.  

 

 

Figure 2.2 Rail production map and network worldwide 

 

Figure 2.3 represents graphically some typical rail technical 

requirements: the green bubbles are for standard not-alloyed/ not 

treated low strength pearlitic rails (about 80÷85% of the overall market) 

and the yellow bubbles for hard rails (10÷15% of the market, trend to 

increase), both alloyed and thermal treated. The red bubbles are instead 

relevant to some new-generation of rail grades which are currently in a 

study or prototyping phase. 

 

 

Figure 2.3 Rail steels (present and future market) 
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It has to be highlighted that the requirements are quite distant and 

scattered in the graph, depending on the application and of the life-cycle, 

The figure 2.4 lists the major process technologies nowadays available to 

produce rails; the capability for a rail plant to produce efficiently a wide 

range of grades-sizes-lengths with quick automatic setup operations, self-

adaptability of use governed by an intelligent process control system  and 

at sustainable cost, is becoming more and more a must to be flexible and 

reactive in the world market scenario. 

 

 

Figure 2.4 Major process production rails technologies available 

 

This fast progression of the technical and economical requirements of the 

rails, challenges the capabilities of the Plant-makers to evolve their 

portfolio of solutions with incremental innovations..  

The most modern solutions applicable in a rolling mill for rails can drive 

to a significant containment of the operational cost (i.e.-20÷30%) while 

producing products of superior quality (i.e. narrow size tolerances, 

consistency and uniformity of technical and metallurgical features) with 

higher added value; considering for instance the production of in-line 

thermal treated hardened rail, the price paid by market is, depending on 

countries,  8 to 20% higher than that of a standard untreated rail and 

with an estimated saving in production cost by at least 10%.  

 

2.2.1 Problems and Improvements 

 
Nowadays, the rapid rise in weight and speed of trains, has inevitably 

enhanced the rails wear rate, in terms of loss of material due to the 

abrasion between wheel and rail, and therefore an increasing of hardness 

has been required in order to reduce wear. With the increase of hardness 
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also the resistance to cracks damage and failure, therefore the 

susceptibility to rolling contact fatigue (RCF), has been improved.  

RCF is, by definition, damage of components that arises because of 

repeated loading associated with rolling contacts. A percentage of these 

cycles, under conditions of high friction and high contact stress, deforms 

the wheel and rail metal in the direction of the applied stress. The 

accumulating increments of deformation “ratchet” the surface layer. 

Although the effective strength of the material is increasing progressively 

because of strain hardening, it cannot strain indefinitely. 

 

 

Figure 2.5(a) Kinematic Hardening, (b) Ratcheting in Rail Steels Associated with 

Contact Fatigue and (c) crack propagations. 

 

Figure 1.6 shows an exemplification diagram of the necessity for a new 
apparatus able to improve rail steels mechanical properties. 

 

Figure 1.6 Reasons for the search of new materials for rails 

 

Conventional rail steels primarily contain nearly eutectoid pearlitic 

microstructure. Pearlite is an important feature of the microstructure 

a b c
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because it possesses good wear resistance, hence, making carbon an 

essential alloying element in rail steels. However, it is not only the 

amount of pearlite that is important but also its morphology, which 

means the shape and the distance between the cementite lamellae. The 

finer the structure of pearlite, the higher is its strength whilst still 

retaining reasonable toughness. Therefore the development of pearlitic 

rail steels has been focused on the refinement of pearlite. 

The strength of rail steels increases with a pearlite structure refinement 

whilst still retaining sufficient toughness. Therefore, the development of 

pearlitic rail steels has been focused on the refinement of pearlite. Two 

types of manufacturing processes have been applied to produce high 

strength pearlitic rail steels with fine lamellar spacing. One is to make the 

as-rolled high strength alloy steel rails whose hardenability is increased 

by the addition of alloying elements. The other one is to make a eutectoid 

carbon steel rail whose head is hardened by off-line or in-line heat 

treatment. The wear resistance of above-mentioned fine pearlitic rail 

steels has proved to be sufficient in practical use. However, with the 

extension of the rail life, rail surface damage by rolling contact fatigue 

came out as new challenge. In order to solve this new problem, the 

applicability of some bainitic steels was studied from literature results. 

The bainitic rail steels have high tensile strength and large elongation. 

Both fracture toughness and absorbed energy are much higher than those 

of head-hardened pearlitic rails. The wear resistance is nearly the same as 

in head-hardened pearlitic rails. Very long life span before shelling was 

also observed. The developed bainitic rails are expected to exhibit 

excellent performance in heavy haul railroads. 

Pearlite comprises a mixture of relatively soft ferrite and a hard, brittle 

iron carbide called cementite, taking the form of roughly parallel plates. It 

achieves a good resistance to wear because of the hard carbide and some 

degree of toughness as a result of the ferrite's ability to flow in an 

elastic/plastic manner. Figure 2.7 (a) shows the microstructure of a 

pearlitic rail steel. The cementite is white and the ferrite is black. The 

interlamellar spacing is about 0.3 microns.  

Correct choice of alloys and a correct cooling rate can produce a bainitic 

structure. This structure, like pearlite, normally contains ferrite and 

carbide, but in this case the ferrite is semi-coherent with the high 

temperature austenite phase from which it was formed. Alloying 

additions are made to prevent the formation of carbides, resulting in very 

fine interlath films of austenite which are retained between the ferrite 

plates. The structure is composed largely of low carbon carbide free 

bainite with some retained austenite. Figure 2.7 (b) shows the 

microstructure of a bainitic rail steel.  The resulting bainitic rail steel has 

a high tensile strength of about 1400 MPa, and a large elongation. Both 

fracture toughness and absorbed energy by Charpy impact test are twice 

as high as those of head-hardened pearlitic rails. Wear resistance is nearly 
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the same than high strength pearlitic rails. Very long life span before 

shelling was also observed, about twice as long as that of high strength 

pearlitic rails. 

 

Figure 2.7 Microstructures of (a) pearlitic and (b) bainitic rail steels 

 

At present, the situation for thermal treatments is different. There are only 

two means used to cool the rails: air or water. The water is typically used 

as liquid in a tank or sprayed with nozzles.  

Air is typically compressed through nozzles. None of these arrangements 

allows producing all the rail microstructures with the same plant. In 

particular, a thermal treatment plant tuned for the treatment of pearlitic 

rails can hardly treat bainitic rails. Further present solution are not so 

flexible about possibility to treat the whole rail section or portions of the 

rail section in differentiated ways (head, web, foot). 

The present invention overcomes the constraints previously mentioned by 

means of the flexibility of multi-means controlled cooling devices. 

 

 

Figure 2.8 Accelerated control cooling unit-multi-means 

 

The flexible system allows to obtain both high performance fine bainitic, 

pearlitic and hypereutectoid final microstructures by means of the same 

plant. Figure 2. show the different microstructure that can be created with 

the apparatus. 

a b

water

forced air

water+air
accelerated control 

cooling unit

hot rolled 

rails
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Figure 2.9 Accelerated control cooling unit – different microstructures 

 

 

 

 

heat treated pearlitic  rails
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Chapter 3 

 
3. Task Description 

 

3.1 Introduction 
 

The final characteristics of a steel rail in terms of geometrical profiles and 

mechanical properties are obtained through a sequence of thermo-

mechanical processes: a hot rail rolling process followed by a thermal 

treatment and a straightening step. The hot rolling process profiles the 

final product according to the designed geometrical shape and provides 

the pre-required metallurgical microstructure for the following treatment.  

In particular, this step allows the achievement of the fine microstructure 

which, through the following treatments, will guarantee the high level of 

requested mechanical properties 

 

3.2 Concept design of the heat treatment system 
 

At present, two main hot rolling processes, performed in two typologies of 

plant, reversible and continuous mills, are available (figure 3.1). The final 

properties of a rail produced by both of these hot rolling processes can be 

assumed as quite similar and comparable. In fact, bainitic, pearlitic and 

hypereutectoidic rails are commonly obtained at industrial level through 

both these kinds of plant. 

Whereas the design of the hot rolling line is in some extent neutral to the 

quality of rails, the standard available solutions for the rail hardening 

treatment are not recognized so flexible and suitable to process efficiently 

all range of grades and selectively the whole rail section or portions of the 

rail section in differentiated ways (head, web, foot). 
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Figure 3.1 Best mechanical properties can be reached adopting 
strategies/apparatus put in the green blocks 

 

Furthermore, in all the present industrial apparatus for thermal treatment 

of rails, most of the transformation of austenite occurs outside the cooling 

apparatus itself due to a number of technical and economic constraints, 

like space availability, process flow and productivity, cost of cooling 

media, outdated process controls. This means that the austenite 

transformation is not completely controlled, in particular when the 

austenite decomposition occurs, with an unrepressed increase of rail 

temperature due to the latent heat transformation. In this case, the 

temperature of austenite transformation is higher than the optimal one, 

with final mechanical characteristics lower than those potentially 

obtainable by finer and more homogeneous microstructures (fig. 3.2). 

This uncontrolled temperature profile is also critical for the bainitic rails, 

where the ideal path of transformation to obtain an homogeneous 

structure in the whole rail section (head, web and foot) is very narrow. 

Top performance 

rail
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Figure 3.2 Comparison between the correct/ideal cooling path and less 
controlled cooling process 

 

Moreover, due to the real thermal profile of the rail along the length, a not 

or partially controlled thermal treatment unable to apply selective and 

variable cooling, can conduct to heterogeneous microstructures also along 

the length. 

The design of idRHa+®, injector dual-phase Rail Hardening as the 

thermomechanical system is called, overcomes the limits previously 

mentioned by means of a more controlled thermal treatment, active on the 

rail until a significant amount of austenite is transformed  (at least 50% on 

the rail surface and not less than 20% at the rail head core)  This means 

that the austenite transformation temperature is maintained within a 

narrow ideal band thus avoiding any risk to produce secondary undesired 

structures: martensite for bainitic rails and martensite/bainite for 

pearlitic rails. The strict control of austenite transformation temperature 

is obtained by a dedicated flexible apparatus of suitable length equipped 

with multi-means controlled cooling devices, governed by an active 

process control system. 

 

3.2.1 Process design of idRHa+ 
 

The process can be operated in-line or off-line in continuous or non-

continuous rail process route. The essential feature of the in line heat 

treating process is the ability to transform the high temperature austenitic 

structure that exists immediately following the hot rolling process to the 
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desired room temperature structure without the normal intermediate 

steps of cooling to room temperature and then reheating (resolutionizing) 

prior to accelerated cooling. 

Figure 3.3 (a) illustrates a schematic continuous cooling transformation of 

rail steel. Air cooling of conventional (no hardened) rail steel corresponds 

to path 1. Cooling along path 2 will produce a much finer pearlite but 

below point (d) on path 2, bainite and then untempered martensite will be 

produced instead of pearlite. The bainite and untempered martensite are 

not preferred transformation products when formed with pearlite. Ideally, 

cooling along path 3 would be preferred because only a very fine pearlite 

would be produced. The dashed line on path 3 is nearly isothermal 

indicating that the pearlite will be of uniform interlamellar spacing as 

opposed to the varying spacing achieved between points (a) and (b) on 

path 1. The key issue will be to produce such an isothermal type of 

transformation in a bainitic region of the transformation diagram. Figure 

3.3 (b) shows the intermitted quenching action good for obtains 

homogeneous pearlite or bainite structures. 

 

 

Figure 3.3 (a) Schematic Representation of a Continuous Cooling 
Transformation diagram and (b) Conceptual Illustration of Bainite Compared to 
Pearlite Surface Cooling Paths 

 

The intermittent quenching action is achieved with water, air or air+water 

sprays applied to the head, web, and base of the rail. 

A system of heating from room temperature, in case of off-line process or 

a system of heating to equalize the rail temperature after hot rolling, in 

case of in-line process, is adopted (fig. 3.4). 

 

 

 

 

 

a b
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Figure 3.4 Schematic plant lay-out for in-line process and bypass configuration 

for off-line system. 

 

The heating is applied with a series of high-power induction modules, 

with split top and bottom coils fed with individually powered IGBT 

converters. Some peculiar design features of the induction modules are 

hereby described. 

The flexible thermal treatment apparatus is composed by modules, 

whose number and relative position depend on plant productivity, rail 

length/sizes and grades to be produces. Each module is equipped with a 

set of interchangeable cooling devices (spraying nozzles with mist-

atomizers or air-jet blades). The rail entry temperature is kept in the range 

of 750÷1000°C measured on the running surface. The cooling is 

adjustable in the range of 0.5÷40°C/s (figure 3.5) as function of desired 

microstructure and final mechanical characteristics.  The rail temperature 

at the apparatus exit is in the range of 300÷ 650°C depending on the 

treated grade. 
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Figure 3.5 Cooling rate capabilities depending on microstructure and final 

mechanical properties desired.  

 

Any module can be controlled and managed alone or coupled with one or 

more modules. The process strategy (e.g. heating rate, cooling rate, 

temperature profile) is pre-defined as a function of the final product 

properties. The process control system uses several embedded thermal, 

mechanical and metallurgical models: i.e. models for austenite 

decomposition with microstructure prediction, for precipitation behavior, 

for thermal evolution with transformation heat calculation, for mechanical 

properties prediction, for deformation behavior (see figures 3.6 a-b). 
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Figure 3.6 Process control system scheme about thermo-mechanical and 

microstructural model 

 

By means of above models, the control system manages and predicts the 

process and the product parameters according to: 

 rail grade chemical composition; 

 rail grade mechanical characteristics (e.g. hardness, strength) 

 hot rolling mill setup and procedures 

 expected rail temperature in defined  profile points (head, web and 

foot) and along the length (head, center, tail) 

 expected austenite decomposition rate and transformation 

temperature. 

 

The pre-set cooling strategy is then fine-tuned taking into account the 

actual parameters, measured or predicted with integrative data during the 

rail process route.  

The use of the most suitable cooling mean and its working parameters 

(e.g. pressure, flow rate) are determined for each module according to the 

optimized process strategy suggested by the process models. This 

guarantees the application of an ideal cooling path all along the rail length 

and through each position in the transverse rail section. Very strict 

characteristic variation can be obtained avoiding formation of zone with 

too high or too low hardness and avoiding any undesired microstructure. 

The basis of the process control scheme is shown in figures 3.7. 
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Figure 3.7 Process control system scheme for automation procedures 

 

After the measurement of the rail temperatures in different peculiar 

positions, the process control system takes into account also the actual 

chemistry of the rail, the target microstructure and the target mechanical 

characteristic. The temperature measuring devices, pyrometers or 

thermoscan cameras, keep the temperature continuously monitored: this 

set of data is used by the process control system to impose the fine 

regulation to the automation system in terms of selective use of cooling 

modules, cooling media flux, running speed of the rail in order to correct 

dynamically any recognized thermal heterogeneity along the rail length 

and across the rail section. The embedded process models define the 

cooling strategies in terms of heat to be removed selectively from the 

profile and along the length of the rail. A specific temperature drop in 

function of time is proposed in order to transform the austenite at the exit 

of the flexible apparatus in a percentage not lower than 50% on rail surface 

and not lower than 20% at rail head core.  

 

3.2.2 Mechanical design of  idRHa+  
 

The idRHa+ rail hardening system is composed by a group of integrated 

devices, each with a specific functional and technological purpose. 

The system is fully modular so that it can be assembled in several 

configurations according to the process needs, to the required level of 

productivity and to the existing plant constraints. 
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The figure 3.8 shows a typical layout of an in-line idRHa+ system with its 

functional units. 

 

 
 

Figure 3.8 Typical layout of an in-line idRHa+ system with its functional units. 

 

For in-line applications, after leaving the finishing stand or downstream 

the cooling bed, the rail is lifted in vertical position by a rail turning system 

whose center of rotation can be adjusted laterally to have any size of rail in 

the right upstream position to feed the idRHa+ line. The hot rail could be 

bent or have some waved parts along its length, especially in the first 

meters at its ends. It is therefore very useful to have a hot-straightening 

unit placed before the treatment line in order to recover a suitable 

straightness of the rail by soft plastic deformation applied by a group of 

vertically adjustable pinch-rolls.    

A set of induction heating units, at least two, provide thermal energy to 

the rail to equalize the temperature along the length and adjust the 

suitable temperature distribution across the rail section; in order to have a 

sufficient buffer of integrative energy to recover the temperature gradients 

in the rail section and along its length, a typical installed power for an in-

line idRHa+ treatment system is 30÷35 kW per ton of rolled rails, meaning 

that for a productivity of 150 tons/hours the installed power is about 5 

MW.  The setting of the induction units is pre-defined by a FEM modelling 

analysis and then dynamically tuned during operations depending on the 

detected evolution of the temperature profile. In fig. 3.9 an example of the 

results of the FEM analysis showing the temperature profile expected at 

the entry of the induction units and the corrected profile at the exit. 
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Figure 3.9 Thermal profile entry section HF(a) and exit section HF(b) 

 

The design of the induction heaters is of extreme importance to grant a 

selective and efficient transfer of high power density to the rail in a short 

time and in a limited space. The induction heaters (coils) are split for the 

head and the foot of the rail and are fed by individual power converters 

designed with IGBT (insulated gate bipolar transistor) technology  for 

maximum efficiency and control at optimized consumption (figure 3.10). 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.10 Inductor heaters with IGBT Technology 

 

The induction heaters are adjustable on the vertical and on the horizontal 

axis to follow the possible out-of-straightness of the rail and to adapt to the 

various processed sizes and shapes of rails, including asymmetric rails.   

The rail is kept guided through the inductors by horizontal and vertical 

pinch-rolls while the risk of contact of the rail against the ceramic walls is 

prevented by means of a contour-follower device with rollers (figure 3.11). 

(a) (b)
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Figure 3.11 Inductor heaters assembly 

 

After being heated by the induction units, the rail enters in the cooling 

area, the core of the idRHa+ technology. As said before, the line is 

composed by several cooling modules assembled in sequence for a total 

length granting a sufficient time to have in the rail head most of the 

austenite (>50% on the surface, 20% in the core) transformed. 

Each module is equipped with a set of cooling ramps acting selectively 

on a part of the rail in order to grant the proper heat transfer coefficient as 

necessary to reach the desired features; they have also the function to keep 

balanced the temperature gradients in the rail section to contain excessive 

deformations. The coolers can be atomizing-mist nozzles, adjustable at 

different mix of media, and air-jet blades; the proper combination of the 

coolers along the line and their full interchangeability grant an absolute 

flexibility of use to match any different process requirements. The position 

of the coolers is adjustable by means of a cam-system to maintain the 

proper distance from the rail necessary for an optimized cooling effect and 

to adapt to the different treated rail sizes, including asymmetric rails.     

The coolers are mounted on hydraulically tiltable ramps to facilitate the 

accessibility for the  maintenance operations. The modules are sealed with 

covers and equipped with a suction system to evacuate the produced 

steam; also the covers are hydraulically openable to give access to the 

cooling module (fig. 3.12). 

 

 

 

 

 

 

 

 

 

Figure 3.12 Cooling module assembly 
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Each module is equipped with a set of swinging hydraulic pinch-rolls to 

keep the rail laterally clamped and guided while moving through the 

coolers; the particular design of this device makes it adaptable to any size 

and shape of rail (figures 3.13 a-b). 

 

 

 

 

 

 

 

 

 

Figure 3.13 Swinging hydraulic pinch-rolls system (a), different shape 

configuration (b) 

 

In between the modules, there are a number of horizontal pinch-rolls 

equipped with vertical idle rollers to keep the rail centered and guided all 

along its length without distortion. 

 

3.2.3 Main technical features  
 

Downstream the cooling bed, the rail shall be turned in vertical position 

by a rail turning system. A set of induction heating units of variable power 

depending on productivity and rail temperature profile provides thermal 

energy to the rail to equalize the temperature along the length and adjust 

the suitable temperature distribution across the rail section. At the entry of 

the induction units, there are some devices to align/center the rail and also 

to apply a soft hot-straightening to recover anomalous bending of the rail. 

The rail head could also be cut before entering the induction units to 

remove abnormally bent part. A set of guiding pinch-rolls ensures a 

constant speed under the cooling section. After the heating phase the rail 

enters the cooling line, where it is cooled down following a dedicated 

cooling strategy in order to achieve the proper microstructure. The rails is 

then transferred by a transfer machine to cooling table entry way and then 

straightened. 
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Figure 3.14 the general layout of the Flexible Rail Hardening System 
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3.2.3.1 Straightener 
 

The straightening and centering system is used to align/center the rail 

before sending it into the induction heaters. It applies soft hot-

straightening to recover anomalous bending of the rail. 

It is equipped with a hydraulic system that is used for opening and closing 

the top rolls, lifting and lowering the bottom rolls, opening and closing the 

vertical rolls, and 3 sets of AC motors controlled by single drives for the 

rollers rotation motion. 

Another set of 3 AC motors, connected to a screw jack, is used to adjust the 

closing distance of the top rollers that is controlled by absolute encoders. 

By adjusting different heights of the three rollers, it is possible to 

straighten the rail when it is passing. 

 

 

Figure 3.15 Straightener concept 

 

The automatic cycle is enabled only when the actual values for the position 

adjustments all correspond to the set-point values. 

As soon as the rail is ready after tilting, the rollers start running at the 

requested speed and the entry roller way delivers the rail to the 

straightening machine. The downstream process will then take control for 

the speed reference and decelerate or accelerate according to the 

hardening process. 

 

3.2.3.2 Induction Heater 
 

The Induction Rail Heater is located on the entry of the Flexible Rail 

Hardening System to raise the rails temperature to the target value before 

the cooling process. 

 

To maximize the efficiency of the induction heating, the coils must be as 

close as possible to the rail, therefore the rail must necessarily has a 

suitable controlled profile in its length; the rail straightness can be 
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detected by mechanical (contact rollers) systems to allow the induction 

units to adjust their position (in vertical and in horizontal planes) to follow 

the contour of the incoming rail. Reasonable deviation can be tolerated 

otherwise the induction units are opened to avoid damages by contact with 

the protecting layer of the coils. 

 

The heater is composed of two inductors, one on the top a another on the 

bottom of the rail pass line. The top inductor closing gap adjustment is 

done by an AC motor, controlled by an absolute encoder, that drives a jack 

screw. The top inductor can be lifted and lowered by means of a 

proportional hydraulic valve, in order to control the lowering phase with 

acceleration and deceleration in time. The top inductor’s actual position is 

monitored by two end position sensors, to detect the UP or DOWN 

position. The bottom inductor can be lifted and lowered by means of a 

double solenoid hydraulic valve. The top inductor’s actual position is 

monitored by two end position sensors, to detect the UP or DOWN 

position. 

 

The automatic cycle is enabled only when the actual values for the top 

inductor height adjustment corresponds to the set-point value. 

The induction heater waits for the rail’s head with the top inductor in the 

UP position and the bottom inductor in the DOWN position. The rail 

enters the heater area pushed by the upstream pinch roll, that also has the 

function to center it with the vertical rollers. After the heater there is the 

downstream pinch roll that will receive the rail head, and close on the rail. 

As soon as the rail is pinched with the two pinch rolls, the inductors “close” 

on the rail by lifting the bottom inductor and lowering the top inductor. 

The actual temperature of the rail is measured on the entry side of the 

Heater, and this value is sent to the Induction Heater Automation System, 

as well as the actual Rail speed. 

Heater performance: 

 Temperature variation along the rail length = ±20 °C 

 Rail top target temperature after heating > 850°C (reheating of 100°C) 

 Rail foot target temperature after heating > 800°C (reheating of 

100°C) 

Temperatures are detected by the in-line pyrometers installed ahead of the 

first induction unit and after the second induction unit. 

The measured temperatures will be averaged on a period of 3 seconds. 

The stress for the converter is calculated according to the following 

equation: 
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(3.1) 

 

Where: 
K1 Proportional factor for all temperatures 

K2 Proportional factor for low temperatures 

T0 
Theoretical temperature where the reference stress for the converter is 0 - affects 

mostly high Temperatures 

Tin Inlet Temperature of the head of the rail 

Tref Reference temperature at end of heater 

Tref0 Reference temperature for calculations 

M Mass of rail 

m0 Reference mass of rail for calculation ( 60 kg/m ) 

V Rail Speed 

v0 Reference rail speed ( 1000 mm/s) 

Ucorr Stress bias 

Yui Upper inductor relative position to rail head  

 

3.2.3.3 Temperature measurement 
 

The temperature of the rail is measured in 4 points on the entrance of the 

cooling sector. 

One pyrometer placed on top of the rail measures the top temperature, 

another two measure the side temperatures and a fourth one the foot 

temperature. 

 

 

Figure 3.16 Pyrometers positions 

 

3.2.3.4 Water & Air pressure control 

 
The cooling process control is common for each pair of 2 air/mist modules. 

It is divided into four individual systems for the TOP, LEFT SIDE, RIGHT 

SIDE and FOOT cooling regulation for water, and three for AIR ( the left 

and right air control are a common system). 

Each pair of modules has 7 closed loop regulators, 4 for water and 3 for air 
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pressure control. The three systems are separate for the TOP, SIDE and 

FOOT part of the rail. 

 

Each pair of modules have in common: 

 A set of 4 proportional controlled water pressure regulation valves; 

 A set of 4 water pressure transducers; 

 4 water draining valves for fine control of flow for low set points; 

 A set of 3 proportional controlled air pressure regulation valves; 

 A set of 3 air pressure transducers 

 

In the case of only air module is used for cooling, every module use 

independent air pressure control valves and a feedback transducers. 

 

 

Figure 3.17 One sector of Cooling system 
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Chapter 4 

 
4. Literature review 

 
4.1 Metallurgical model 

Modeling and simulation of microstructure evolution is one of the most 

important ways to improve the quality of the final product. In order to 

optimize thermomechanical parameters for achieving the desired 

mechanical properties of the product, understanding and modeling 

microstructure evolution is a key issue for designers of metal forming 

processes (hot rolling, forging, and extrusion). 

 
4.1.1 Transformation kinetics 

A variety of phase transformations are important in the processing of 

materials and usually they involve some alteration of the microstructure. 

It is possible to identify three different kind of transformations: 

1. Simple diffusion-dependent transformations and recrystallization, 

in which there is no change in either the number or composition of 

the phases present. These include solidification of a pure metal, 

allotropic transformations and recrystallization and grain growth; 

2. Diffusion-dependent transformation governed by the presence of 

some alteration in phase compositions and often in the number of 

phases present; 

3. Diffusion less transformation, wherein a metastable phase is 

produced. 
 

Due to the fact that in present work I will deal with transformation which 

involves only solid phases, the present section is going to be devoted to solid- 

state transformations. As Johnson and Mehl originally observed, phase 

transformations are usually the result of simultaneous process of nucleation 

and growth. Transformation progress is usually ascertained by either 

microscopic examination or measurement of some physical properties 

(such as electrical conductivity) whose magnitude is distinctive of the new 

phase. As it will be following proposed,  data are usually plotted as the 

fraction of transformed material versus time as reported in fig. 4.1. 

Nucleation and growth stage are reported. 
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Figure 4.1 Fraction reacted versus the logarithm of time typical of many solid-state 

transformations in which temperature is held constant 

 
4.1.2 Isothermal  transformation  kinetics 

For  an isothermal diffusional or reconstructive transformation i.e.  for 

which T (t) = constant, the Johnson-Mehl-Avrami-Kolgomorov or 

“JMAK” equation is often used for the analysis of the experimental kinetic 

data: 

f (t, T ) = 1 – exp [−k(T )tn] (4.1) 

where f (t, T ) is the fraction transformed and t is the transformation time 

and n is the exponent, k is the reaction rate constant. It is given by: 

k(T ) = k0 ·𝑒
−

𝑄

𝑅𝑇  (2.2) 

where Q is the activation energy for the transformation. The JMAK 

equation can be derived assuming constant nucleation and growth rates.  

The sigmoidal shape is a consequence of the small number of nuclei 

available for short times, the growth of many nuclei at intermediate times 

and impingement at longer times. The JMAK equation may be 

generalized to include an incubation time: 

 
X(t, T ) = 1 – exp [−k(T )(t − τinc)n]                       (4.3)  

The factors that influence f(t,T) are: 

• the nucleation rate, which is function of the undercooling; 

• the growth rate, which is temperature dependent in diffusion 

controlled transformations; 

• the number of nucleation sites; 

• the distribution of nucleation sites. 



 

 

Chapter IV– Literature review 

 
36  

The rate of transformation is given by: 

𝑑𝑋(𝑡,𝑇)

𝑑𝑡
= 𝑛𝑘𝑡𝑛−1(1 − 𝑋) = 𝑛𝑘(1 − 𝑋) [−

ln⁡(1−𝑋)

𝑘
]

𝑛−1

𝑛
      (4.4) 

In the isothermal case, the JMAK equation has a typical sigmoidal or S-

shaped time dependence as the one reported in fig.4.1. The JMAK 

equation can be derived theoretically and the k and n value can be shown 

to have a clear physical meaning. It is assumed that nucleation starts at t 

= τ and the nuclei are spherical. Assuming the radius r of the phase 

product has a linear rate of increase, i.e. its growth rate G is described by 

G = 𝑑𝑟 𝑑𝑡⁄  , the volume of a single sphere of product phase nucleated at 

time τ is, at time t, given by: 

4

3
𝜋𝑟3 =

4

3
𝜋 [

𝑑𝑟

𝑑𝑡
(𝑡 − ⁡𝜏)]

3

=⁡
4

3
𝜋𝐺3(𝑡 − ⁡𝜏)3               (4.5) 

If constant rate of nucleation N is assumed, equal to the number of nuclei 

generated per time unit in a unit volume, the number of nuclei generated 

in a time interval dt results to be N·dt. Therefore, the volume of product 

phase formed in a unit volume within a time interval dt is given by: 

𝑁
4

3
𝜋𝐺3(𝑡 − ⁡𝜏)3𝑑𝑡         (4.6) 

Taking the “overlap or impingement error” into account, the actual total 

volume of untransformed phase volume is given by the ”extended volume 

fraction”: Vtot (1−f ), where Vtot is the total volume of transforming phase 

and f is the fraction of phase, which has already transformed. This 

connection recognizes that a nucleus can only grow into a given volume 

of the untransformed material. The increase df in transformed fraction 

within a time interval dt is given by: 

𝑑𝑓 =
1

𝑉𝑡𝑜𝑡
(1 − 𝑓)𝑁𝐺3 4

3
𝜋(𝑡 − ⁡𝜏)3𝑑𝑡                   (4.7) 

and hence: 

𝑑𝑓

1−𝑓
=

4

3
𝑁𝐺3𝜋(𝑡 − ⁡𝜏)3𝑑𝑡                   (4.8) 

This equation can be integrated to yield: 

 

∫
𝑑𝑓

1−𝑓
= 𝑁

4

3
𝜋𝐺3𝑓

0
∫ (𝑡 − ⁡𝜏)3𝑑𝑡
𝑡

0
=⁡

𝜋

3
𝑁𝐺3(𝑡 − ⁡𝜏)4                (4.9)  

Rearranging: 

f = 1 − exp(− N 
𝜋

3
G3(t − τ )4) (4.10) 
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Figure 4.2 The transformation-geometry dependent n values at constant nucleation 

rate N and growth rate G for spherical, plate and needle type growth of new phase.  

When the nucleation rate goes to 0, only pre-existing nuclei grow and no 

new nuclei are generated during the transformation: this leads to a 

reduction of the n-value 

This equation has the same general form as the JMAK equation. This 

deviation can be modified to show that the coefficient n is related to 

particular types of transformation growth geometries as depicted in 

fig.4.2. The coefficients k and n can be calculated based on theoretical 

transformation models. Both can be also determined experimentally by 

means of measured isothermal transformation kinetics using dilatometric 

data. Constant k depends on both the nucleation rate and the growth rate. 

It is therefore very sensitive to the temperature. The activation energy Q, 

is determined experimentally as follows. As the parameter k is given by 

eq.4.2, for two isothermal transformation measurements at T1 and T2 it is 

possible to write: 

 

ln(𝑘1) = ln(𝑘0) −
𝑄

𝑅𝑇1
 

ln(𝑘2) = ln(𝑘0) −
𝑄

𝑅𝑇2
 

 

and subtracting each term: 

ln(𝑘1) −⁡ln(𝑘2) = −
𝑄

𝑅𝑇1
+

𝑄

𝑅𝑇2
→ 𝑙𝑛 (

𝑘1

𝑘2
) = ⁡

𝑄

𝑅
(
1

𝑇2
−

1

𝑇1
)        (4.11) 

 

Rearranging: 

 

𝑄 =⁡
𝑅𝑙𝑛(

𝑘1
𝑘2
)

(
1

𝑇2
−

1

𝑇1
)
      (4.12)  

 

The above mentioned procedure is represented schematically in fig.4.3. 
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Figure 4.3 Schematic showing the method to determine k and n in the JMAK 

equation 

 

4.1.3 Nucleation kinetics 
 

Some important transformations that occur in steels, e.g. the formation of 

ferrite and perlite, are of “nucleation and growth” type, and the nucleation 

stage plays an essential role in the initial stages of the transformation. The 

nucleation of ferrite in austenite in pure Fe can be very fast. It is usually 

heterogeneous, which implies that the a−Fe nuclei are formed on low 

energy sites, usually grain boundaries or inclusions in the parent g–Fe 

phase. The rate of nucleation, I, i.e. the number of a–Fe nuclei that form 

per unit of volume and per unit of time in g–Fe, is described by the 

following equation: 

 

I = Zn𝑡𝑜𝑡𝑎𝑙 𝑒
−
∆𝐺∗

𝑘𝑇𝜔𝑒−
𝑄

𝑘𝑇 (1 − 𝑒
𝑡

𝜏)        (4.13) 

where: 

• Z is the Zeldovitch factor, which takes into account the fact that only 

a fraction of critical-sized embryos become nuclei. 

• 𝑛∗ = n𝑡𝑜𝑡𝑎𝑙 𝑒
−
∆𝐺∗

𝑘𝑇 ⁡is the number of a−Fe nuclei that have reached the 

critical size, assuming the total number of potential nucleation sites 

in g–Fe is given by ntotal.  

This factor depends of the free energy variation ∆𝐺∗ associated with the 

formation of a heterogeneous critical nucleus of diameter r. This 

situation is illustrated in fig.4.4, where it is shown a lens-shaped a−Fe 

nucleus with radius r on a grain boundary in g–Fe, which has surmounted 

the free energy barrier ∆𝐺∗. A shape factor is used in order to take into 

account the geometry of the nucleus. In this case, it is equal to 
(2+cos 𝜃)(1−cos𝜃)2

2
, with θ the contact angle. 
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 𝛽 = ⁡𝜔𝑒−−
𝑄

𝑘𝑇 is the rate at which Fe atoms jump from the γ to the α 

phase. ω is the jump frequency to a suitable position in the nucleus. 

 𝑒−
𝜏

𝑡, is a factor which takes into account the fact that an incubation 

time tau may pass before the nucleation starts. Schematic 

representation is reported in fig.4.4. At lower temperatures the 

nucleation process is fully-diffusion controlled. The activation 

energy for diffusion entering into the calculation for the nucleation 

rate is not necessarily the activation energy for bulk diffusion. 

Grain boundary diffusion may have a much lower activation barrier. 

The TTT diagram of diffusional transformation transformations will 

usually have a “nose” or ”C” shape which is indicative of the fact 

that the rate of transformation is highest at an intermediate 

undercooling below the equilibrium transformation temperature. At 

temperatures close to the equilibrium transformation temperature 

the driving force for transformation is small and both nucleation 

and growth rates are low. At greater undercooling the 

transformation is again delayed due to the slow diffusion rates. 

Heating transformations, such as austenite formation from ferrite, 

exhibit a monotonic increase in kinetics with temperature because 

there is no ”trade-off” between driving force and diffusivity in 

heating transformations. Transformations in steel are complicated 

due to the fact that these are multicomponent systems requiring 

diffusion of different species. In general, the nucleation rate and the 

growth rate are functions of temperature as depicted in fig.4.5. 

 

 

Figure 4.4 Scheme of the fundamental aspects that play a role during the 

nucleation process in solid state transformations in ferrous alloys. Nucleation of 

ferrite at austenite grain boundaries. Calculation of the critical free energy and 

critical size for nuclei. Determination of nucleation rate. 
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4.1.4 Empirical Methods 

Simple empirical methods have been proposed to describe the 

transformation kinetics for steels based on parameters determined using 

non-linear least squares regression analysis of experimental data from a 

large number of steels. The temperature dependence of k, the reaction 

rate constant, is described by means of a modified Gaussian function: 

𝑘⁡ = 𝑃1⁡𝑒𝑥𝑝 [− (
𝑇−𝑃2

𝑃3
)
𝑃4
]                     (4.14) 

 

 

Figure 4.5 Schematic of the temperature dependence of the nucleation rate N 

and the growth rate G, and the overall rate of transformation 

 

TTT curves can easily be plotted if the Pi parameters are known. Pi 
parameters have the following meaning: 

• P1: the maximum value of k; 

• P2: the temperature of the nose; 

• P3: the width of the k function; 

• P4: a parameter related to the sharpness of the k function; 

• Ae3: temperature under which the existence of the ferrite becomes 

thermodynamically possible. It can be simply evaluated such as: 

Ae3 = 911−29%Mn−10%Cr+70%Si−(418−32%Mn+86%Si+1%Cr)·%C+232%C2 

where all the percentages are expressed in terms of weight percentage; 
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Considering the austenite grain size dg in µm, the Pi parameters can be 

evaluated as: 

• For ferrite: 

                                                  𝑃1 =
2

𝑑𝛾(%𝐶+%
𝑀𝑛

6
)
 

𝑃2 = 𝐴𝑒3 − 210 − ⁡170%  

𝑃3 = 67 

𝑃4 = 1.9 

𝑛 = 1.5            (4.15) 

 

• For pearlite: 

𝑃1 =
213

𝑑𝛾
 

𝑃2 = 𝐴𝑒1 − 60 +
400

𝑑𝛾
− 470%𝐶 

𝑃3 = 47 

𝑃4 = 2.2 

𝑛 = 1            (4.16) 

 

For a hypo-eutectoid steel, there is an additional complication in the 

sense that pro-eutectoid ferrite can form. 

 

4.1.5 Martensite transformation kinetics 

The γ → α’ martensitic transformation in ferrous alloys is most often 

athermal, i.e. the fraction transformed is controlled by temperature 

changes rather than being time dependent. In TTT diagrams the extent of 

martensitic transformation is therefore represented as a series of parallel 

lines representing the transformed austenite fraction. The transformation 

kinetics can be described by an empirical time independent equation such 

as: 

fα’  = 1 – exp (−a (Ms − T )n) (4.17)  

where fα’ is the fraction of austenite that has transformed to martensite, 

Ms is the martensite start temperature and T is the temperature to which 

the steel is quenched. According to Koinstinen and Marburger, the 

coefficients α and n are 0.011 and 1 respectively. It is necessary to 

underline that this is not the unique formula proposed to described 
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martensitic formation. Further equations, even of different shape (linear 

or exponential) exist. There are several formulas available in literature in 

order to determine the Ms temperature depending on chemical 

composition. According to: 

 
Ms = 521 − 353%C − 26%M o − 22%Si − 24%M n − 17%Ni − 8%Cu + 18%Cr 

(4.18) 

 
4.1.6 Consideration on the use of JMAK equation 

When JMAK equation is adopted, it is very important to take into account 

which hypothesis are assumed. In particular it is necessary to remark, as 

Humphreys noted that, the hypothesis at the basis of JMAK model are: 

• random nucleation sites dispersed in the parent phase; 

• the growth rate of the new phase is constant and not dependent on 

the extend of transformation; 

• growth occurs at the same rate in all directions. 

Depending if the nucleation rate will be constant or not during the whole 

transformation, the coefficient n can assume different values: 

• n = 4: if the nucleation rate during the whole transformation is 

constant; 

• n = 3: id the nucleation occurs only at the beginning of the 

transformation. 

 

 

Figure 4.6 Example of Avrami plot for an aluminum alloy deformed by rolling 
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Humphreys noted that is very unusual to find experimental data with 

very good agreement with JMAK model. The Avrami exponent n is 

measured on the ln(ln(1/(1 − X))) against ln(t) plot (the so called Avrami 

plot) where it is represented by the slope of a straight line as reported in 

fig.4.6. However, it is frequent to find out some deviations from the linearity 

that indicate some non-modelled slowdown.  

 

Figure 4.7 Example of inhomogeneities in the distribution of the stored energy 

In real materials, the nucleation occurs in preferential sites and there 

are evidences that the growth rate of new grains is not a constant in the 

volume of the sample and during the recrystallization. Another 

justification for the typical trend of experimental Avrami plot is based on 

a not homogeneous distribution of the stored energy and can be used 

both for high and low stacking fault materials. As reported in fig.4.7, there 

are some regions (dark shaded) with high energy stored, resulting for 

example from local straining, dispersed into a matrix with lower energy 

values. New grains will nucleate inside or close to these regions and their 

growth will be initially fast but will decrease when regions with high 

energy stored are consumed. This ex- plains the non-random distribution 

of nucleation sites and the decreasing of growth rate with time. These 

complex phenomena cannot be fully predicted and because of this reason 

approximations achieved by JMAK model is univocally achieved by 

literature. Some authors proposed modifications, such as Khanna and 

Taylor arbitrarily did proposing a correction to the original JMAK 

equation. In particular, the correction proposed for the transformed 

fraction was: 

X = 1 − exp(−Btk) → X = 1 − exp(−(At)k) (4.19) 

However Marangoni proved that Avrami equation should be used in its 

original form and the use of ”modified” version must be abandoned. 
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4.1.7 Non-isothermal transformation kinetics 
 

In many practical situations, the temperature which governs a 

transformation of phase is not constant during the process. This is the 

case of many industrial processes. During heat treatments for steel, the 

transformation associated with austenite decomposition occur conditions 

of continuous cooling rather than isothermal conditions and the cooling 

rates may be different in different places as a result of the geometry of the 

part which has to treated. However, if the isothermal transformation 

kinetics are known, i.e. if the n-parameters and k-parameters of the JMAK 

equation for isothermal transformation are available, the transformation 

kinetics during continuous cooling can be estimated. The cooling path T 

(t) is therefore replaced by consecutive isothermal steps as represented in 

fig.4.8. In the original version, the n-parameter is assumed to be 

temperature independent while the k-parameter is assumed to be 

temperature dependent. 

 

Figure 4.8 Schematic show in  the equivalence of a continuous cooling curve T(t) 

and a succession of small isothermal steps 

 
The method is known as “Additivity rule” originally proposed by 

Scheil. The mathematics of the additivity principle are rather simple. Say 

one replaces the continuous T (t) by a succession of isothermal steps 

lasting for a time ∆t at T1, T2..., Ti,. The first short isothermal hold at T1 

will result in a ferrite fraction equal to f1: 

𝑓1 = 1 − 𝑒−𝑘1𝛿𝑡
𝑛
⁡   (4.20) 

For the isothermal transformation at T2, a time 𝑡2
∗ is defined: 

𝑡2
∗ = √

𝑙𝑛(1−𝑓1)

−𝑘2

𝑛
    (4.21) 
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t2
∗   is  the  time  to  form  a  ferrite  fraction  equal  to  f1  if  the  

transformation takes place at a temperature T2, i.e. with kinetic 
parameters n and k2. The ferrite fraction formed after the second small 
isothermal step at T2 is then given by: 

𝑓2 = 1 − 𝑒−𝑘2(𝑡2
∗−∆𝑡)𝑛⁡      (4.22) 

If the same procedure is repeated for the full succession of isothermal steps, 

the transformation kinetics can be obtained for a specific cooling rate. In 

other words, the time ti at a certain temperature Ti divided by the isothermal 

time τi, which is required to start the transformation, can be considered  

as representative for the fraction of total incubation time elapsed. Scheil, 

postulate that for non-isothermal treatment, the transformation can start 

when the summation of the incubation times is identically unitary: 

∑
𝑡𝑖

𝜏𝑖
=𝑛

𝑖=1 1          (4.23) 

The summation is performed on each step exploited to described the non- 

isothermal cooling between the equilibrium temperature and the 

temperature at which the transformation started. Because of this reason, 

the total time necessary to complete the transformation can be obtained 

summing all the fractions of time necessary to achieve at final stage 

through isothermal way, up to the moment in which their sum is 

identically unitary.  

Generalizing: 

∫
𝑑𝑡

𝑡𝑖(𝑇)

𝑡

𝑡0
= 1    (4.24) 

So, the transformation process (incubation) will be completed when the sum 

of the fractional increment of the events will achieve the unit. In this way, a 

mathematical relation between the non-isothermal path and an 

isothermal one is achieved. Integrating with respect to temperature 

instead time, it is possible to write down: 

∫
1

𝑡𝑖(𝑇)

𝑑𝑡

𝑑𝑇

𝑇𝑖

𝑇0
𝑑𝑇 = 1   (4.25) 

where ti (T) is the time for a temperature Ti at which a part of 

transformation is completed, T0 is the temperature is the starting 

temperature. Let us note that dt/dT is the reciprocate of the cooling 

temperature, con- firming that the mathematical deal takes into account 

non-isothermal effects. Repeating the calculation for different cooling 

rates, results in the full CCT diagram for the non-isothermal γ → α 

transformation. In practice, transformation data are most often obtained 

using dilatometry. In general, transformation data are obtained using non-

standardized techniques. In order to increase the reliability of 

transformation data for various production processes, clear procedures 

have been established. 
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4.1.8 Criteria for additivity 

Cahn examined the possibility to exploit additivity rule during 

transformation processes and he was able to state a criterion to identify 

an additivity reaction. In particular, if the reaction rate depends 

exclusively on instantaneous temperature and on the transformed 

fraction, the reaction can be considered additive.  

Mathematically: 

𝑑𝑋

𝑑𝑡
= 𝐹(𝑇, 𝑋)    (4.26) 

where X is the transformed fraction, t and T are respectively time and 

temperature of the reaction. 

Afterwards, Christian  modified the criterion and proved that additivity 

principle holds if the transformation rate can be expressed as following: 

𝑑𝑋

𝑑𝑡
=

𝐺(𝑇)

𝐻(𝑋)
    (4.27) 

where G(T ) and H(X) depend exclusively on temperature and transformed 

fraction respectively. An additive reaction requires that the reaction rate 

depends exclusively on the final state and not on the path followed in order 

to achieve that state. 

 
4.1.9 Further ways to model microstructure evolution 

Even if the theory described up to now still remains the theoretical basin 

for microstructure’s evolution which happens during cooling phase and it 

will be adopted in present work, in order to have a full overview of the state 

of the art it is necessary to mention even further theory which have been 

developed. Orend et al. proposed a full overview of major approaches for 

modeling recrystallization and described their feasibility for process control 

application. 

 
4.1.9.1 Constitutive models 

 

Constitutive models provide a simple way of describing the 

microstructure evolution mostly by closed form equations, which make it 

possible to use them even in simple spread sheet applications. Sellars and 

Whiteman proposed such a model designed for the application of the 

simulation of the microstructure evolution during hot rolling. These 

models use the temperature T , the strain s and the strain rate ṡ  of each 

deformation step, the initial average grain size d0 and the time t after the 

prior deformation as input parameters. The output parameters are the 

recrystallized volume fraction X and the average austenite grain size d 

after deformation. Constitutive microstructure evolution models 

distinguish between different recrystallization phenomena like dynamic, 
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metadynamic and static recrystallization (DRX, MDRX and SRX) and 

grain growth that are modeled separately by closed form formulations 

based on physical considerations. Chen et al. recently investigated in 

deeper detail the three mechanisms of recrystallization above mentioned 

on structure of 30Cr2Ni4MoV ultra-super-critical rotor steel during hot 

deformation. In order to perform a full characterization of material 

through the adoption of SRX, MDRX, and DRX crystallization uniaxial 

hot compression tests using a computer-controlled servo-hydraulic 

Gleeble thermo-mechanical simulator are required. The effects of 

thermomechanical parameters and deformation history on 

microstructural evolution and grain size were discussed by integrating the 

thermomechanical coupled finite element method. Furthermore, based 

on FE software DEFORM, a three-dimension thermomechanical analysis 

system for the closed-die hot forging was established. 

 
 
 

Figure 4.9 Numerical analysis procedure to predict the microstructural evolution 

 
These models are very demanding in terms of equipment required and 

number of experiments which must be performed. However, they show 
good agreement with experimental results. 
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4.1.9.2 Mean field theory (MFT) 
 

The mean field theory (MFT) is a general method for the approximation of 

many body problems, where one element interacts with every other element 

in a system. The main idea of the MFT is to transform the many body 

problem into a one body problem. This is done by the introduction of a 

representative element describing the average state of all individual 

elements. The interactions between each element are then simplified to 

the interactions of each element with the representative one. Montheillet 

et Al. used the MFT to model the evolution of a set of spherical grains 

during dynamic recrystallization. Each grain is described by a dislocation 

density ρi and its diameter Di. It is assumed that individual grains grow or 

shrink only due to their difference in dislocation density. Montheillet et al. 

show that this approach coupled with a suitable formulation of the 

evolution of the dislocation density and the nucleation of new grains is 

able to describe various phenomena of DRX. 

 
4.1.9.3 Cellular Automata (CA) 

 

A CA consists of a set of cells that are commonly ordered in a lattice. Each 

cell has a state described by a set of variables and is related to a defined set 

of cells that are called neighborhood. The transition of one state to another 

is defined by a set of rules that is applied at each evolution step. These rules 

can only rely on the state of one cell and its neighborhood at the previous 

evolution step. In particular Kugler and Turk use a 2-D CA with a 

rectangular grid for the simulation of multistage deformations. To describe 

a virtual microstructure the state of one cell consists of four variables 

including one variable for the dislocation density and the crystal 

orientation. A model of this kind can describe the transition from SRX to 

MDRX without introducing submodels or special case handling for each 

recrystallization process as it is necessary for the constitutive models 

described earlier. 

 
4.1.9.4 Monte Carlo Potts method 

 

Similar to CA models a lattice is used as representation of the 

microstructure. Each of the cells, called Monte Carlo Units (MCU), has a 

state Q that indicates the misorientation and the affiliation of the cell to 

one specific grain. Neighboring cells with different values of Q define a 

grain boundary. A basic algorithm for the simulation of grain growth has 

been described by Zollner and Streitenberger. 

 

4.1.9.5 Vertex models 
 

Vertex models also use a spatial description of the microstructure. In 

contrast to CA models, these ones do not use a lattice. Instead, the shape of 



 

 

Chapter IV– Literature review 

 
49  

the grains is only described by a set of geometrical features like vertices 

which mark the grain boundary. This reduces the needed amount of 

memory and allows the simulation of larger grain ensembles compared to 

the CA method. The free energy of the model is then reduced by either 

optimizing the angles at the connection junctions or by using the variation 

principle. 

 
4.1.9.6 Creusot-Loire system 

Creusot and Loire systematically studied the impacts of chemical 

composition and austeniting conditions on the CCT of carbon steel and 

low alloy steel; by comparing workpieces’ critical quenching speed and its 

limited cooling speed, and employing the interpolation method to 

determine the workpiece’s structure, they got the limited cooling speed 

model represented in fig.4.10. The main limited cooling speed at 700◦C 

were: 
 

 
Figure 4.10 Evaluation of critical cooling speed on IT diagram 

 
 

log(vk) = 9.81 − (4.62C + 1.05Mn + 0.54N i + 0.5Cr + 0.66M n + 0.00183PA) 

(4.28) 

log(v3) = 10.17 − 3.83C + 1.07Mn + 0.7N i + 0.57Cr + 1.58Mo + 0.0032PA 

(4.29) 

log(v1) = 6.36 − 0.43C + 0.49M n + 0.78N i + 0.27Cr + 0.38M o + 2√𝑀𝑜 + 

+ 0.0019PA (4.30) 

 

 

Where 
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𝑃𝐴 = |
1

𝑇𝐴
+
𝑛𝑅

∆𝐻
log⁡(𝑡)| 

𝑇𝐴 = 𝑎𝑢𝑠𝑡𝑒𝑛𝑖𝑡𝑖𝑛𝑔⁡𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒⁡[𝐾] 

𝑛 = log(10) = 2.3026 

𝑅 = 8.31
𝐽

𝐾 ∙ 𝑚𝑜𝑙
 

𝑡 = 𝑡𝑖𝑚𝑒(ℎ) 

 

The approach is acceptable if the material of interest satisfy following 
requirements: 

• carbon content: 0.2% ≤ C ≤ 0.5% 

• silicon content: Si ≤ 1% 

• manganese content: Mn ≤ 2% 

• nickel content: Ni ≤ 4% 

• chromium content: Cr ≤ 3% 

• molybdenum content: Mn ≤ 1% 

• vanadium content: V ≤ 0.2% 

Depending on cooling speed governing the process, through proper 

interpolation it is possible to predict the phases formed during cooling 

simple knowing the chemical composition 

 
4.2 Mechanical model 

Once a metallurgical model able to predict the microstructure of the treated 

part will be developed, it will be necessary to provide a model able to convert 

the microstructural feature into mechanical properties. Because of this rea- 

son, the necessity to develop a mechanical model is usually straightforward 

in industrial application. In steels and cast irons, the microstructural 

constituents have the names ferrite, pearlite, bainite, martensite, cementite, 

and austenite. The microstructure plays the primary role in providing the 

properties desired for each application. One can see how material 

properties can be tailored by microstructural manipulation or alteration. 

Knowledge about microstructure is thus paramount in component design 

and alloy development. Each microstructural constituent will be described 

with particular reference to the properties that can be developed by 

appropriate manipulation of the microstructure through deformation 

(e.g., hot and cold rolling) and heat treatment. 

 

4.2.1 Scientific approach 
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Researchers invested a lot of effort in order to correlate the microstructure 

with the mechanical properties achieved. The present section wants to pro- 

vide some examples of the very detailed models which have been realized. 

4.2.1.1 Ferrite 
 

Ferrite is essentially a solid solution of iron containing carbon or one or 

more alloying elements such as silicon, chromium, manganese, and nickel. 

There are two types of solid solutions: interstitial and substitutional. In an 

interstitial solid solution, elements with small atomic diameter, for example, 

carbon and nitrogen, occupy specific interstitial sites in the body-centered 

cubic (bcc) iron crystalline lattice. These sites are essentially the open spaces 

between the larger iron atoms. In a substitutional solid solution, elements 

of similar atomic diameter replace or substitute for iron atoms. The two 

types of solid solutions impart different characteristics to ferrite. For 

example, interstitial elements like carbon and nitrogen can easily diffuse 

through the open bcc lattice, whereas substitutional elements like 

manganese and nickel diffuse with great difficulty. Therefore, an 

interstitial solid solution of iron and carbon responds quickly during heat 

treatment, whereas substitutional solid solutions behave sluggishly during 

heat treatment, such as in homogenization. Exploitation of solid-solution 

elements strongly affects the yield strength achieved. 

In fig.4.11 it is possible to check the strongly effect obtained by increasing 

in carbon content. Nitrogen, also an interstitial element, has a similar effect. 

Phosphorus is also a ferrite strengthener. the substitutional solid solution 

elements of silicon, copper, manganese, molybdenum, nickel, aluminum, 

and chromium are shown to have far less effect as ferrite strengtheners 

than the interstitial elements. In fact, chromium, nickel, and aluminum in 

solid solution have very little influence on the strength of ferrite.  

 

 
 

Figure 4.11 Influence of solid-solution elements on the changes in yield stress of low- 

carbon ferritic steels 

In addition to carbon and other solid-solution elements, the strength of a 



 

 

Chapter IV– Literature review 

 
52  

ferritic steel is also determined by its grain size according to the Hall-

Petch relationship: 

σy = σ0 + kyd−0.5 (4.31) 

where σy is the yield strength in MPa, σ0 and ky are constants and d is the 

grain diameter (in mm). An example is graphically reported in fig.4.12. 

 

 
 
 

Figure 4.12 Hall-Petch relationship in low-carbon ferritic steels 

 
4.2.1.2 Pearlite 

 

As the carbon content of steel is increased beyond the solubility limit 

(0.02% C) on the iron-carbon binary phase diagram, a constituent called 

pearlite forms. Pearlite is formed by cooling the steel through the eutectoid 

temperature (727 ◦C) by the following reaction: 

austenite ↔ cementite + ferrite 

The cementite and ferrite form as parallel plates called lamellae. The 

properties of fully pearlitic steels are determined by the spacing between 

the ferrite-cementite lamellae, a dimension called the interlamellar 

spacing, λ, and the colony size. A simple relationship for yield strength has 

been developed by Heller as follows: 
 

σy = −85.9 + 8.3(λ)−0.5 (4.32) 

where σy is the 0.2% offset yield strength (in MPa) and the λ is the 

interlamellar spacing (in mm).  It has also been shown by Hyzak and 

Bernstein that strength is related to interlamellar spacing, pearlite colony 

size, and prior-austenite grain size, according to the following 

relationship: 

YS = 52.3 + 2.18(λ)−0.5 − 0.4(dc)−0.5 − 2.88d−0.5 (4.33) 
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where Y S is the yield strength (in MPa), dc is the pearlite colony size (in 

mm), and d is the prior-austenite grain size (in mm). The thickness of the 

cementite lamellae can also influence the properties of pearlite. Fine 

cementite lamellae can be deformed, compared with coarse lamellae, which 

tend to crack during deformation. Although fully pearlitic steels have high 

strength, high hardness, and good wear resistance, they also have poor 

ductility and toughness for pearlite, strength is controlled by interlamellar 

spacing, colony size, and prior-austenite grain size, and toughness is 

controlled by colony size and prior-austenite grain size. To determine 

interlamellar spacing, a scanning electron microscope (SEM), or a 

transmission electron microscope (TEM) is needed in order to resolve the 

spacing. 

 
4.2.1.3 Ferrite-pearlite 

The most common structural steels produced have a mixed ferrite-pearlite 

microstructure. Their applications include beams for bridges and high-rise 

buildings, plates for ships, and reinforcing bars for roadways. These steels 

are relatively inexpensive and are produced in large tonnages. They also 

have the advantage of being able to be produced with a wide range of 

properties. In most ferrite-pearlite steels, the carbon content and the grain 

size determine the microstructure and resulting properties. For example, 

fig.4.13 shows the effect of carbon on tensile and impact properties. The 

ultimate tensile strength steadily increases with increasing carbon content. 

This is caused by the increase in the volume fraction of pearlite in the 

microstructure, which has a strength much higher than that of ferrite. 

 

 

Figure 4.13 Mechanical properties of ferrite-pearlite steels as a function of carbon 

content 
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Thus, increasing the volume fraction of pearlite has a profound effect 

on increasing tensile strength. However the yield strength is relatively un- 

affected by carbon content, rising from about 275 MPa (40 ksi) to about 

415 MPa (60 ksi) over the range of carbon content shown. This is because 

yielding in a ferrite-pearlite steel is controlled by the ferrite matrix, which is 

generally considered to be the continuous phase (matrix) in the 

microstructure. Therefore, pearlite plays only a minor role in yielding 

behavior. Even in case of ferrite-pearlite steel, much work has been done to 

develop empirical equations that relate mechanical properties and 

microstructure. One such equation for ferrite-pearlite steels with 0.25% C 

was provided by Pickering: 
 

YS = 53.9 + 32.34M n + 83.2Si + 354.2Nf + 17.7d−0.5 (4.34) 

 
where M n is the manganese content (%wt), Si is the silicon content 

(%wt), Nf is the free nitrogen content (%wt) and d is the ferrite grain size 

(in mm). 

4.2.1.4 Bainite 

Like pearlite, bainite is a composite of ferrite and cementite. Unlike pearlite, 

the ferrite has an acicular morphology and the carbides are discrete 

particles. Because of these morphological differences, bainite has much 

different property characteristics than pearlite. In general, bainitic steels 

have high strength coupled with good toughness, whereas pearlitic steels 

have high strength with poor toughness. It is common to find out the 

division among upper and lower bainite. Upper bainite formed 

isothermally in the temperature range of 400 to 550◦C, while lower bainite 

formed isothermally in the temperature range of 250 to 400◦C. In order 

to quantify bainite mechanical properties, attempts have been made to 

quantitatively relate the microstructural features of bainite to mechanical 

properties. Honeycombey proposed the relationship: 

 

YS = −194 + 17.4d−0.50 + 15n0.25 (4.35) 

where YS is the 0.2% offset yield strength (in MPa), d is the bainite lath 

size (mean linear intercept in mm) and n is the number of carbides per mm2 

in the plane section.  
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Figure 4.14 Relationship between bainite lath width (grain size) and yield 
strength 

 

4.2.1.5 Martensite 

Martensite is essentially a supersaturated solid solution of carbon in iron. 

The amount of carbon in martensite far exceeds that found in solid solution 

in ferrite. Because of this, the normal body-centered cubic (bcc) lattice is 

distorted in order to accommodate the carbon atoms. The distorted lattice 

becomes body-centered tetragonal (bct). In plain-carbon and low-alloy 

steels, this supersaturation is generally produced through very rapid cooling 

from the austenite phase region (quenching in water, iced-water, brine, iced- 

brine, oil or aqueous polymer solutions) to avoid forming ferrite, pearlite, 

and bainite. Some highly alloyed steels can form martensite upon air 

cooling. Depending on carbon content, martensite in its quenched state 

can be very hard and brittle, and, because of this brittleness, martensitic 

steels are usually tempered to restore some ductility and increase 

toughness. Plain- carbon and low-alloy martensitic steels are rarely used 

in the as-quenched state because of poor ductility. To increase ductility, 

these martensitic steels are tempered (reheated) to a temperature below 

650◦C. During tempering, the carbon that is in supersaturated solid 

solution precipitates on preferred crystallographic planes of the 

martensitic lattice. 
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Figure 4.15 Effect of carbon content on the hardness of martensite 
 

The hardness of martensite is determined by its carbon content, as shown 

fig. 4.15. The reason that the hardness does not monotonically increase 

with carbon is that retained austenite is found when the carbon content   

is above about 0.4% (austenite is much softer than martensite). Effort to 

predict the yield strength has been carried out. For untempered low-carbon 

martensite: 

Y S(M P a) = 413 + 17.2 · 105 · (C)0.5 (4.36) 

However, in order to recover at least a small percentage of ductility, 

martensitic steel are never used in as quenched state, but instead after 

tempering process.  Hardnesses of quenched-and-tempered (Q&T) steels 

can be estimated by a method established by Grange et al. The general 

equation for hardness is: 
 

HV = HVC +∆HVMn+∆HVP +∆HVSi+∆HVNi+∆HVCr+∆HVMo+∆HVV 

(4.37) 

In order to exploit eq.2.37, some graphs are provided. For example, in 

fig.4.16 is reported the graphs which must be exploited in order to determine 

the first term ∆HVC in eq.2.37. 
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Figure 4.16 Relationship between hardness of tempered martensite with carbon 

content at various tempering temperatures 

 
Then the effect of each alloying element must be taken into account 

exploiting diagrams as the one reported in fig.4.17: 

 

 

 

Figure 4.17 Effect of alloying elements on the retardation or softening during 

tempering at 540
◦
C relative to iron-carbon alloys 

 
With graphs like the one reported in fig.4.17, all the remaining terms in 

eq.2.37 are predicted. Thus, this method can be used to estimate a specific 

hardness value after a quenching and tempering heat treatment for a low-

alloy steel. Also an approximation for the tensile stress has been proposed 

according to: 

TS (M P a) = −42.3 + 3.6HB (4.38) 
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4.2.1.6 Conclusions about scientific approach 

From these last paragraphs, it is quite clear that microstructure achieved 

strongly affects the mechanical properties of the steel. A big effort has 

been provided in literature in order to correlate the microstructure with 

the yield strength or with the hardness, being these two mechanical 

properties strongly correlated among them. However, even if from a 

scientific point of view very good results have been obtained considering 

the model which have been reported up to now, in industrial application 

they found out just a very small exploitation resulting unemployable and 

requiring a lot of measurements especially with scanning electron 

microscope (SEM) and requiring some measurements on-situ which 

difficulty could be promptly provided. Because of this reason, industrial 

world necessary had the necessity to switch towards further approaches. 

Often, these ones result less academic and even less detailed from a 

scientific point of view. However, the compromise has been a 

requirement. In further sections, I will provide some examples about the 

most spread applications. 

4.2.2 Industrial Approach 

Steels whose data are not available in literature are not rare events in 

industrial application. Also the project work developed in this thesis will 

have to front with material quite unknown in literature collection. Because 

of this reason, two different approaches could be exploited: on one hand a 

full characterization of the subject material should be performed in 

laboratory, while, on the other hand, the possibility to trust in statistical 

analysis and develop new numerical approach is the most spread and 

even economic approach. Clearly, the results will be approximated and 

uncertainties depend on the ability of the engineer to select a proper 

amount of data and to provide a correct interpolation of data available. 

The possibility to base on model which could extended to new materials 

just relying on chemical composition and on the parameters governing the 

heat treatment which the material will have to support is a very useful tool 

to be employed even in case of depth economic ambiguities. In particular, 

exploiting the tools developed in this way, it could be possible to predict 

which would be the results achieved employing new materials combined 

with the technology already available and evaluate the choice first of all in 

terms of mechanical results which could be achieved and secondary, but 

surely not less important, from an economical point of view. In this 

context, regression analysis on data recollected in literature becomes the 

primary statistical tool which must be exploited in terms of statistical 

analysis. Adopting this kind of approach, the unique requirements 

necessary for a precise design will be a correct numerical and statistical 

analysis supported by sufficient computational power. Even if at the 

beginning the results could be not satisfying at all, and model will have to 
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be fine-tuned, once this kind of tool will be optimized it will offer an 

enormous saving in terms of time and money. 

 
4.2.2.1 Hardness prediction during cooling phase 

Creusot-Loire exploiting non-linear statistical analysis developed some 

formulas in order to predict hardness depending on material and thermal 

cycle which the part must front. The approach is acceptable if the material 

of interest satisfy following requirements: 

• carbon content: 0.2% ≤ C ≤ 0.5% 

• silicon content: Si ≤ 1% 

• manganese content: Mn ≤ 2% 

• nickel content: Ni ≤ 4% 

• chromium content: Cr ≤ 3% 

• molybdenum content: Mn ≤ 1% 

• vanadium content: V ≤ 0.2% 

In order to take into account the material, all the formulas developed 

present dependence on chemical composition, while in order to consider 

also the thermal cycle, the term 𝑑𝑇/𝑑𝑡 representing the mean cooling rate 

is inserted. The empirical regression formulas for Vickers hardness (HV) 

versus composition and cooling rate developed by Creusot-Loire for 

martensite (M), bainite (B), and ferrite-pearlite (FP) are: 

HVM = 127 + 949C + 27Si + 11M n + 8N i + 16Cr + 21 log10
dT

dt
      (4.39) 

 

HVB = −323 + 185C + 330Si + 153Mn + 65Ni + 144Cr + 191Mo 

+(89 + 53C − 55Si − 22Mn −10Ni 20Cr − 33Mo) log10 
𝑑𝑇

𝑑𝑡
 (4.40) 

 

HVFP = 42 + 223C + 53Si + 30Mn + 13N i + 7Cr + 19Mo + (10 − 19Si + 

4N i + 8Cr + 130V ) log10 
dT

dt
 (4.41) 

Clearly, the approach could be applied in case of continuous cooling 

transformation, it means in case of constant cooling rate. When the cooling 

rate is not constant, instead, a proper numerical adaptation will be required. 

Clearly, this procedure rest on the possibility to have sufficient hardware 

capability in order to front the higher expense in terms of computational 

requirements. 

Once the hardness of each phase is computed, the necessity of a weighted 

averaging taking into account the fraction of each phased formed during 

cooling process is necessary. To satisfy this requirement, “Rule of mixtures” 

grew up and so, considering even the percentage of phase formed it is 
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possible to write down: 
 

𝐻𝑉𝑚𝑖𝑥 =⁡∑ 𝐻𝑉𝑖 ∙ 𝑋𝑖
𝑖
1  (4.42) 

 

where HVi represents the Vickers hardness of each individual constituent 

while Xi the fraction formed of each one. The relation it is written referring 

to Vickers hardness in order to be coherent with the approach described 

by Creusot-Loire but it could be simply extended to each other mechanical 

property. 

 
4.2.2.2 Further approaches 

One of the most important factors for efficient simulation of hardening is the 

good selection of representative of the cooling phenomena that is relevant 

for phase transformation. It implies that sometimes, even if we are not able 

to monitor closely a precise quantity we can trust in monitoring another one 

and then reconstruct the quantity of our direct interest. Characteristic 

cooling time, relevant for phase transformation in most structural steels is 

the time of cooling from 800 to 500◦C: time t8/5. The above mentioned 

quantity must be considered during a Jominy test. Each location of 

distance from the quenched end of Jomini-specimen(=Jomini distance) 

must be compared with the cooling time t8/5. An example is reported in 

fig.4.18. 

 
 

Figure 4.18 Distance from the quenched end of Jominy-specimen vs. cooling time 

from 800 to 500 
◦
C 

The hardness at grid-points can be estimated by the conversion of cooling 

time t8/5 results to hardness by using both, the relation between cooling time 

and distance from the quenched end of Jominy specimen and the Jominy 

hardenability curve. According to Smoljan, if other heat treatment 

parameters are constant, the austenite decomposition results in some 
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location of a cooled specimen will depend only on the time t8/5. It could be 

written for Jominy test that phase hardness depends of chemical 

composition (CC) and cooling rate parameter (CRP ) that corresponds to 

actual distance (d) of Jominy specimen quenched end. It was adopted that 

CRP = log(t8/5)d. 

It could be written: 
 

𝐻𝑉𝑑
𝑀 =⁡𝑓𝑀(𝐶𝐶, 𝐶𝑅𝑃) = 𝐻𝑉𝑚𝑎𝑥

𝑀 −𝐾𝑀𝑙𝑜𝑔
𝑡8/5𝑑
𝑀

𝑡8/5𝑚𝑎𝑥
𝑀   (4.43) 

𝐻𝑉𝑑
𝐵 =⁡𝑓𝐵(𝐶𝐶, 𝐶𝑅𝑃) = 𝐻𝑉𝑚𝑎𝑥

𝐵 − 𝐾𝐵𝑙𝑜𝑔
𝑡8/5𝑑
𝐵

𝑡8/5𝑚𝑎𝑥
𝐵    (4.44) 

𝐻𝑉𝑑
𝑃+𝐹 = ⁡𝑓𝑃+𝐹(𝐶𝐶, 𝐶𝑅𝑃) = 𝐻𝑉𝑚𝑎𝑥

𝑃+𝐹 −𝐾𝑃+𝐹𝑙𝑜𝑔
𝑡8/5𝑑
𝑃+𝐹

𝑡8/5𝑚𝑎𝑥
𝑃+𝐹   (4.45) 

 

where N is normalizing, Bmax is lower bainite. Characteristic value of 

HV , K, and t8/5 has to be evaluated on chemical composition for 

investigated steel combined by Jominy test results. Once the estimation of 

hardness is available for each component, once again “Rule of mixtures 

described” in previous paragraphs can be applied concluding: 

 

𝐻𝑉𝑚𝑖𝑥 =⁡∑ 𝐻𝑉𝑖 ∙ 𝑋𝑖
𝑖
1  (4.46) 

 
4.2.2.3 Hardness prediction during tempering 

Components usually have a ferrite−pearlite microstructure at the core and 

a tempered martensitic rim. A property prediction model is deemed 

necessary to maintain consistent mechanical properties. The strength 

depends on the thickness of the rim as well as on the distribution of 

various phases inside the part treated. Prediction of the strength or 

hardness of the tempered martensitic rim is not very simple, primarily 

because it undergoes non-isothermal tempering. Mukerjee presented a 

critical overview of which are the most diffused way in order to take into 

account the tempering process and its effect on tempered martensite. It has 

been proved that traditional isothermal kinetic functions can be 

generalized to obtain generalized kinetic functions, which can be used for 

the phenomenological description of non-isothermal process. It is clear 

that prediction of hardness of tempered martensite requires a generalized 

kinetic function. In order to do it, two different approaches could be 

exploited. In particular, up to now, the most diffused approach is purely 

experimental: samples must be quenched after austenitization and then 

subjected to isothermal tempering experiments under various 

combinations of temperature and time. The hardness vs time data 

generated at different temperatures are used to obtain the isothermal 

kinetic function. It has been proved that the decrease of hardness due to 
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tempering treatment can be described by the following isothermal kinetic 

function: 

𝐻𝑣 = 𝐻𝑣0 −𝐵 [𝑒𝑥𝑝 (−
𝑄

𝑅𝑇
) 𝑡]

𝑛

    (4.47)  

 
B,Q,n are evaluated using best fit values exploiting the hardness 
measurements performed. The generalized kinetic equation is given by: 

 
 

 𝐻𝑣 = 𝐻𝑣0 −𝐵∫ 𝑒𝑥𝑝 (−
𝑄

𝑅𝑇
)

𝑡

0
𝑑𝑡    (4.48) 

 This last equation described the kinetic of the non-isothermal tempering 

process quite well, its use is restricted by the empirical constants of the 

equation which are composition dependent. This implies that, for any change 

of chemistry can no longer be used unless suitable experiments are carried out 

to determine the empirical constants. Conducting isothermal tempering 

experiments for every change in chemical composition is not practically 

feasible. Therefore, in order to generate an isothermal kinetic function which 

includes the effect of chemical composition, a multivariable regression 

analysis has been carried out using isothermal tempering data collected from 

literature. Exploiting all the data based on different kind of alloys recollected 

in literature, the following model has been developed: 

𝑙𝑛(𝐻𝑣) = ⁡𝐴0 + ∑ 𝐴𝑖
𝑛
𝑖=1 𝑙𝑛(𝐶𝑖) + 𝐴𝑡 ln(𝑡) + 𝐴𝑇𝑇⁡  (4.49) 

Values for the constants are available for each element introduced in 

chemical composition. It is quite evident that this model takes into account 

both the chemistry and even the time-temperature parameters involved in 

the tempering process. 

 
 

Figure 4.19 Coefficients exploited in the model  
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It is a well-known fact that the same material property (here 

hardness) may be attained by heat treatments with different 

time−temperature combinations. Therefore, using the generalized kinetic 

functions, it should be possible to derive equivalent isothermal tempering 

parameters which will produce the same hardness as the non-isothermal 

processes. These equivalent isothermal tempering parameters will not 

only enable comparison of different non-isothermal processes using 

numerical criteria, but also make a concise characterization of the 

processes at changing temperature, possible. The equivalent isothermal 

tempering time (te) corresponding to an isothermal tempering 

temperature equal to the maximum temperature that the specimen attains 

during non-isothermal tempering (Tmax), is calculated. Also, the equivalent 

temperature (Te) corresponding to the total duration of the non-isothermal 

tempering cycle (ttot) is calculated. The equivalent time can be obtained as: 

 

𝑡𝑒 = 𝑒𝑥𝑝 (−
𝐴𝑇𝑇𝑚𝑎𝑥

𝐴𝑡
) [∫ 𝑒𝑥𝑝

𝑡

0
(
𝐴𝑇𝑇

𝐴𝑡
)]   (4.50) 

 

For the equivalent temperature instead: 
 

𝑇𝑒 =
𝐴𝑡

𝐴𝑇
𝑙𝑛 (

𝑡𝑒

𝑡𝑡𝑜𝑡
) + 𝑇𝑚𝑎𝑥   (4.51)  

4.3 Combining metallurgical-mechanical 
thermal model 

 
This concluding section of literature’s review wants to provide some 

examples about the way in which the models described up to now must be 

combined (or at least coupled) in order to simulate industrial heat 

treatments and offer a tool in order to foresee the results obtained varying 

the parameters of the process considered. With this final section, the 

present state of the art regarding the trial to model thermal process 

coupling thermal-metallurgical-mechanical models is described. 

Yang et al. simulated heating, holding and cooling stages in rail- 

head’s quenching process through FEM software ANSYS. The time-varying 

temperature fields at heating, holding stages and the structure after water- 

cooled were obtained and the numerical simulation method to predict the 

quenching results was provided. Adopting Creusot-Loire approach 

previously described, the impact of temperature fields on phases formed 

has been evaluated. Comparing results with the critical cooling speed 

evaluated on TTT curves, the fraction of each fase developed during the 

process has been evaluated. 
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Figure 4.20 Evaluation of critical cooling speed on TTT diagram 
 

 

Gongfa et al. simulated the evolution of temperature field in the cooling 

process of heavy rail. Then, the phase changing temperature of steel U71Mn 

was got based on CCT curves. 

 

 

 

Figure 4.21 Temperature figure for heavy rail on air-cooled at t=50s 
 

Using the Fluent software built the model of heavy rail in air-cooled 

quenching process, to simulate the inner and external flow field of air-jet, 

obtained the rule of flow field of external of air-jet, and then through setting 

the surface heat transfer coefficient of air-cooled, obtained the temperature 
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field distribution of heavy rail in air-cooled quenching of 50s. Finally, 

according  to Creusot-Loire method previously described , to gather statistics 

of the cooling rate of key nodes in hardened layer, the cooling curves were 

fitted with MATLAB software, and then the cooling rate at 700◦C was 

obtained by derivation and compared with critical speed of the quenching 

structure, then forecasted the final quenching structure. The whole 

simulation results were accurate. Through this method it is possible to 

study the dimension of parameters about air-jet and predict the quenching 

structure, which it was Cetinel et al., through the use a finite element 

method, solved the heat transfer equations and computed the amount of 

phases after transformation. A Fortran 77 computer program has been 

developed for the study. A quenching simulation has been made utilizing 

the finite element method for different quenching duration; the changes in 

the internal structures and self-tempering temperatures have been 

determined for each node. The numerical results obtained via the finite 

element method have been compared with the experimental results. It has 

been seen that the agreement is reasonably good. In the finite element 

method, heat transfer equations, which have been added to equations 

determining the transition from isothermal time temperature 

transformation (TTT) to continuous cooling transformation (CCT), have 

been solved by a Fortran 77 program. With this program the temperature, 

internal structure, and time have been determined for each node. 

Regarding the metallurgical model adopted instead, using the additivity 

rule, the amount of the phases transformed during the continuous cooling 

can be determined from TTT curves. For this purpose, the cooling curve  is 

converted to a step curve consisting of many isothermal steps. The partial 

amounts of the volume transformed at these isothermal steps gives the 

total amount of phases that occur in steel because of continuous cooling as 

depicted in fig.4.22. 

Comparing simulated and experimental results: 

• Internal structures obtained by the simulations of quenching, cooling 

in air and holding in cooling bed match the experimental results well. 

• The volume percentages of phases and self-tempering temperatures 

obtained from the experimental study fall into a narrow band due to 

small changes in the initial parameters. The numerical simulation fall 

within this bands. This shows that the volume fraction of phases and 

the values of self-tempering temperatures which have been determined 

by the finite element method for different quenching duration and bar 

diameters, are within acceptable tolerance. 

 

4.3.1 Thermomechanical process 
 

Thermo-mechanical treatments have the purpose of conferring metals at 

the end of a deformation cycle that begins with high temperatures, 
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particular grain and precipitate morphologies aimed at increasing the 

mechanical and chemical properties of the finished product. 

Since the 1950s, ferritic grain refinement in structural steels has been 

the goal of the technology of thermo-mechanical processes. The use of 

controlled rolling and accelerated cooling has refined the rolled 

microstructures to a smaller size than those obtainable by 

standardization. In micro-alloy steels, the magnitude of the ferritic grain 

is about 5 μm in comparison to the 15 μm of low-rolled C-steels without 

control of process conditions. Controlled rolling has played an important 

role in the development of HSLA steels. In the 1960s, the development of 

controlled rolling mills was supported by the research carried out at 

Sheffield, which in the 1970s was accompanied by industrial development 

based on research carried out at steel mills in Japan. 

Controlled rolling is a technique that allows to produce resistant and 

tough steels by refining ferritic grains. In the process, the recrystallization 

that takes place during the hot rolling is guided by both process variables: 

temperature T and deformation velocity, as well as alloy elements such as 

Nb, Ti, V. These elements despite their very low content order of 0.02-

0.04% by weight) during controlled cooling between the pastes of the 

finisher precipitate as very fine Nb (CN), TiC and VN which block the 

mobility of both the edges of the grain, preventing the recrystallization 

and of the dislocations within the grains and thus increasing the steel 

resistance increase the non-recrystallization range by shifting the T to 

higher values. The thermo-mechanical process is therefore a technique 

designed to provide steel by controlling the hot deformation process, used 

to obtain finished products, the higher mechanical properties that 

conventional rolling is obtained by additional thermal treatments. 

Controlled rolling, controlled cooling and direct hardening make the 

thermo-mechanical process. 

Figure 4.22 shows the evolution of grains during a controlled rolling 

process. 
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Figure 4.22 Scheme of controlled rolling seen through the microstructures 
obtained at different temperature and deformation ranges. (a) recrystallization of 
coarse grains of austenite; (b) recrystallized austenite, the smaller grains than the 
previous ones are due to the lower deformation temperature. Below are the ferrite 
structures obtained by cooling; (c) deformation in the non-recrystallization region: 
pancakes offer numerous nucleation centers for α grains which are very small 
and equilibrated; (d) deformation in the region near the biphasic region: there are 
some coarse grains α, which remain cooled, and elongated γ grains that will cool 
to a very fine α. 

 

4.3.2 Evolution of Thermomechanical process 
 

Thermo-mechanical processes were introduced around the 1950s in the 

rolling of C-Mn steels used in marine constructions and the manufacture 

of welded pipes for gas transportation from Alaska. In the course of the 

war, many Liberty-class ships, built with welded plates, were concerned 

with the fragile fracture triggered around the welded hull joints. The study 

of the dramatic drawbacks revealed that tenacity is a property 

independent of ductility. Crochet tenacity became a requirement for steels 

used in marine constructions. In the same period, the 1950s, changes were 

made in the formulation and manufacture of steels at Mn-C by increasing 

the Mn/C ratio and deoxidizing with Al. The rolling took place according 

to the conventional scheme (Fig. 4.23 a): homogenization at 1250° C, 
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followed first by the blanking and then by the finishing which ended at 

1000° C. Throughout the entire rolling cycle, the steel is recrystallized 

either during contact with the rollers or between the pastures in the 

reversible mill, ~ 10s. In the first case, the recrystallization is called 

"dynamic" (DRX), while the other is "static" (SRX). At the end of the 

process, the permanence of steel at high temperatures allows the 

austenitic recrystallized grains to widen. Under these conditions at Ar3 

temperature, ferritic grains are rather coarse. To increase the shear 

strength and lower the fragile-duct transition, the rolling was subjected to 

the normalization treatment that refined ferritic grain. 

Instead of following this route, some steel mills in Europe proceeded to 

refine ferritic grain by pushing the finisher to roll at low temperatures 

(Fig. 4.23 b). The finisher was interrupted about 1000° C when the rolled 

reached the thickness of 1.65 of the finished product and was resumed at 

900° C to terminate at Ar3, i.e. at about 800° C, lower than that of the 

conventional finishing . At lower rolling temperatures than in the previous 

case, both dynamic and static recrystallization produce fairly austenitic 

grains but of different sizes, then at T ≤ Ar3 they are also transformed into 

α-ferrite grains also mixed in size. 

The operating conditions used for low T in the case of Mn steel (Fig.4.23b) 

appear similar to those used for micro-alloyed steel with Nb (Fig. 4.23c) 

but the effect is different as their metallurgical bases are quite different. In 

fact, the steel finishing temperature at C-Mn, while being low (T <900° C), 

is included in the recrystallization interval; the steel then recrystallizes by 

affixing the grains γ. In micro-alloy steels with Nb during cooling, carbon 

bands, Nb (CN), at 950° C are formed, having average dimensions around 

10 nm capable of blocking the movement of both dislocations within the 

grains, reinforcing steel, both of the grain boundaries, inhibiting 

recrystallization. Then at the end of the finishing while the C-Mn steels 

have recrystallized γ granules those at Nb show non-recrystallized 

elongated grains. 

With the low-temperature controlled rolling process, the delicate fragile 

duct transition temperature is reduced by 10-15° C. In non-recrystallized 

austenite grains, elongated in the direction of rolling, deformation and 

gemstones are also formed. These bands within the grains and the grain 

boundaries represent a considerable surface on which ferritic grains are 

nucleated. The smaller the surface is the ferritic grains. Numerous non-

metallic inclusions, predominantly of MnS, lie along the rolling direction 

causing a lowering of the toughness in the transverse direction. This 

tendency that is fatal, especially in the tubes, can be reduced by cross-

rolling. The extension of rolling with the finisher within the region γ + α 

increases the ferritic grain refinement and the resistance 
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4.3.3 Controlled rolling advantages 
 

The role of controlled rolling is to introduce a high density of nucleation 

sites for α grains within the matrix γ during transformation by controlling 

the hot deformation and hence to sharpen the steel structure after 

transformation. The α nucleation sites to be considered are: i) the 

austenitic grain boundaries, ii) the germinate interface formed during 

deformation, and iii) the deformation bands. The main factor to control 

the structure of  γ during the rolling is the temperature. 

 

 

Figure 4.23 Evolution of controlled rolling.  R: Roughing mill; F: Finishing rolling.    

 

The conventional rolling (Fig. 4.23a), carried out without condition 

control, ends at 1050-900° C, according to the thickness of the plate. In 

the controlled rolling of Si-Mn steel, the recrystallized γ grains are refined 

in the final finals of the low T finisher: 950-800° C, where recrystallization 

can still take place. The refining of grains α is obtained in the 

transformation of fine grains γ (Fig. 4.23b). Further refinement of the 

transformed structure would still be possible by rolling within the non-

recrystallization range, but proximity to Ar3 does not produce any 

significant effects. The presence of Nb, in solution and in NbCN 

precipitates, delays both static and dynamic reconditioning and thus 

extends the non-recrystallization T range of about 100 ° C (Fig. 4.23c). 

Non-recrystallization T is commonly called "pancake" as the grains, not 

recrystallizing, form an elongated structure microstructure (Fig. 4.22). 

The α-ferritic grain nucleation sites are therefore the boundaries of (i) the 

austenitic γ grains elongated during the reduction in the non-

recrystallization range (Fig. 4.23), ii) the geminates iii) of the slides. The 
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"density" of these interfaces and their activity as nucleation sites of the 

phase α increase with rolling in the non-recrystallization range (Fig.4.23c 

and Fig.4.23d), in the latter one notices on the boundaries mentioned 

numerous nuclei of α grains. 

 

 
 

Figure 4.24 Grain α formation on slides and on the edge of the grain stretched. 
 

Elongated, non-recrystallized elongated grains with no sliding or twisted 

bands produce uneven homogeneous grains. Preliminary refinement of 

high T-recrystallized γ for controlled rolling or increasing total reduction 

in the non-recrystallization area is necessary to obtain a fine and uniform 

texture that gives good tensile strength. An improvement in the ductility 

of the crown is obtained with the last passes of the grout between 1000-

950 ° C. The finisher extension in α-γ range for steels with and without Nb 

increases resistance, delicate-duct transition temperature but lowers 

thickness-dependent properties such as Charpy's energy, especially in the 

transverse direction to the direction of rolling. The remarkable advantages 

obtained with controlled thermo-rolling are therefore the result of a 

synthesis between the composition of steels and the clever handling of 

process variables. However, it should be emphasized that: (i) the 

advantages described are rarely combined with the general increase in 

steel properties, plant productivity and costs; ii) process selection is often 

limited by the low flexibility of the plants; iii) transferability of the process 

from one plant to another is rarely possible for the diversity of control 

systems. 

 
4.3.4 Hot plastic strains 

 

When T elevates a metal, deforms it plastically, it slides due to increased 

density of displacements. Depending on the value of temperature and 

deformation velocity, the roughness is balanced by fading processes 

leading to annihilation and the organization of sublocal wall dislocations. 

In some metals, the screed completely balances the hardening, giving rise 
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to a steady state that can extend even for major deformations up to the 

fracture (Fig. 4.25). 

 

 

Figure 4.25 Strain behavior in function on temperature and strain rate 

 

In others the detection is less rapid and under certain conditions of 

temperature and deformation leads to the formation of high density 

dislocation areas that form the nuclei of the recrystallized grains. The 

phenomena occurring in the short contact time of the metal with the 

rolling rollers are called "dynamic", they will then have dynamic detection 

(DRV) and dynamic recrystallization (DRX), Fig. 4.25b. If, on the other 

hand, phenomena take place in the past, they are called "static"; they will 

then have static (SRV) and static recrystallization (SRX). The same figure 

shows the deformation trends in different temperature, T, and 

deformation velocities. As the T increases, the stress decreases as it 

increases with the deformation velocity. The evolution of the grain 

structure during hot deformation is shown in Figure 4.26. An austenitic 

stainless steel was chosen to verify the austenite behavior at room 

temperature. 
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Figure 4.26 Fe-32Ni-3C austenitic optical micrographs showing microstructure 
change with plastic strain at 1000° C, strain rate = 1.7x10-2s-1. a) as received: 
grains with linear boundaries and with gemstones inside b) ε = 0,08, before the 
peak of recrystallization, buzzing appear at the grain boundaries indicated by 
arrow; c) ε = 0,24 deformation just after the peak of recrystallization: small, 
recrystallized grains are noticed; d) ε = 0.40 steel is completed by recrystallization 
with an equilibrated grain structure (non-orientated). 

 
The deformation variables are correlated with each other in the following 

equation, known as Zener-Hollomon: 

 

Z= έ exp(Q/RT)    (4.52) 

 

where έ (s-1) is the deformation velocity, Q (joule per mole) the activation 

energy of the deformation process, which coincides with that of diffusion 

of Fe, R (joule per mole) is the universal constant of gas, and finally T (°K) 

the temperature of the deformation process. 

The behavior of DRX or DRV depends on the SFE (stacking fault energy) 

of the various metals. In those high-value SFE, e.g. ferritic steels, 

aluminum (180 erg/cm2), during hot deformation, whatever the speed is, 

the DRV occurs, fig. (4.25a). The material during deformation hinges up 

to a maximum of the tension and results in a steady stress value that is the 

function of T and έ. In low SFE metals, such as Cu (60 erg/cm2), 

austenite, the deformation curve has an upward and up to a maximum 

beyond which the metal softens by the effect of recrystallization, reaching 

a constant stress value which is a function of T and έ, Fig. 4.25b) e 

Fig.4.27.  
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Figure 4.27 Typical performance of a hot deformed metal that dynamically 
recrystallizes. The progressive increase of the dislocations (area of 
development), zone (I), leads to the beginning (~ 0.5-0.8 εp) of dynamic 
recrystallization propagating (zone II) throughout the piece until completion; εs, 
marks the beginning of stationary state (zone III). 

 

It is important to note that regeneration generally results in a decrease in 

the rate of reduction due to the reduction of the dislocation but does not 

alter the size and nature of the grain boundary. Over two types of 

recrystallization, the dynamic (which occurs during deformation) and the 

static (which occurs after deformation, e.g. in time between the passes) 

that are active during the hot deformation, also refers to "recrystallization 

metadynamic", MDRX, also known as post dynamic. It occurs when 

dynamically-generated nuclei fail to grow in the restricted time of 

dynamic recrystallization, they grow statically during time between the 

past. It is important to note that unlike SRX, MDRX does not require 

nucleation (which is a slow kinetic process); it essentially raises the nuclei 

produced by DRX, grain. During the hot deformation the stress reaches a 

maximum, decreases to εs and then stays constant (Fig. 4.27). The 

softening is due to dynamic recrystallization which is nucleated to a 

deformation of about 0.8 εp and propagates to the part of the rolling in 

contact with the rolling roll. Recrystallization cores, such as dislocated 

aggregates arranged in a "high angle boundary" and therefore moving, 

form within the unwracked areas and move in adjacent areas where the 

elastic tension is high, eliminating the displacements and then lowering 

the resistance. 

 In industrial practice rolling is performed for passing at different 

temperature and deformation rates. It is important to determine the effect 

of time between the passes on recrystallization, carbonitride precipitation, 

and the interaction between the two processes because the final 

microstructure and, consequently, the mechanical properties of the rolled 
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depend on it. Recrystallization and precipitation have quite different 

kinetics. Indeed, the start time of the recrystallization decreases almost 

linearly with the increase in T, while that of carbonitrile precipitation 

(case of Nb steels) has a minimum (10s) of about 930 ° C. This means that 

at high temperatures recrystallization is much faster than precipitation. 

The temperature and time intervals between the rolling passes vary 

according to the type of rolling mill and the product. Three types of 

systems are presented below, which change the conditions of rolling 

speeds and the times between passes. 

 

1. Reversible mill for thick flat products: έ varies from 1 to 30 s-1, 

time between the past: 8 to 10 s. The deformation velocities are 

relatively low and at 1000 ° C the dynamic and static 

recrystallization (in time between the pastures) precedes the 

precipitation, producing an equilateral grain structure whose 

magnitude tends to decrease by decreasing the T. Below 930 ° C 

begins precipitation that blocks recrystallization; the rolling leads 

to an elongation of the austenitic grains. 

2. Strip Mill: έ varies from 10 to 200 s-1, time between the pasts: 

from 0.4 to 4 s. The addition of Nb delayed the SRX leading to a 

deformation buildup. The times between the passes are not short 

enough to completely disregard both the precipitation of 

carbonitrile and SRX, nor are they long enough to allow complete 

precipitation and complete stopping of the SRX. In these cases, the 

composition of the steel is the determining factor for the definition 

of the mechanisms. Deformation accumulation in the early stages 

of rolling triggers the DRX that when it cannot complete itself as 

MDRX. The results of many researches have revealed that SRX 

kinetics is highly dependent on deformation but independent of έ; 

while the meta dynamic recrystallization, MDRX, is dependent on 

debris independent of debris. Moreover, the MDRX kinetics is 

faster (about one order of magnitude) than the SRX kinetics. This 

implies that over time the main softening mechanism is MDRX. 

3. Rolling mill for long products: έ varies from 10 to 10,000 s-1, time 

between the past varies from 0.05 to 1 s. The first stages of rolling 

with the blender have virtually the times between the passes equal 

to those of the previous case. In the finisher the speeds increase 

considerably. At temperatures around 900 ° C the precipitation, 

which requires at least 10 s, and the slow kinetic SRX does not 

occur, then only a buildup of deformation occurs. As a result, when 

the accumulated deformation reaches the critical threshold εc (Fig. 

4.27), DRX starts quickly followed by MDRX. 
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4.3.5 Rolling model 
 

Several studies have been carried out to predict the evolution of the 

austenitic grain size of carbon steels during hot rolling. 

Austenitic grain change in a rolling passage is determined by dynamic or 

static recrystallization and grain growth behavior during and after hot 

rolling and is formulated according to temperature, deformation velocity 

and initial size of grain wheat. Most studies refer to flat rolling with little 

research on other types of rolling such as rods. 

Recently, some scholars have presented three-dimensional analysis of the 

finite elements of microstructure evolution in hot rolling, coupled with 

experiments on a laboratory scale and on the basis of a microstructural 

evolutionary model. 

Considering the calculation time of this approach, which includes a large 

number of steps, complex mechanics, contour thermal conditions, a 

mathematical model that calculates passage by passing plastic 

deformation and temperature evolution in the material during rolling in a 

very short time ( less than a second) remains a tool that is still very useful 

and valid for the industry world. 

There is still a strong demand to develop a mathematical model in a 

simple, reliable way and a non-iterative calculation framework to obtain 

the thermo-mechanical parameters (strain, strain rate and temperature) 

associated with the rolling process. 

The reason is that these parameters are the key elements to predict the 

size of the austenitic grain during the rolling process. 

T.M. Maccagno, a famous metallurgist scholar, in his study on the size of 

austenitic grain at each rolling pass, passing from a round oval section 

(and vice versa), calculated deformations by simply multiplying a constant 

factor for the deformed area obtained by taking the natural logarithm of 

the fractional reduction ratio in the cross-section through the rolling 

passage, assuming empirically that deformation is a steady-state factor of 

1.7 the deformation due to the section reduction for roughing and 2.5 

times per the finish. Simply these factors represent the relationship 

between the nominal deformations and those that he defined redundant 

due to the simple change of profile. 

I. P. Kemp, another scholar, suggested that deformation for each rolling 

pass could be 1.5 to 2 times the deformed area in roughing and 2-3 times 

in later stages. 

Both the Maccagno and Kemp studies do not have a mathematical logic 

for the use of multiplicative factors and the modeling approach for other 

thermomechanical parameters (strain and temperature rates) that are 

critical to determining the behavior of recrystallization, is absent. 

Scientists Lenhert and Cuong proposed a model that calculated strain and 
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strain rate based on the hypothesis of a plane deformation state. The 

three-dimensional deformation zone has been divided into longitudinal 

strips of the same width in the direction of rolling and each strip is 

analyzed separately. However, the model has not been validated 

experimentally, but can only be applied if the shape of the cross-section at 

the output has been correctly calculated or predicted. 

Finally, an analytical model was designed to calculate strain and strain 

velocity for each passage of the rolling process. The validity of this model 

was verified by experimental observations of hot rolling of rods with 4 

consecutive passes. 

The evolution of the austenitic grain calculated from the analytical model 

during the passage between the rolls was compared to that obtained by the 

hot torsion test under similar conditions (strain, strain rate, temperature, 

time). 

 
 

4.3.5.1 Analytical model for strain and strain 
rate 

 

Deformation in a rolling pass is defined as the actual effective plastic 

strain at a given time. The strain rate will be defined later. The following 

two paragraphs will give you the prerequisites for calculating strain 𝜀 and 

strain rates 𝜀̇. 

To determine the strain and strain rate values at each passing, it is 

necessary first to provide the contour of the material leaving the mill, 

especially the area that has not been directly contacted with the rollers. An 

analytical, effective and non-iterative model has been developed for this to 

predict the cross-sectional exit of rollers for oval-round sections and vice 

versa. The advantage of this model is that it requires only geometric 

considerations. Figure 4.28 shows the expected section and that measured 

after 4 rolling pass. A 28 mm diameter bar was used to produce a 19 mm 

diameter. Small differences are noticed between the expected form and 

the measured one but it is still satisfactory. 
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Figure 4.28 – Sections comparison 

 

Since the shape of the cross section of the deformed part is not straight, 

there is difficulty in calculating deformation within a plane in Cartesian 

coordinates. To overcome this problem, an equivalent rectangular 

approximation method was developed that transforms the non-

rectangular section into rectangular. There are several ways to achieve this 

goal at the same cross-sectional area. The constant value of cross section 

area is a necessary but not sufficient requirement. Figure 4.29 describes 

the equivalent rectangular sections in 3 different ways: the maximum 

height method, the maximum width method, and the width / height ratio 

method. The differences between these 3 methods are already apparent 

from the names. 
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Figure 4.29 Methods of rectangular areas equivalent to the oval passage a) and 
the round b) where (α) the width/height ratio method, (β) the maximum width 
method and (γ) the method of the maximum height. 

 
 

 

 

Figure 4.30 Round Descriptive Diagram-Oval (Front View), Reff. It is the actual 
rolling radius. 
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In the case of the width/height method, the definition of width and height 

is arbitrary. So this method is to be discarded. The maximum height 

method is not acceptable from the point of view of the change in the shape 

of the workpiece during rolling and the method of calculating the passing 

speeds. 

When cross sections are approximated in rectangles, the maximum height 

method indirectly reflects the increment (or decrement) of the output 

piece due to the change in the size of the incoming part. Finally, the 

maximum width method can directly reflect this. In addition, the actual 

rolling radius required for the calculation of the passage velocity is 

calculated by the maximum width method. Consequently, the cross 

sections are approximate to rectangles using the maximum width method. 

Figure 4.30 shows an example of the maximum width method applied to 

the round-oval passage in which there is an oval-shaped round and oval 

section bar. Sections A, B, C are the sections that represent the three 

rolling steps. The equivalent rectangular approximation is described in 

Figure 4.30 and can be applied to other types of rolling such as oval-

round, oval-box and box-flat. 

 

4.3.5.2 Strain  
 

The deformation defined as the actual effective plastic strain at a given 

time and can be calculated by its transformed rectilinear shape. However, 

the calculation should include nonlinear variations of shape and 

elongation of deformed material. The hypotheses introduced to overcome 

this problem is the hypothesis of the deformation parallelepiped. 

According to this hypothesis a cube of material subjected to a load will 

become a rectangular prism and the angle of the sides remain orthogonal 

to those before the deformation. It should be noted that the calculation 

focuses on the total deformation of the workpiece. Elastic deformation 

components and neglected cutting edges, the incremental plastic 

deformation along each major axis can be assumed proportional: 

 

1 2 3 1 2 3: : : :             (1)d d d        (4.53) 

 

From  constant condition: 
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where  
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2 ln             (4)i pH H
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  
 

(4.56) 

   

 

4.3.5.3 Strain rate 
 

Equation 4.55 is a closed-loop solution for deformation based on the 

assumption of a uniform parallelepiped strain of the material. 

Equation 4.56 is valid under the assumption that the main deformations 

in the 3 axes are independent of each other. The positive sign is defined 

when the piece is in contraction. So the sign of ε2 is always positive 

because of the contraction along the y axis, while the sign of ε1 is negative 

due to the extension along the axis of the ascites. Equation 4.55 shows that 

if the ratio is negligible then the deformation in the workpiece may be 

approximated to a flat strain condition generally used in flat rolling. 

 

            (5)p p pt &                           (4.57)                                                                       

where tp⁡represents the time interval for section A to go through section C 

(Figure 4.30). Below, the average deformation velocity is called 

deformation velocity. The time interval can be expressed as 

 

60
 [s]              (6)
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            (4.58)  

                                                                              

where, 𝑅𝑒𝑓𝑓 ⁡, L and N are respectively the actual rolling radius, the actual 

contact length projected on the groove rolled by the workpiece and the 

number of revolutions at each pass. Actual radius is calculated by the 

maximum width method. The actual contact length is expressed by 
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4.3.6 Conclusions 
 

The study of controlled rolling on Mn and Micro alloyed steels has led to a 
number of worldwide researches that have resulted in high-grade steels. 
The heart of the research has led to the identification of a series of 
austenite preparations with the optimized structure to provide the γ-α 
transition with a high density of nucleation centers to obtain very fine and 
homogeneous ferritic granules. 

 

Figure 4.31 Synthesis of the purposes of thermo-rolling controlled 
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Chapter 5 

 
5. Process simulation & 

control system 
 

5.1 Introduction 
 

As already anticipated, the simulation is going to be split in three 

modules: 

 thermal module: a heat transfer finite element model is going to 

be developed to achieve the temperature field history followed 

when a specimen undergoes a thermal treatment. In order to 

have a proper calibration of the thermal model, experimental 

results will be exploited; 

 metallurgical module: once the thermal field is known, the main 

focus is going to be shifted towards the necessity to predict the 

metallurgical phases achieved during the process; 

 mechanical module: knowing the phases developed along the 

section of the reference specimen and the thermal history which 

lead to their formation, the main requirement will be prediction 

of mechanical properties achieved locally. 

 

The figure 5.1 depicts a general structure which the model must follow: 

thermal module must be the first step of the simulation in order to 

guarantee the temperature field history inside the treated part. Then the 

output of this first model will be the input for the metallurgical one 

which will be able to predict the phase developed. Finally a relationship 

between the microstructural evolution and the mechanical properties 

obtained will be provided by the mechanical module. 

 

Figure 5.1 Typical set-up among 3 modules which compose the model 

 



 

 

Chapter V– Process simulation & control system 

 
83 

 

5.2 Thermal model 
 

Assuming the processing material as isotropic and considering that there 

are no mass transport phenomena, the conservation of the thermal 

energy, according to the first law of thermodynamics and the Fourier 

model, writes as follows: 

 

    (5.1) 

where T is the temperature, t is the time, and c are, respectively, the 

temperature dependent material density and specific heat capacity, K is 

the thermal conductivity, and ugen is the internal heat generation rate. 

Rearranging Eq. (4), indicating as qn the thermal flow acting over the 

surface S characterized by the unit outward normal vector n, and taking 

into account the divergence theorem, one finally has: 

 

 (5.2) 

 

the latent heat due to solid phase transformations has been taken into 

account and included into the energy balance equation, using the 

following heat generation rate form: 

 

     (5.3) 

 

where ΔHi,j is the heat of transformation of the phase i formed during 

the time step j, at the temperature Tj; ΔFi,j is the volume fraction of the 

transformed i phase, relatively to the same time step, and Δti,j is duration 

of the time step j. 

 

5.2.1 FEM Model 

 

To create an independent tool from commercial software develop and in 

the aim to have a flexible system of control, it has been developed a 

dedicate FEM algorithm to calculate the thermal exchange in the process 

as follows. 

Given a four-sided element, the node coordinates, and the value of the 

corresponding temperature can be indicated with a column array 
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  (5.4) 

 

Within the element, the values of the coordinates and temperature of any 

internal point may be related to the value of the coordinates nodes 

through a forming function like: 

 

(5.5) 

 

where r and s are parameters between -1 and 1, varying which can be 

crossed all the element's internal space. A mapping was then established 

of the surface points of a square of 2 x 2 sides (with center of gravity on 

the origin of axes and natural coordinates) and an irregular quadrilateral 

with vertices of note coordinates (the node in global coordinates). 

The item's coordinates are then expressed as 

 

(5.6) 

 

Deriving the function 5.5, 

(5.7) 

 

which allows to calculate the temperature gradient within the element 

 

   (5.8) 

 

By calculating the derivatives of the global coordinate than the natural 

ones can get the Jacobian of the transformation between the coordinates 

 

 (5.9) 

Resolved as, 
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(5.10) 

 

and allows conversion from finite areas into global coordinates to those 

in natural coordinates. Also useful is the evaluation of the invasion of the 

Jacobian, to shift from the derivatives in natural coordinates to those in 

global coordinates. 

 

(5.11) 

 

The derivative of form functions 5.5 & 5.6 with respect to global 

coordinates is expressible through the following matrix, useful for 

evaluating the usages within the element 

  (5.12) 

 

Where, 

 
 

5.2.1.1 Definition of the weak solution matrices 

 

The calculation of the conductive stiffness matrix of the heat problem in 

form weak provides the following result 
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(5.13) 

 

having had the conductivity in the two dimensions as well 𝐾 = [
𝑘 0
0 𝑘

] 

Other volume integrals derived are the mass matrix  

 

(5.14) 

 

and the array of inside heat generation 

(5.15) 

 

Integrations to the edges of the item follow the following convention: 

 

 Top edge, S1  s=1 

 Left edge, S2  r=-1 

 Bottom edge, S3  s=-1 

 Right edge, S4  r=1 

 

where Si are the four edge of the quadrilateral with their respective 

values of one of the natural coordinates, which in the case of the edges is 

constant. The Jacobian edge has been calculated as follows 

  (5.16) 
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Resolved by, 

   

                (5.17) 

 

In addition, the form functions have been specialized on the four edges 

 

  (5.18) 

 

allowing a simpler calculation of the surface integral of the solution 

weak. The convective rigidity matrix is now computable as 

 

 (5.19) 

 

Convective array as 

 

(5.20) 

 

Heat flux array on the surfaces as 

 

  (5.21) 

 

All matrices together form the thermal problem with thread elements, 

expressible with the following matrix equation 
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 (5.22) 

 

to be solved by applying a typical numerical method such as the 'Method' 

Theta 'already known for its application to the finite differences, in its 

explicit variants, implicit or mixed. 

For the idRHa+ control software, an explicit method has been 

implemented, not unconditionally stable but useful in modeling 

conditions at the edge suddenly change over time, as it is not necessary 

reverse the stiffness matrices at each time step. It was therefore 

necessary reduce this dt step according to the size of the mesh, in 

quotient smaller elements require smaller time increments to avoid 

temperature fluctuations tend to swing in and out overflow of memory. 

 

5.2.1.2 Numerical Integrations 

 

Calculation of the resolving system matrices requires integration inside 

of the volume of the finite element and on the element surface. To do so, 

was chosen the Gauss 4-point integration method on the element two-

dimensional, with the advantage of having weights wij all unitary and 

calculating exactly grade 3 polynomials. 

 

(5.23) 

 

This is to evaluate the function on 4 points (xi; yi) of the domain. Having 

a mapping compared to the square of side 2 previously mentioned, 

integration becomes 

 

 

(5.24) 

 

taking care to evaluate the function g(r,s) in the four points given by 

𝑟𝑖 = ±
√3

3
 e 𝑠𝑖 = ±

√3

3
. 

 

5.2.2 Thermal exchange coefficient 

 

To complete the activity of thermal exchange evaluation, it’s needed to do 

the experimentation of heat exchange coefficients, carried out on flat 
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plate, for spray nozzles which are installed in the IdRHa system (Annex 2).  

Cooling tests have been performed on real rail specimens and on an 

austenitic plate, equipped with several thermocouples. The samples have 

been heated up to 900 °C and then have been cooled down to ambient 

temperature using different nozzles pressures. All trials have been 

modeled by a commercial finite element software and related HTCs have 

been obtained by inverse modeling techniques. 

 

 

Figure 5.2 Water diameter 

 

Air mist jet properties like water specific flows, droplet velocities and 

Souter mean diameter have been measured and a comprehensive HTC 

correlation as function of air and water pressures has been found in 

accordance to the following literature equation: 

  (5.25) 

 

The result of the job is a series of HTC curves in function of surface 

temperature of the plate, for different operating pressures a 3, 4 and 5 bar 

air and various water pressure points within the regime of mixed 

operation of the atomizer nozzle. These all curves have a shape sigmoidal 

type that can be accurately approximated by a relationship 

   (5.26) 

The sigmoid parameters a, b, t0 and y0 were evaluated for each pair of air-

water pressures by means of non-linear regression techniques. The 

parameter y0 equals the exchange rate at high operating temperatures; 𝑇0 

indicates the temperature at which the zone of increase of the power of the 

spray; b is a slope gradient index for temperatures around 𝑇0; to is the 

coefficient of heat exchange at 0°C. Parameter values of the sigmoid were 



 

 

Chapter V– Process simulation & control system 

 
90 

 

compared for each group of air pressures by trying to bind them to the 

properties of the spray; with a unclear proportionality report established, 

it has been linked these parameters at the single water flow by means of 

polynomials of grade 3. Therefore direct linkages with 𝑃𝑊 water pressure, 

diameter of drop 𝐷32 and drop speed v. It’s recognized that 𝐷32 and v are 

in effect on thermal exchange properties,  but it was not possible to get 

one report that using such quantities would allow them to get the 

coefficients of experimental exchange with acceptable approximation. 

 

Table 5.1 Polynomial regression of HTC sigmoid 

 

5.3 Metallurgical model 

 
The cooling curves are the graphical representation of the cooling law, that 

is, the temperature variations in time, of the steel considered, from the 

beginning of the cooling to the end of the operation. 

For this purpose there are TTT (temperature, time, transformation) and 

TRC (continuous cooling transformation), also called CCTs (Continuous 

Cooling Transformation), depending from the process type both of which 

are essential for predicting the structural transformations occurring 

during the heat treatment of the steel. Of course, any type of steel, with 

respect to its chemical composition and the magnitude of its austenitic 

grain, has specific experimental transformation curves that allow to 

determine which temperature, type and speed of cooling should be chosen 

to obtain certain structures final and therefore certain mechanical 

characteristics. 
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The TTT curves are obtained practically in the following way: the subtle 

samples, after austenitization, are immersed in saline or leaded baths 

carried and fixed at a certain temperature. After being in such conditions 

for a certain time, varying from a few seconds to many hours, the samples 

are cooled in water; after the isothermal maintenance, with fast cooling, 

the austenite can be transformed into martensite (easily distinguishable 

from the structure produced at the temperature of the baths). It is thus 

possible to know by means of metallographic examinations and X-ray 

diffraction methods the percentage of structure that has been transformed 

for a certain permanence at a certain temperature and the nature of this 

structure. It should be noted that the start and end ferrite transformation 

curves tend to be asymptotically to the horizontal corresponding to the 

temperature A3, while those of the pearlitic transformation tend to 

temperature A1, these two temperatures coincide with eutectic steels. The 

position and shape of all the lines are deeply modified as well as carbon 

content, even by the presence of special elements. The influence of these 

elements is generally manifested with a more or less accentuated shift of 

the curves to the right (with the exception of cobalt only), as well as with a 

modification of the shape of them, very variable from case to case. The 

curves of isothermal transformations but also those of anisoterms do not 

depend solely on the chemical composition of steel; the temperature and 

the austenitization time, which affect the size of the austenitic grain, 

change the positions of the beginning and end curves; an increase in 

austenitic grain. Instead, if steel is subjected to deformation leading to 

austenitic grain refinement, the curves move to the left as it increases the 

density of grain edges that represent preferred sites for nucleation of 

ferrite. 

In a non-constant cooling process in terms of: 

 Interrupt cooling process with HTC (heat transfer coefficient) 

changing during cooling phase depending from pressure utilized 

 process conditions with zone of material reheating  

 

the Anisoterm curves of Austenite or CCT curves doesn’t adapt with 

correct accuracy to these behavior; so in this case the TTT curves, typically 

used for steel maintained at constant temperature, are adopted with the 

modification of Scheil laws that permit to adapt these curves to the 

continuous and changing cooling process in terms of speed, time and 

efficiency.  

Figure 5.3 shows the symbolic diagram which shows: 

 on the abscissa axis, the values of the logarithmic decimal scale for 

convenience of representation; 

 on the axis of the ordered the temperature values in °C 
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Figure 5.3 – TTT diagram 

 

This diagram permit to design a set of thermal cooling curves  in the semi 

logarithmic coordinate system logarithmic: decimals of time/temperature 

diagram, which defines, for each continuous cooling temperature, the 

temperatures at which it begins and end of the austenite transformations. 

it can be stated that: 

 the austenitized steel is cooled rapidly to room temperature, so 

that the cooling curve does not intersect either the bainitic or 

pearlitic transformation zone, the austenite remains stable until 

the temperature Ms begins progressively to transform into 

martensite; at the Mf temperature the transformation is practically 

completed (with any traces of residual austenite, that is, 

untransformed austenite, which is at room temperature); 

 If austenitized steel at the temperature is moderately cooled so 

that the cooling curve crosses the transformation fields, the 

austenite transforms into the typical aggregates of the crossed 

region: bainite, ferrite, ferrite + cementite; 

 

The role of controlled rolling is to introduce a high density of nucleation 

sites for grains 𝛼 within the matrix 𝛾 during transformation. The 𝛼 

nucleation sites to be considered are mainly the austenitic grain 

boundaries; therefore nucleation sites increase as the grain edges increase 

and the transformation takes place at lower times, resulting in a shift in 

the left-hand side of the cooling curves of the same chemical composition 

of the steel. One of the dilemmas that you face: but how and how do these 

curves move according to the average diameter of austenitic grain? 

Through the JMatPro software (see appendix 3), it was possible to 

calculate the position and shape of the curves from the chemical 

composition of the steel, the austenitization temperature and the time to 

stay at that temperature. The last two, in particular, as mentioned above, 
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are necessary for the software to be able to calculate the diameter of the 

austenitic grain (𝑑𝛾) starting parameter, which influences the movement 

of the curves: an increase in the size of the austenitic grain causes the 

displacement of the austenitic wheat curves to the right or higher times as 

it slows the conversion of austenite to other phases such as ferrite that 

require nucleation and growth times. To calculate the curve displacement 

law according to the austenitic grain diameter, we went to simulate the 

starting and ending curves of the same steel with different austenitic 

diameters as shown in Figure 5.4 an example of TTT curves with two 

different diameters. At this point we went to calculate the time needed to 

reach the ferrite start curves, perlite start (which coincides with ferrite 

end), perlite end, start bainite and end bainite. An example of the values 

obtained for nose times in the TTT curves of the U71Mn steel at different 

diameters is given in Table 

 

d austenitic 
(mm) 

Ferrite start Perlite start Bainite start Perlite end 

10 0.8 5.2 0.2 70.6 

20 1.6 10.4 0.4 141.1 

40 3.2 20.7 0.8 282.2 

60 4.7 31.1 1.2 423.3 

80 6.3 41.5 1.6 564.4 

100 7.9 51.8 2.0 705.5 

120 9.5 62.2 2.4 864.6 

140 11.0 72.6 2.7 987.7 

160 12.6 82.9 3.1 1128.8 

180 14.2 93.3 3.5 1269.9 

200 15.8 103.7 3.9 1411.0 

 

Table 5.2. Transformation time 

 

By normalizing the times of the noses with respect to a value, for example 

in this case compared to the time obtained at 10 mm, as shown in Table 

5.3, the normalized data are identical except for a minimal negligible 

deviation of the bainite start (due to difficulty in detecting the position 

and time of bainitic nose). 

 

d austenitic 

(m) 

dx/d10 Ferrite 
start 

Perlite 
start 

Bainite 
start 

Perlite end 

10 1 1.0 1.0 1.0 1.0 

20 2 2.0 2.0 2.0 2.0 

40 4 4.0 4.0 3.9 4.0 

60 6 6.0 6.0 5.9 6.0 
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80 8 8.0 8.0 7.8 8.0 

100 10 10.0 10.0 9.8 10.0 

120 12 12.0 12.0 11.8 12.3 

140 14 14.0 14.0 13.7 14.0 

160 16 16.0 16.0 15.7 16.0 

180 18 18.0 18.0 17.6 18.0 

200 20 20.0 20.0 19.6 20.0 

 

Table 5.3. Transformation time normalized on 10 micron 

 

For TTT curves it has been noted that their displacement is a linear 

function of the average grain size. Considering a TTT curve associated 

with a particular value of dγ, it is possible from it to get all the others by 

multiplying the values in abscissa, the times, for a factor of the type 
𝑑𝑥

𝑑𝑘𝑛𝑜𝑤𝑛
 

where dx is the new average diameter of the austenitic grain and so is the 

reference diameter to which the curves (master curves) have been 

calculated. The variation of the average diameter of austenitic grain in 

TTT therefore does not cause displacements along the vertical (along the 

temperature axis) as can be seen from the graph of Figure 2 obtained by 

simulating two hypothetical austenitic grain diameters with the JMatPro 

software. 

This has led to a more general linear formula (see Figure 5.4) that allows 

to determine the time shift of the TTT and CCT curves relative to the 

average diameter of the austenitic: 

 

𝑡𝑥= (
𝑑𝑥

𝑑𝑘𝑛𝑜𝑤𝑛
) ∙ 𝑡𝑘𝑛𝑜𝑤𝑛     (5.27) 

 

dove 𝑡𝑥  where is the time we want to calculate a generic curve referring to 

an average diameter of the grain 𝑑𝑥, whereas 𝑡𝑘𝑛𝑜𝑤𝑛   is the time of a 

known curve referring to the average diameter of the austenitic grain 

𝑑𝑘𝑛𝑜𝑤𝑛   (master curve).⁡ 
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Figure 5.4 – Moving curves from 1 to 100 micron 

 
The same procedure has been verified on several steels ranging from 

hypoeutectoid to hypereutectoid, giving the same result. 

This relationship thus proved to be valid in the same way for TTT curves: 

having a known cooling curve referring to a certain diameter of the 

austenitic grain of any steel (also taken from the Handbooks), it is able to 

trace all the curves of that material for any other magnitude of the 

austenitic starting grain. 

 

 

Figure 5.5 – Diagram of normalized values trend linear. 

 
 

Spostamento curve TTT AISI 1020 da 1 a 100 micron

0

100

200

300

400

500

600

700

800

900

0.01 0.1 1 10 100 1000 10000 100000

TEMPO [s]

T
E

M
P

E
R

A
T

U
R

A
 [

°C
]

Ferrite start 1

Perlite start 1

Bainite start 1

Perlite end 1

Bainite end 1

Ferrite start 100

Perlite start 100

Bainite start 100

Perlite end 100

Bainite end 100

t/tmaster= 1dg/dnoto + 0.0

R
2
=1

0

5

10

15

20

25

0 5 10 15 20 25

dg/dnoto 

t/
t m

a
s
te

r

𝒅_𝜸/𝒅_𝒌𝒏𝒐𝒘𝒏⁡⁡⁡⁡⁡   

𝑡

𝑡𝑚𝑎𝑠𝑡𝑒𝑟
=

1𝑑𝛾

𝑑𝑘𝑛𝑜𝑤𝑛
⁡⁡⁡⁡𝑅2 = 1   



 

 

Chapter V– Process simulation & control system 

 
96 

 

 

Figura 5.6 – Spostamento della perlite start in funzione del diametro del grano 

austenitico dell’acciaio AISI 1020. 

 

 
 

5.3.1 Calculation of critical temperature 

 
The equilibrium structures of the iron-carbon alloys are represented in the 

relevant state diagram. In particular, pure iron is polymorphic, i.e. may be 

present in various forms of the crystalline lattice. From the carbon iron 

diagram it is possible to distinguish: 

 iron 𝛼 with cubic network centered body, stable up to 912° C and 

magnetic up to 770° C (Curie point); 

 iron 𝛾 with cubic network centered faces, stable between 912° C 

and 1394° C; 

 iron 𝛿 with cubic network centered body, stable between 1394° C 

and iron fusion temperature (1538° C). 

 

The critical temperatures of the iron-carbon diagram are defined as the 

temperatures at which such polymorphic transformations take place. In 

addition, when dealing with problems related to the solidification and 

cooling of iron-carbon alloys, it can be discussed in terms of phases or in 

terms of structural constituents. Therefore, the main critical points are 

defined as follows: 

 A1, austenite equilibrium temperature-perlite; austenite forms to 
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heat up or breaks down to cool, forming ferritic + cementite 

eutectoids; 

 Ac1, the temperature at which the austenite begins to form in the 

heating conditions; 

 Ac3, temperature at which ferrite - austenite transformation is 

complete in heating conditions; 

 Acm, austenite - cementitious equilibrium temperature in the case 

of hypereutectic steels, above which the austenite is stable and 

below which cementitious progressively appears 

 

A typical TTT diagram contains the following elements: the temperature 

𝐴𝑒3 below which the formation of ferrite becomes thermodynamically 

possible, the 𝐵𝑠 temperature or the start bainitic transformation, 𝑀𝑠 

temperature or martensitic transformation start, a set of nose curves 

describing the trend of diffuse transformations (ferrite, perlite), a set of 

nose curves describing the trend of the transformation no diffusive 

(bainite). Most of the transformations are the result of simultaneous 

nucleation processes and growth. 

 

Figure 5.7 Nucleation models 

 

Finally, the temperature Ms (martensitic processing start temperature) is 

characteristic for each steel and varies with its chemical composition. It 

generally decreases with the increase in carbon content, but also varies 

depending on the concentration of some alloy elements. 

Numerous models are available in literature that allow you to calculate 

critical temperatures for a steel. Most of these models, however, consider 

only the chemical composition of the material, but reasonable reasoning. 

Below are some of these models for calculating critical temperatures, 

especially for A1 and A3 in addition to Ms and M95. 
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  Ac1          
Ac1 741.5 731.4 738.8   737.2      

 [1] [2] [4]   average       
  Ac3   Ac3   Ar3    

Ac3 826.5 843.9 835.9 827.3 815.7 833.4 811.6 813.9 809.5 829.8  
 [2] [3] [4] [6] [16] average  [10]* [16] [17]   

            
Ms 444.9 436.8 412.2 407.4 431.2 413.5 445.3 434.9 409.3 421.6 425.5 

 [7] [8] [9] [11] [12] [13] [14] [15]  [15]  [1] [15]+[1] 
            

Mf 244.9 236.8 212.2 207.4 231.2 213.5 245.3 234.9 209.3 221.6  
            
Bs 706.0  Bf 682.0  Tnr 930.0     

 

A1[°C]= 723-10.7%Mn- 6.9%Ni+29.1%Si+16.9%Cr+6.38%W 

+290%As 
 

Ac3[°C]= 910-203(%C)1/2-15.2%Ni+ 44.7%Si+ 104%V+ 

31.5%Mo+ 13.1%W-30%Mn-11%Cr-
20%Cu+700%P+120%As 

 

Ar3[°C]= 910-273%C-74%Mn-57%Si-16%Cr-9%Mo-5%Cu 

 
Ms[°C]= 529.5-371.5%C-50.2%Mn-18.85%Ni-8%Si-

21.05%Cr-3.75%Mo-2.5%Cu 
 
M95[°C]= 349.5-371.5%C-50.2%Mn-18.85%Ni-8%Si-

21.05%Cr-3.75%Mo-2.5%Cu 
 

Tnr[°C]= 887+464%C+6445%Nb-644%Nb1/2 +732%V – 

230V1/2 + 890%Ti+363%Al-357%Si 
 
  

5.3.2 Grain growth during “Preheat” phase 

 
The average grain size is one of the main factors contributing to 

determining the mechanical properties of a material. It may vary over 

time and depends in turn on many other factors such as strains and 

stresses, process temperature, and permanence time. 

In the rolling process, which is the subject of our study, the average 

diameter of grain d varies throughout the process. 

The theoretical-experimental rolling model adopted and subsequently 

validated describes the diameter of each step by means of mathematical 

equations but the missing one is the starting diameter or its value at the 
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end of the pre-heating phase and the beginning of the past of roughness. 

In fact, the first stage of experimental testing requires a grain growth 

model or a correlation between the average grain size and the temperature 

and dwell time values to which the steel is subject. It is necessary to find a 

mathematical law experimentally describing the trend of the average 

dimension according to its two parameters. 

For this purpose, each of the steels under consideration is experimentally 

subjected to different thermal tests by means of samples, each of which is 

characterized in turn by a given temperature and by a given time of 

permanence. The generic thermal test consists of preheating the oven at a 

pre-set temperature which, once reached, opens and inserts into it 

samples of a given type of steel. These same samples, at predetermined 

time intervals, are then extracted and cooled abruptly in water (hardened) 

in order to instantly freeze their structure and prevent any change in 

average diameter of austenitic grain. 

Testing involves the initial selection of temperature values in this case of 

900, 1000, 1100 and 1200° C and the selected dwell time as 16 min, 1h 

and 2h. By combining the time and temperature parameters chosen for 

each type of steel, it is necessary to perform twelve thermal treatments 

and use, accordingly, twelve specific samples. 

The steels utilized in the study and in the construction model are:  

 U75V 

 U71Mn 

 Ф76 

 

5.3.3 Experimental results 

 

After heat treatment, the specimens were embedded, mirror polished and 

subsequently chemically attached with acid solution; 2 chemical attacks 

were used nital 4 (4% nitric acid solution in ethyl alcohol) and picral 4 

(ethyl alcohol solution with 4g picric acid). After the chemical attack he 

went to observation at the optical microscope (Figures 5.8, 5.9 and 5.10).  
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a)  900°C, 16 min 

 

b)  900°C, 1 h 

 

c)  900°C, 2 h 

 

d) 1000°C, 16 min 

 

e) 1000°C, 1h 

 

f) 1000°C, 2h 

 

g) 1100°C, 16 min 

 

h) 1100°C, 1h 
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i) 1100°C, 2h 

Figure 5.8 – micrographs U75V after 
heat treatment 

 

a)  900°C, 16 min 

 

b)  900°C, 1 h 

 

c)  900°C, 2 h 

 

d) 1000°C, 16 min 

 

e) 1000°C, 1h 

 

f) 1000°C, 2h 
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g) 1100°C, 16 min 

 
h) 1100°C, 1h 

 
i) 1100°C, 2h 

 
Figure 5.9 – micrographs U71Mn 

after heat treatment  

 

a)  900°C, 16 min 

 

b)  900°C, 1 h 

 

c)  900°C, 2 h 

 

d) 1000°C, 16 min 
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e) 1000°C, 1h 

 

f) 1000°C, 2h 

 

g) 1100°C, 16 min 

 

h) 1100°C, 1h 

 

i) 1100°C, 2h 

 

Figure 5.10 – micrographs Ф76 after 
heat treatment  

 

 

The average diameter of the initial austenitic grain, also known as PAG 

(Primary Austenite Grain), was calculated by combining the results 

obtained through the intercept method and those obtained by digital 

image analysis using the Image-Pro Plus software suitable for that use. 

 

  U75V U71Mn Ф76 

900_16min 22.8 13.0 15.2 

900_1h 32.5 13.6 17.8 

900_2h 33.3 17.3 22.1 

1000_16min 27.7 14.5 25.8 

1000_1h 47.9 15.5 35.7 



 

 

Chapter V– Process simulation & control system 

 
104 

 

1000_2h 70.0 23.4 55.5 

1100_16min 67.6 135.1 85.1 

1100_1h 117.4 180.7 124.5 

1100_2h 170.0 183.0 165.3 

1200_16min 177.5 220.0 203.5 

1200_1h 260.0 300.0 274.9 

1200_2h 295.9 330.0 338.1 

 

Table 5.4. Experimental average austenitic grain size expressed  in µm 

 
The histogram shown in Figure 5.11 depicts the trend of the average 

diameter of the grain (𝜇𝑚) according to the type of steel tested and the 

temperature and dwell time associated with it. 

 

Figure 5.11 Comparison graph between calculation grain size method 

 

Also in the histogram is the trend of the average diameter extracted from 

the J.MatPro software conceived as a database to predict the cooling 

properties and curves of steels in function of their chemical composition. 

How easy is to note the J.MatPro software overestimates the values 

actually obtained from experimental tests using the following 

mathematical model that has been able to extrapolate: 

 

* ( * )d A EXP B Cg                                      (5.28) 

 
where: 

 A = 0.001444 

 B = 0.000363 

 C= T(K) x {D+ log[t(s)]}  

 D=20 
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From the comparison of the mathematical model extracted from the 

program with the actual data obtained, a new mathematical model was 

deduced more precisely and closer to the average representation made by 

the curve superimposed on the histogram: 

 

'* ( '* ')d A EXP B Cg                                         (5.29) 

 
where: 

 A’= 0.00055641 

 B’= 0.00048097 

 C’= T(K) x {D’+ log[t(s)]}  

 D’ = 15 

 
It should be noted that up to 1000 ° C the Ancona model slightly 

overestimates the austenitic diameter of AISI 1020 steel, this probably due 

to the presence of vanadium in the chemical composition of carbon-N 

forming up to about 1000° C as can be seen in Figure 5.12. 

. 

 

 

Figure 5.12 Effect of micro alloyed on grain size during heating 
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5.3.1 JMAK model review 

 

The metallurgical model adopted in the tool is based on kinetics 

nucleation and growth as formulated by Johnson-Mehl-Avrami-

Kolmogorov, also called JMAK, according to which the fraction of 

Austenite transformed in the product according to time and under 

isothermal conditions it is expressed by the following formula: 

 

𝐹 = 1 − 𝑒−𝑘𝑡
𝑛
   (5.30) 

 

where parameter n expresses the rate of growth, i.e. the rate of advance 

of transformation, while parameter k indicates the nucleation rate and 

thus the speed of commencement of transformation. These sizes are 

generally temperature functions T, although often in literature n is 

considered constant for the date type of phase formed, whether it is 

Ferrite, Perlite or Bainite (provided that the kinetics is nucleation and 

growth). In modeling we have adopted a structured k 

 

𝑘 = 𝑃1𝑒
−|

𝑇−𝑃2
𝑃3

|
𝑃4

    (5.31) 

 

where P1 is the maximum value of k; P2 is the nose temperature of the 

transformation; P3 is the width of the function k and P4 is a 

representative parameter of the activity of k function. The n function 

adopted, for those materials where it was necessary to introduce 

dependence on temperature by TTT curves, is as follows: structured: 

 

𝑛 = ∑ 𝑛𝑖(𝑇 − 𝑃2)
𝑖𝑝

𝑖=0 ⁡   (5.32) 

𝑝 = 𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙⁡𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 

 

 

Table 5.5 Coefficient table of k e n in the JMAK model 

Through the two parameters previously mentioned, it is possible to 

calculate the TTT curves of the material in question, by means of the 

following reverse formula: 

𝜏𝐹 = [−
𝑙𝑛(1−𝐹)

𝑘
]

1

𝑛
    (5.33) 
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through which, on the chosen temperature, it is sufficient to insert the 

initial and final fraction transformed F = 0.01 and F = 0.99 to obtain 

respectively start time and transformation time 1% and 99%. Obviously, 

for fractions intermediate transforms, such as 25%, 50%, 75%, etc. . . you 

can calculate the corresponding transformation times.  

Through optimization techniques it was possible to evaluate the 

parameters of k and n that allowed to approximate at best the TTT curves 

of the individual rail materials (U75V, U71Mn, 76). 

The transition from the isotope transformation model JMAK to a 

formulation Anisoterm has been implemented through the principle of 

additivity. In particular, for each small time increase dt the parameters 

were calculated n (T) and k (T) and on the basis of the residual austenite 

fraction Does the preceding instant t the corresponding equivalent feed 

time was calculated transformations at the relative temperature and for 

the time instant t+dt. 

𝜏𝑒𝑞 =⁡𝜏𝐹𝑎 + 𝑑𝑡    (5.34) 

Subsequently, the fraction of Austenite transformed into time t + dt has 

been calculated applying 𝜏𝐹𝑎  to the JMAK formula and the corresponding 

heat of transformation released was estimated multiplying the fraction of 

Austenite transformed for the total latent transformation heat of the 

single phase formed. Martensite's formation, although being avoided, has 

been molded converting residual Austenite in proportion to the 

temperature value reached below Martensite Start MS and terminating 

transformations to achieving Martensite Finish MF.  

Through calorimetric tests performed these are the results for enthalpy 

values: 

 U75V: 74 kJ/kg for Pearlite-Bainite; 81.2 kJ/kg for Martensite 

 U71Mn:77.2 kJ/kg for Pearlite-Bainite; 83.35 kJ/kg for Martensite 

 Ф76: as for U75V 

 

5.3.2 Phase change model 

Nucleation and growth processes of diffusive, as well as displaced 

transformations have been modeled according to the Scheil's Additivity 

Rule, using a fictitious time procedure. The Yu parabolic model has been 

adopted to handle the diffusionless austenite-martensite decomposition. 

The forced cooling leads to austenite decomposition into martensite, 

pearlite, bainite, ferrite, and iron carbide, whose formation is strongly 

influenced by the chemical composition of the steel and the local cooling 

rate. 

 



 

 

Chapter V– Process simulation & control system 

 
108 

 

Solid phase changes are characterized by nucleation and growth 

processes, the former defined by the time needed to obtain a detectable 

volume fraction of the product phase, the latter characterized by the 

progressive decomposition of the parent phase into the product phase. It 

is generally accepted that some phase transformations, such as the 

austenite decomposition into ferrite, pearlite, or bainite, and vice versa, 

are diffusion controlled, temperature and time dependent and are strongly 

influenced by the nucleation and growth mechanisms. The austenite 

decomposition into martensite, and vice versa, are characterized by 

negligible nucleation time and diffusionless growth mechanisms, resulting 

in being very fast and, with optimal approximation, only temperature 

dependent. The Isothermal Transformation (IT) diagrams, should be 

correctly interpreted as being composed of at least two separate and 

partially overlapped C curves, describing, respectively, diffusional 

transformations (austenite-equiaxed ferrite and austenite-pearlite on 

cooling) and displaced transformations (austenite_Widmanstätten ferrite 

and austenite_bainite on cooling), characterized, therefore, by specific 

nucleation and growth processes. In isothermal conditions, the amount of 

the product phase, formed according the diffusional or displaced phase 

changes, can be evaluated according to the JMAK model, as follows: 

  (5.35) 

where Fi is the volume fraction of the product phase i, t is the time elapsed 

since the transformation beginning, i.e. after the nucleation process, a and 

n are material parameters, dependent on the isothermal temperature and 

the forming phase. The diffusional coefficient a and the transformation 

exponent n can be evaluated by the IT diagram of the considered material, 

taking into account the time  and , needed for the conversion, in 

isothermal conditions, of detectable start and finish volume fractions, 

indicated, respectively, as Fs and Ff , of the forming phase, as follows: 

 (5.36) 

where the subscripts s and f refer to the starting and finishing conditions 

of the phase change. In the present investigation 

Fs and Ff have been assumed, respectively, as 0.01 and 0.99. 

The temperature-time curves have been discretized into a series of 

isothermal steps; on each step of the microstructural model the volume 

fraction of product phase is calculated using isothermal kinetics and the 

Additivity Rule. 

According to the modified JMAK model, for each time step j, 

corresponding to the temperature Tj, the cumulative volume fraction of 
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the specific i phase, indicated as Fi;j-1, transformed up to the last time 

step j-1; results in a fictitious time tj,fict, which represent the time needed, 

at the temperature Tj, to obtain the same amount of cumulative 

transformed phase. Some manipulations of Eq. (7), allow one to evaluate 

the fictitious time tj,fict, as follows: 

   (5.37) 

As a consequence, the total permanence time tj at the temperature Tj can 

be written as the sum of the fictitious time tj,fict and the duration tj of the 

time step j, as follows: 

  (5.38) 

while the amount of the product phase at the end of the considered time 

step j, assuming the aforesaid meaning for the subscripts i and j, writes: 

   (5.39) 

It should also be considered, moreover, that the JMAK model, in the form 

described by eq. 5.39 is valid only to analyze the decomposition of the 

parent phase into a single product phase, which is not the general case of 

continuous cooling relative to the conventional quenching process. 

Indeed, as the local temperature decreases, different phases can nucleate 

and grow at specific locations of the parent phase grains, but only the new 

product phase formed into the untransformed parent phase should be 

considered. To handle this aspect, the following procedure has been 

applied: for each time step j of the microstructure model, the existing 

volume fraction Fi,j-1 of the potential forming phase i has been divided by 

the sum of the volume fraction Fp,j-1  of the parent phase p and the existing 

volume fraction Fi,j-1 is as follows: 

    (5.40) 

The volume fraction Fi has been adjourned according to eq. 5.39, and 

finally the volume fraction of the i phase Fi,j, transformed at the end of 

time step j is provided by: 

   (5.41) 

Scheil's Additivity Rule has also been adopted to take into account the 

nucleation stage. It is assumed that, for each time step j, the time _tj, 

spent at temperature tj, divided by the incubation time at that 

temperature, 𝜏𝑠(𝑇𝑗), is a fraction of the total nucleation time required. As a 
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consequence, the transformation begins when the following condition is 

satisfied: 

    (5.42) 

n being the present time step. The above procedure has been applied to 

consider nucleation and growth processes of diffusional and displaced 

transformations, in each node of the finite element model, between the 

temperature Ar3, which represents the starting temperature for the 

incubation of the austenite_pearlite transformation on cooling and the 

temperature martensite start, up to a complete conversion.  

Austenite conversion into martensite, during the cooling stage, is a 

diffusionless transformation, characterized by a negligible nucleation 

time. As a consequence, it can be assumed that the amount of the formed 

martensite is not time or temperature history dependent but only 

temperature dependent. Several approaches have been proposed in the 

literature to model the diffusionless transformation, using opportune 

techniques to model the irreversibility of the martensite transformation, 

in particular, the empirical Koistinen-Marburger model has been widely 

used. However, it has been evidenced that the simple form of the 

Koistinen-Marburger model, is not capable of handling the complete 

austenite-martensite decomposition in the temperature range defined 

between the start and finish transformation temperatures. 

In this paper the Yu model has been implemented to consider 

diffusionless transformations: the austenite-martensite phase change is 

described, on cooling, by a parabolic law defined between the 

temperatures Ms and Mf , where subscripts s and f refer to the 

transformation start and finish; as a consequence the total decomposition 

of austenite into martensite can be achieved if the final temperature is less 

than Mf . To model the irreversibility of the martensite transformation, it 

is assumed that, at the end of each microstructural time step, the total 

martensite fraction is equal to the maximum volume fraction evaluated at 

the present and the previous time steps. In this way the reduction of the 

transformed martensite fraction due to an eventual temperature increase, 

related to the phase change latent heat, has been avoided. The 

implemented algorithm finally writes: 

  (5.43) 

To optimize the solution routine, reducing computational time, the 

thermal and phase change models have been decoupled, and a different 

time step, for each model, has been adopted. To improve accuracy, a 
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relatively finer time step has been used for the microstructure model. 

Each thermal step is divided into several microstructure steps, assuming a 

linear temperature variation inside the thermal step, and for each 

microstructure step the mean temperature has been evaluated and used to 

evaluate the transformed volume fractions and phase change enthalpies, 

according to the above procedure. The volume fractions and phase change 

enthalpies, at the end of each thermal step are obtained as the sum of the 

contributions due to all microstructure steps. The cumulative heat 

generation rate due to the evaluated phase transitions is then used as 

additional internal heat source in the successive thermal steps. 

 

5.3.3 Properties of materials 

There are few methods to measure phase transformations, among them 

the most popular is the dilatometry, the measurement of the variation of 

the length of the specimens as a function of time and temperature. Steels 

exhibit a significant volume variation during cooling or cooling heating 

due to thermal expansion and phase transformations. The dilatometry is 

used to determine the start and end temperatures of the transformations 

in the steels. 

The following practice is applicable to the determination of steel phase 

transformation behavior under isothermal conditions. This practice covers 

the determination of hypoeutectoid steel phase transformation behavior 

by using high-speed dilatometry techniques for measuring linear 

dimensional change as a function of time and temperature, and reporting 

the results as linear strain in either a numerical or graphical format. This 

is applicable to high-speed dilatometry equipment capable of 

programmable thermal profiles and with digital data storage and output 

capability. 

This practice is used to provide steel phase transformation data required 

for use in numerical models for the prediction of microstructure 

evolutions during heat treatment. 

At each instant the variation of sample length is defined as 𝜀⁡ = ⁡ (𝐿 −

𝐿0)/𝐿0 with 𝐿0 and 𝐿 that are the sample length at the reference 

temperature and temperature T. It consists of three parts: the dimensional 

variation of the phases due to the temperature: 

    (5.44) 

with 𝑓𝑖(𝑡) representing the volumetric fraction of phase i at time t and 𝛥𝑇 

the change of temperature in a time interval, 𝑘𝑖⁡is the thermal expansion 
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coefficient of phase i; the variation dimensional due to the variation in the 

carbon content of the phases: 

    (5.45) 

with 𝑘𝑖𝐶  which indicates the solute expansion coefficient and 𝛥𝐶𝑖 changes 

the content of carbon phase i in a time interval; and the dimensional 

variation due to the transformation phase: 

  (5.46) 

with 𝑘𝑇𝑟𝑎𝑛𝑠 Transformation phase coefficient of phase 𝛾 → 𝑖(+𝑗) 

We include the interpolating formulas used in the software to evaluate the 

thermo-mechanical properties of steel for railways, expressed wherever 

necessary depending on the metallurgical phase formed.  

These formulas are attached in Annex 1, the temperatures T quoted in the 

formulas are from Kelvin degrees. For each considered integration point 

of the FEM model it is possible to evaluate P the properties of the material 

through a rule of mix type 𝑋𝑚𝑖𝑥(𝑇) = ∑ 𝑋𝑖(𝑇) ∙ 𝐹𝑖⁡𝑖 , 𝐹𝑖 as phase volumetric 

fraction i and 𝑋𝑖(𝑇)⁡properties of phase I at temperature T. 

 

5.3.3.1 Time Temperature Transformation (TTT) Diagram 

Generation 

All thermal cycles employed shall be carried out under a vacuum of 

1.33x10–3 Pa maximum. Test specimens are to be machined from steel 

product stock to the dimensions and tolerances shown in following 

figures. Test specimens must be properly prepared and thermocouples 

must be properly attached to the specimens to ensure reliable and 

repeatable results. Care must also be taken to properly install specimens 

in the dilatometer apparatus. 
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 Figure 5.13 Test specimens for induction heating apparatus 

 

Each isothermal transformation thermal cycle shall consist of heating a 

test specimen to an austeniting temperature (greater than Ac3), at a 

nominal rate of 10°C/s. The test specimen shall be held at the austeniting 

temperature for sufficient time to obtain the target Austenitic Grain Size 

and then quenched to the isothermal hold temperature. A cooling rate of 

at least 175°C/s shall be employed.  

During the quench, the temperature of the test specimen must not 

undershoot the isothermal hold temperature by more than 20°C, and 

must be stabilized at the isothermal hold temperature within 2s. The 

temperature of the specimen must be maintained within ±5°C of the 

isothermal hold temperature during dimension measurement. The test 

specimen is to be held at the isothermal hold temperature, and dimension 

continuously measured until transformation is 100% complete.  

The specimen must then be quenched to room temperature. Complete 

transformation is defined as the time at which maximum dimensional 

change has occurred. A separate test specimen shall be employed for each 

thermal cycle.  

At least twelve specimens must be evaluated over a temperature range 

between Ac1 and room temperature to completely characterize each steel 

composition. 

The purpose of quenching from the austeniting temperature is to avoid 

transformation of austenite prior to the isothermal hold temperature, and 

to permit measurement of the start, progress, and finish of transformation 

at constant temperature. It should be recognized that some steel grades 

might exhibit very rapid transformation kinetics at certain temperatures, 

and partial transformation of austenite may occur during the quench. 

Under these circumstances uncertainty in determining the start of 
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transformation may be encountered. 

Thermal strain occurs during the quench from the austeniting 

temperature to the isothermal hold temperature. Thermal strain is 

determined from the change in test specimen length or diameter, which 

occurs between the austeniting temperature and the isothermal hold 

temperature. At the isothermal hold temperature, the transformation 

strain is determined from the change in test specimen length or diameter 

between the time at which transformation begins and the time at which 

transformation ends. 

The progress of austenite transformation under isothermal conditions can 

be estimated from plots of strain versus time and temperature versus 

time. Each isothermal test results in discrete corresponding values of time, 

temperature, and strain. Both strain and temperature are plotted versus 

time for each isothermal cycle using the strain, temperature, and time 

data. An example of such a graph is shown in figure 5.14. 

 

Figure 5.14 Cycle Strain-Temperature 

 

A stable value of strain and temperature is exhibited during austeniting. 

Both temperature and strain rapidly decrease during the quench to the 

isothermal hold temperature. Both temperature and strain are stabilized 

at the isothermal hold temperature, and strain then increases while 

temperature remains constant as transformation proceeds. The start and 

finish of transformation can be estimated by drawing horizontal lines 

tangent to the point of minimum and maximum strain respectively. 

The microstructure of test specimens shall be documented. The ASTM 

Test Methods E3 “Guide for Preparation of Metallographic Specimens” 

and ASTM Test Methods E407 “Practice for Micro-etching Metals and 

Alloys” should be followed. 

In addition to documenting all of the products of transformation of 

austenite and the amount of retained austenite in the microstructure, it 

may be desirable to determine the prior austenite grain size of one or 



 

 

Chapter V– Process simulation & control system 

 
115 

 

more specimens. Procedures for this determination are described in 

ASTM Test Methods E112 “Test Methods for Determining Average Grain 

Size”. It may also be desirable to check the specimens for decarburization. 

If decarburization is detected in a specimen, a new specimen should be 

tested. It may be desirable to document the initial microstructure prior to 

performing transformation measurement procedures using a separate 

specimen that has not been subjected to transformation measurement 

procedures. 

5.3.3.2 Prior Austenitic Grain Size (Pags) Determination 

In order to maximize the useful of the TTT diagram, this should be 

generated considering the actual PAGS of rail before the heat treatment. 

In order to measure the as rolled rail PAGS the following procedure is 

suggested: 

1. Removing rail head (at least 500 mm length) 

2. Cutting a sample of 200 mm length 

3. Quenching the sample in a water tank 

4. Cutting a sample of 10 mm length from sample at point 2 

5. Measuring of PAGS according to ASTM Test Methods E112  

 

Figure 5.15 Test method procedure 

 

The cutting procedure shall be carried out without generating strain or 

overheating in the cutting zone. Wet cutting or wire cutting have less 

impact on sample surface. 

After the cutting the sample surface shall be grinded using wet grinding 

wheel. The material of grinding wheel should be selected considering the 

material hardness: usually aluminum oxide grinding wheel is suitable for 

iron-based material, silicon carbide grinding wheel is recommended for 

non-ferrous metal, diamond blade is necessary for hard metal or ceramic. 

The grinded thickness shall be at least 0.7 mm. 

After grinding the sample shall be washed and dried. After the sample 
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surface shall to be hand gridded from coarse to fine grinding. Sandpaper 

used for polishing should be tiled in diamond, alumina or magnesium 

oxide, from coarse to fine grit sizes. Sandpaper should be changed once 

every sample. The sample shall be turned 90° respect the old grinding 

direction (perpendicular direction to direction to the old mill grinding 

marks). The polishing method can be mechanical polishing, electrolytic 

polishing, chemical polishing, polishing vibration, micro grinding. The 

operator, before o polishing procedure should also wash his hands to 

eliminate grits coming from sandpaper. 

After sample polishing or during microscope grinding pits and other 

defects are highlighted the sample should be re-polished. The sample shall 

be subjected to etching following the Standard GB/T 226 “Steel 

macrostructure and defect etching test method” or equivalent ISO 4969. 

If microstructure is not fully martensitic the sampling should be repeated 

considering a new sample B taken near the external surface of sample A. If 

the problem persists, the quenching process has to be improved reducing 

the dimension of sample A or improving the cooling rate. 

The mean AGS measured in the rail head should be reproduced with 

dilatometer to identify the more adapt austenitization temperature and 

time.  

In order to define identify this two parameter several test of 

austenitization at different temperature and holding time should be 

carried out by means of dilatometer. Each test shall consist of heating a 

specimen to an austeniting temperature (greater than Ac3), for instance 

50°C greater then Ac3, at a nominal rate of 10°C/s. The test specimen 

shall be held at the austeniting temperature for different time and then 

quenched to room temperature. A cooling rate of at least 175°C/s shall be 

employed. 

 

5.4 Mechanical model 

 
Once the amount of each phase is predicted, next step is devoted to the 

prediction of mechanical properties achieved locally. In order to be 

coherent with the models most spread in industrial application and trying 

to develop a quite flexible tool, the idea has been to start from the models 

already described in literature. 

Mechanical prediction clearly will have to be split in two stages: 

 Stage 1: quenching phase; 

 Stage 2: tempering phase; 

In order to be on the state of the art, for helpful on engineering and 

commissioning phases has been developed a tool able to follow the 

evolution of mechanical properties of the treated parts through in-line 

thermal process along the whole procedure. It means that the possibility 
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to predict the mechanical properties must be guarantee in each moment of 

the process during the treatment. 

Such an approach was not still available in literature and because of this 

reason, it has been necessary to exploit models available but improved 

through numerical approach. 

The effort implies an higher computational cost but it allows to be more 

adherent with the real temperature's field developed during the process.  

So, innovative aspects regard the relationship existing between the 

metallurgical model and the mechanical one. It means that if up to now, as 

amply described in literature, the output results obtained by metallurgical 

model represent the input parameters for the mechanical module, 

following present approach developed metallurgical and mechanical 

module works in parallel. 

Main advantages regards the possibility to be as more precise as possible 

in defining the mechanical properties of each phase developed during the 

thermal process. It means that there won't be any approximation in 

description and consideration of the thermal process developed, but the 

real temperature field history fronted during the process is considered by 

both metallurgical and mechanical module. 

Each stage requires the monitoring of mechanical characteristics in 

different ways. Hardness will be the mechanical properties followed in this 

section because:  

 it is the mechanical property most discussed in literature analysis; 

 it is the less expensive property both in terms of time and cost to 

be experimentally checked; 

 it governs all the other mechanical properties achieved and 

through simply conversion it is possible to determine the other 

mechanical properties. 

 

During quenching phase, the hardness has been predicted referring to the 

model Creusot-Loire. Recalling formulas, Vickers hardnesses (HV) versus 

composition and cooling rate developed by Creusot-Loire for martensite 

(M), bainite (B), and ferrite pearlite (FP) are: 

(5.47) 

 

It is interesting to focus on the fact that these models depend just on 
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chemical composition of the material treated and on the cooling rate 

fronted during the process. 

These models have been developed in order to be applied in case of 

constant cooling rate but in order to satisfy the requirements of present 

thesis, it has been necessary to improve the approach and to split the real 

temperature field and apply these models step by step. 

In this way, through numerical approximation, the code developed is able 

to take into account any oscillations in cooling rate verified during the 

process. So, the model is not going to consider approximated thermal 

treatment in which cooling rate is considered as constant during the whole 

process but it is going to take into account the real temperature’s history. 

The model won’t be able to define simply three values of hardness for 

martensite, bainite and ferrite- pearlite as Creusot-Loire did, but it will 

gives in output a different value for each phase developed at each time 

step: it means that in this approach, defining a martensite’s hardness 

value” will be no sensed due to the fact that each fractions of martensite 

developed in case on no constant cooling rate will be different from the 

others.  

Such approach has been expressly required in order to allow local 

prediction and not to foresee averaged values on the whole part. Once the 

hardness related to each microstructural constituent is achieved, 

combining with the fractions obtained by metallurgical module, exploiting 

the ”Rule of mixtures”, hardness value is computed as: 

  (5.48) 

where the total hardness is evaluated weighting on the fractions and 

hardnesses of each phase. 

During tempering phase instead, in order to be adherent with the real 

thermal cycle the evaluation of equivalent time and temperature of 

tempering is achieved. Recalling the formulas, the equivalent time can be 

obtained as: 

 

(5.49) 

For the equivalent temperature instead: 

  (5.50) 
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5.4.1 Calculation of Inflection: 

 

Given two thermal rail maps evaluated in two stages of redundancy 

successive and not excessively distant (hereinafter referred to as numbers 

1 and 2), after calculating the volumetric fraction of 𝐹𝑖 formed phases and 

having applied the rule of mixture to calculate, RP02 and E, it’s developed  

a calculation of tension equilibrium as described below. 

There have been defined the global magnitudes of deformation of the rail, 

indicating the longitudinal dilation/contraction and rotation of the section 

(considered flat during the essence) consisting of the elongation ratio⁡
⁡𝐿2

𝐿1
 in 

curves 𝑥1 and 𝑥2 and in curvature angles 𝛼1 and 𝛼2; the latter indicate the 

anti-clockwise rotation of the axis of rotation with respect to the 

horizontal axis passing through the center of gravity (𝑥𝐺; 𝑦𝐺).  

There were then defined points of magnitude for each point of integration, 

consisting of true plastic deformation 𝛿𝑃1  and elastic tension 𝜎. The initial 

state of these variables, 𝛿𝑃1  and 𝜎1, is known at the beginning of the 

calculation and it is assumed that at the exit of the finishing stand of mill 

train (where the temperature has been considered uniform throughout the 

section) elastic tension and plastic deformation they are both nil or 

negligible. 

Indeed, it starts by imposing the equality of global variables and ratio 

⁡
⁡𝐿2

𝐿1
= 1. For each points of integration (x, y): 

 It’s calculated the total real strain by 

  

 It’s evaluated the thermal expansion 𝛿𝑇 = 𝑙𝑛 [(
𝜌1

𝜌2
)
1
3⁄
]     

 And for difference the effective elasto-plastic strain 𝛿𝑒𝑝 = 𝛿 − 𝛿𝑇 

 So the potential increasing plastic strain is 

 

 That permit to evaluate the real total plastic strain as 

 

 And the total elastic stress as 
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At this point it is possible to integrate numerically on the entire section of 

the rail the elastic tension 𝜎2 and its results for the distance from the axis 

of rotation, obtaining: 

 Total load on section F 

 Total bending moment 𝑀𝑥𝑥 around rotation axis inclined a 

 Total bending moment  𝑀𝑦𝑦 perpendicular rotation axis  

Using a suitable iterative method, you can then get the value of global 

deformation variables that satisfy the equilibrium of forces and moments 

on the section. In particular: 

 

 F = 0, 𝑀𝑥𝑥 = 0 e 𝑀𝑦𝑦 = 0 for the equilibrium point on the head rail  

 F = 0, 𝑀𝑥𝑥 ≠ 0 e⁡𝑀𝑦𝑦 ≠ 0 for the equilibrium point on whatsoever 

rail, applicando per esempio un momento pari a quello dovuto al 

peso proprio di uno spezzone. 

 

 

5.4.2 Mathematical calculation of grain size evolution 

 
When calculating the active thermo-mechanical parameters during 

rolling, the problem remains to calculate the average size of austenitic 

grain and its evolution throughout the process. 

A careful analysis was also carried out in this field by following step by 

step the evolution of the size of austenitic grain during the rolling of a 

normal carbon steel. This was achieved by developing equations related to 

grain size and hot working parameters in an electronic spreadsheet. 

Considering the substantial effort developed during rolling, the analyzes 

reveal that meta dynamic recrystallization (MRX) is the dominant 

microstructure process, and this is also confirmed by the grain size. 

The spreadsheet was also used to examine the effects of the practical 

modifications to rolling to sharpen the austenitic grain. Small benefits are 

obtained by increasing the deformation, increasing the cooling rate by 

forced air or lowering the temperature during rolling, i.e. high Z 

parameter values (Zener-Hollomon). Various strategies for this are still 

being discussed. 

During the first rolling phases the deformations per pass are usually very 
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high, and easy to carry dynamic recrystallization. In the case of the 

finishing past, even if the nominal deformations are below the critical 

value to initiate dynamic recrystallization (DRX), the times are too short 

to start static recrystallization (SRX). As a result, deformations 

accumulate past after passing until they reach a critical value to initiate 

dynamic recrystallization. At the end of the past that involves dynamic 

recrystallization, recrystallization is no longer dynamic but meta-dynamic. 

Earlier studies indicate that meta dynamic recrystallization can result in 

fine austenitic grains with high Z values, high strain rate, and low 

temperature values. In a sense, the real importance of dynamic 

recrystallization is that it throws the foundation for that dynamic goal. 

When past times are too short for significant amounts of static 

recrystallization, the rolling practice that exploits this potential grain 

refining takes the term of meta dynamic control of rolling. When 

interlaced times are short also for dynamic meta-recrystallization, rolling 

practice can be defined as dynamic recrystallization (this is the case for 

flat rolling). 

The meta dynamic recrystallization in the rolling process can be 

introduced considering very short passage times due to the absence of 

carbonitrile.  

In the past, the physical simulation of the material with torsion tests in the 

laboratory proved to be very useful in the design of the rolling mills, 

however high velocities of actual strain cannot easily be achieved by 

experimental lab tests. As a result, it is difficult to carry out physical 

simulations and provide information on the granulometry of the finishing 

fins where the speeds also exceed 100 1/s. To some extent, this can be 

overcome by making computer simulations of the material using the grain 

size equations for hot rolling. In the present case, an approach based on 

which evolution of the austenitic granulometry is outlined during the 

rolling phase is modeled by incorporating the related equations into a 

commonly used electronic spreadsheet. The model is then used to 

examine the effects of the various possible recurrent modifications during 

the rolling phase. The general purpose of these calculations is to explore 

the potential of refining the austenitic grain size by means of controlled 

meta dynamic. 

5.4.3 Equation for austenitic grain size variations 

 
Over the years several research groups have developed equations related 

to the evolution of austenitic granulometry to hot rolling parameters. A 

recent review is provided by Hodgson and Gibbs. Their equations have 

been inserted into an electronic spreadsheet (e.g. Microsoft Excel). 

In the first step of the procedure, the critical deformation leading to the 

initiation of dynamic recrystallization is calculated as the softening 

mechanism of the material after each passage, which is conventional or 
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meta dynamic static recrystallization, depends on whether the 

deformation of the past is greater or less than this value; it is calculated 

from the initial grain size, the deformation rate and the absolute 

temperature T. 
4 0,3 0,17

05,6*10             (8)c d Z            (5.51)                                                                               

 

Where 𝑍 = 𝜀̇exp⁡(
300000

8.13𝑇
) is the parameter of Zener Hollomon. This clear 

demarcation between static and meta dynamic resurfacing at the value of 

⁡𝜀𝑐  is probably an excessive simplification as it implies that a small fraction 

dynamically recrystallized during deformation is sufficient to recrystallize 

the entire structure in a meta dynamic manner. However, this seems to be 

supported by several studies showing that the recrystallization kinetics is 

practically independent when passed ⁡𝜀𝑐 ⁡and perhaps even slightly higher 

deformations. The recrystallized fraction after one pass can be calculated 

through the Avrami law: 

 

0,5

1 exp 0,693              (9)

q

t
X

t

  
         

               (5.52)                                                                      

 
where the exponent q and the time 𝑡0.5 depend on the dampening due to 

static or meta dynamic recrystallization: 

 

if c   (when there is static recrystallization) then: 

15 2.5 2

0,5 0

230000
2.3 10 exp             (10)

8.13
t d

T
   

   
 

(5.53) 

if c   (when there is meta dynamic recrystallization) then: 

0.8

0.5

230000
1.1 exp               (11)

8.13
t Z

T

  
  

 
(5.54) 

 

where q = 1 for static recrystallization and q = 1.5 for meta dynamic 

recrystallization. 

These equations were developed using the data of the sweetened fraction. 

However, it follows that it is assumed to be an exact value for describing 

the recrystallization kinetics. This only leads to small mistakes for the 

analysis, especially as the main objective of full recrystallization that 

coincides with complete softening. 

If the softening is given by static recrystallization and there is enough time 

for complete recrystallization, the grain size is given by 
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0.5 0.4

0

45000
343 exp              (12)

8.31
SRXd d

T
   

  
 

           (5.55)                                                    

 
Likewise, the grain size after full meta dynamic recrystallization is given 

by: 
4 0.232.6 10              (13)MRXd Z                            (5.56)                                                              

 
It is worth noting that equations for 𝑡0.5⁡and d have been developed to 

originally describe behavior under isothermal conditions while the 

temperature during hot rolling is constantly changing. This can be taken 

into account using the compensation temperature. However, in this 

discussion the inter-pass times can be judged sufficiently brief for values 

of 𝑡0.5⁡ and d to be calculated at a single temperature, corresponding to the 

average of previous and subsequent passes. 

For rolling of bars and rods in steel, the inter-pass time is usually much 

higher than that required for complete meta dynamic recrystallization and 

therefore the wheat increase follows the recrystallization. Wheat ingrowth 

also occurs when there is complete static recrystallization. Basically, wheat 

grain is differentiated if the inter-pass time is greater than one second 

then the equations in which the grain size term is elevated to seventh 

power. 

 SRX: 

 7 7 27

0.5

400000
1.5 10 4.32 exp             (14)

8.31
SRX ipd d t t

T

 
     

 
(5.57) 

 
 MRX 

 7 7 25

0.5

400000
8.2 10 2.65 exp               (15)

8.31
MRX ipd d t t

T

 
     

 
 (5.58)                    

but this formulation leads to an unrealistically rapid increase in short 

time. To work around this problem second-order equations are used for 

less than a second 

 

 SRX: 

 2 2 7

0.5

113000
4.0 10 4.32 exp             (16)

8.31
SRX ipd d t t

T

 
     

 
(5.59)                           

 

 MRX: 

 2 2 7

0.5

113000
1.2 10 2.65 exp               (17)

8.31
MRX ipd d t t

T

 
     

 
(5.60)                          

where the constants are selected in such a way that the curves of the 
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second and seventh order intersect at the value of 1s (see Figure 5.16). The 

grain size after recrystallization is 𝑑0 then entering the next stage. A 

further consideration is to be taken, if interlaced time is less than the total 

recrystallization time (the factors in parentheses round the equations 

5.59-5.60) then no longer apply equations 5.59 and 5.60, and the diameter 

after time is considered equal to that of recrystallized without growth 

phenomena. 

 

 

Figure 5.16 Coalescence austenitic grain size 

 

If there is only partial recrystallization during the rolling past, the average 

grain size at the input of the next step can be calculated by a 

proportionality law that takes into account the proportion of sweetened 

grains rather than the previous steps: 

 

 
24 3

0 1 01                (18)
ii i RX i id X d X d            (5.61)                                                 

Here 𝑑𝑅𝑋 is determined by both equations 5.46 and 5.47. Note that if the 

value of X is small, there are few negligible changes in the average grain 

size before the next stage. Partial recrystallization also means that part of 

the deformation is maintained at the next stage, then it is referred to 

accumulated deformation 𝜀𝑎𝑖⁡and is calculated according to the relation: 

 

1 1 (1 )             (19)ai i i ix                       (5.62)                                         

This is the strain value that is compared to that in equation 5.42 to 

determine whether dynamic recrystallization (followed by dynamic meta) 

has started during that step. 
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5.4.4 Application on rail rolling 

 

Based on the equations already outlined and the spreadsheet on the next 

page, the 20 pass rolling mill for the rolling of a 360x300 mm bloom in a 

P65 rail bar was Excel file in order to calculate the average grain size for 

each rolling pass and especially at the exit of the finishing stand. 

For each rolling pass, the relative strain values, strain rates, temperatures 

and processed by the spreadsheet were obtained, incorporating all 

equations related to the austenitic grain evolution. The various steps in 

the spreadsheet are shown in Table 5.5. 

 

Step T def. 
[°C] 

v def. 
[s-1] 

t iterg. 
[s] 

ε dγ εa εc εa > 
εc 

td X 

0         101.4           

1 1175 0.62 13.30 0.364 61.9 0.364 0.196 Y 0.587 1.00 

2 1156 0.7021 10.80 0.344 55.2 0.344 0.184 Y 0.49 1.00 

3 1142 1.6584 7.30 0.612 43.4 0.612 0.216 Y 0.369 1.00 

4 1139 2.376 5.10 0.695 39.7 0.695 0.216 Y 0.293 1.00 

5 1133 4.7621 3.50 0.742 34.4 0.742 0.242 Y 0.156 1.00 

6 1115 5.6422 8.80 0.69 36.4 0.69 0.237 Y 0.122 1.00 

7 1102 10.986 2.00 0.791 29.1 0.791 0.283 Y 0.072 1.00 

8 1091 12.858 1.50 0.742 28.8 0.742 0.263 Y 0.058 1.00 

9 1084 27.381 1.00 0.803 27.2 0.803 0.295 Y 0.029 1.00 

10 1047 31.508 1.30 0.76 29.1 0.76 0.283 Y 0.024 1.00 

11 1040 55.174 1.00 0.773 28.7 0.773 0.315 Y 0.014 1.00 

12 998 179.62 0.30 0.69 20.8 0.69 0.312 Y 0.004 1.00 

13 985 217.22 0.30 0.584 20.8 0.584 0.319 Y 0.003 1.00 

14 970 225.96 2.60 0.592 25.7 0.592 0.316 Y 0.003 1.00 

15 950 396.78 0.05 0.582 15.3 0.582 0.767 N 0.001 0.34 

16 930 456.62 2.20 0.574 19.7 0.96 0.616 Y 0.001 1.00 

17 910 512.34 0.05 0.479 18.2 0.479 1.206 N 9E-04 0.04 

18 870 582.34 0.05 0.519 15.5 0.977 1.117 N 9E-04 0.09 

19 840 598.88 0.05 0.319 14.5 0.794 1.006 N 5E-04 0.04 

20 820 590.04 0.05 0.288 13.6 0.595 1.013 N 5E-04 0.03 

 

Table 5.5 Rolling process parameters 

 
From the model file, we calculated the CCT curves for the final diameter 

13.6 μm diameters. The results of the simulation with the model are 

shown in Figure 5.18, in both cases there is no intersection between the 

cooling curves and the transformation curves, so we can state that even on 

the surface the steel has an austenitic structure at the exit stand. 
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Figure 5.17 Thermal diagram in CCT for rolled grain size 

 

However, wanting to estimate the average magnitude of the grains at the 

heart and the surface and their effect on the final diameter of the stages 

considered, the results of the model are summarized in tables 5.6, 5.7 and 

5.8 on the variation in average grain (mean temperature) and surface 

respectively: 

 

Table 5.6, Average grain size diameter on medium temperature is 13.6 µm  

Step T def. 
[°C] 

v def. 
[s-1] 

t iterg. 
[s] 

ε dγ εa εc εa > 
εc 

td X 

18 1090 225.96 2.60 0.592 25.65 0.592 0.316 Y 0.003 1.00 

19 900 396.78 0.05 0.582 15.28 0.582 0.767 N 0.001 0.34 

20 920 456.62 2.20 0.574 19.73 0.96 0.616 Y 0.001 1.00 

21 800 512.34 0.05 0.479 18.19 0.479 1.206 N 9E-
04 

0.04 

22 814 582.34 0.05 0.519 15.51 0.977 1.117 N 9E-
04 

0.09 

23 826 598.88 0.05 0.319 14.46 0.794 1.006 N 5E-
04 

0.04 

24 820 590.04 0.05 0.288 13.64 0.595 1.013 N 5E-
04 

0.03 
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Table 5.7, Average grain size diameter on core temperature is 15.5 µm. 

Step T def. 
[°C] 

v def. 
[s-1] 

t iterg. 
[s] 

ε dγ εa εc εa > 
εc 

td X 

18 1090 225.96 2.60 0.592 27.81 0.592 0.316 Y 0.003 1.00 

19 940 396.78 0.05 0.582 15.56 0.582 0.661 N 0.001 0.40 

20 920 456.62 2.20 0.574 21.92 0.922 0.619 Y 0.001 1.00 

21 840 512.34 0.05 0.479 19.77 0.479 1.014 N 9E-
04 

0.06 

22 814 582.34 0.05 0.519 17.24 0.971 1.146 N 9E-
04 

0.07 

23 826 598.88 0.05 0.319 16.27 0.801 1.039 N 5E-
04 

0.03 

24 820 590.04 0.05 0.288 15.53 0.598 1.05 N 5E-
04 

0.03 

 

Table 5.8, Average grain size diameter on surface temperature is 12.6 µm 

Step T def. 
[°C] 

v def. 
[s-1] 

t iterg. 
[s] 

ε dγ εa εc εa > 
εc 

td X 

18 1090 225.96 2.60 0.592 24.64 0.592 0.316 Y 0.003 1.00 

19 880 396.78 0.05 0.582 15.20 0.582 0.83 N 0.001 0.30 

20 920 456.62 2.20 0.574 18.70 0.978 0.615 Y 0.001 1.00 

21 780 512.34 0.05 0.479 17.40 0.479 1.323 N 9E-
04 

0.04 

22 814 582.34 0.05 0.519 14.64 0.979 1.103 N 9E-
04 

0.09 

23 826 598.88 0.05 0.319 13.54 0.79 0.989 N 5E-
04 

0.04 

24 820 590.04 0.05 0.288 12.68 0.594 0.994 N 5E-
04 

0.04 

 

  

An interesting point to note is that meta dynamic recrystallization 

depends only on deformation velocity and temperature (Equation 5.47), 

the grain size at the end of the past is independent of the grain size at the 

beginning. The spreadsheet suggests that past deformation is not 

sufficient to initiate dynamic recrystallization, presumably because a 

190°C lower temperature and higher deformation velocities make it more 

difficult to reach critical deformation required. The calculation model gave 

a final average austenitic diameter of 13.6 μm at the exit of the mill. 

 

5.4.5 Final considerations on the model 

 
Figure 5.18 shows schematically the path followed to obtain the final 

quantities of the laminated product. In summary, the illustrated rolling 
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model predicts the punctual diameter of austenitic grain at the end of the 

preheating stage, allowing it to study all its evolution during the process of 

its recrystallized fraction, the type of recrystallization and to find its final 

value. 

 
 

Figure 5.18 Model algorithm scheme 

 

All of this model is also been tested by a series of FEM simulation in order 

to optimize the calculation efficiency through the following steps: 

 

 Thermal analysis during rolling 

 



 

 

Chapter V– Process simulation & control system 

 
129 

 

 

Figure 5.19 Thermal FEM simulation 

 

 

 Stress analysis during rolling 

 

 

Figure 5.20 Stress FEM simulation 

 

 

 Strain analysis during rolling 

 

 

Figure 5.21 Strain FEM simulation 
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 Strain rate analysis during rolling 

 

 

Figure 5.22 Strain rate FEM simulation 

 

 

 Metallurgical analysis during rolling 

 

 
 

Figure 5.23 Metallurgical FEM simulation 

 

 Microstructure analysis during rolling 

 

 
 

Figure 5.24 Microstructure FEM simulation 
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 Cooling simulation on cooling bed: 

o After 100s is possible to analyze: 

 Greater decrease in temperature on the foot than 

the head  bigger contraction of the foot in 

comparison with the head  positive camber 

 Greater decrease in temperature on the foot tip than 

the foot core  generation of tensile stress on the 

foot tip and compressive stress on the foot core 

 No transformation occurred  

 Positive camber 

 

 
 

Figure 5.25 Mechanical and metallurgical FEM simulation after rolling (100s) 

 

o After 450s is possible to analyze: 

 Pearlitic transformation on the foot tip  

expansion of the foot tip due to the transformation 

 change in deformation direction 

  Expansion of the foot tip in comparison to the foot 

core  generation of compression stress on the foot 

tip and tensile stress on the foot core 

  Positive camber 

 

 
 

Figure 5.26 Mechanical and metallurgical FEM simulation after rolling (450s) 
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o After 600s is possible to analyze: 

 Increase of the pearlitic transformation in the foot 

 expansion of the foot due to the transformation 

  Expansion of the foot  change of the camber  

  Negative camber 

 

 
 

Figure 5.27 Mechanical and metallurgical FEM simulation after rolling (600s) 

  

o After 1000s is possible to analyze: 

 Start of the pearlitic transformation in the head  

expansion of the head due to the transformation 

  Expansion of the head  change of the camber  

  Positive camber 

 

 
 

Figure 5.28 Mechanical and metallurgical FEM simulation after rolling (1000s) 

 

o After 2000s is possible to analyze: 

 Increase of the pearlitic transformation in the head 

 expansion of the head due to the transformation 

  Expansion of the head  increase of the positive 

camber 

  Transformation concluded  

  Positive camber 
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Figure 5.29 Mechanical and metallurgical FEM simulation after rolling (2000s) 

 

o After 7000s, at the exit of cooling bed, is possible to 

analyze: 

 Increase of the pearlitic transformation in the head 

 expansion of the head due to the transformation 

  Expansion of the head  increase of the positive 

camber 

  Transformation concluded  

  Positive camber 

 

 
 

Figure 5.28 Mechanical and metallurgical FEM simulation after rolling (7000s) 
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5.5 ProMod Software control 
 

ProMod is the Siemens software dedicated to the rail hardening 

treatment. It has been thought and developed for air mist and air blades 

cooling systems. Due to its modular concept, it is flexible enough to be 

suited to any kind of plant configurations.  

Any number of sectors, modules per sector, module types and nozzles 

collectors can be selected: this can be useful in case of plant configuration 

changes (e.g. substitution of mist modules with air one or vice versa). 

The main scope of the software is the calculation of the optimal air and 

water pressure settings required in order to achieve a very fine pearlite 

microstructure on the head of the rail and at the same time to control the 

rail bending deformation. This calculation will be done online as function 

of rail geometry, steel grade, process speed and inlet rail temperature. 

The system will compare continuously the temperature at the pyrometers 

with the calculated one and in case of out of tolerance will correct 

pressures accordingly. These temperature differences can be due to 

changes in the nozzles behavior consequent to wear or clogging. 

The core of the system is a finite element simulator able to give accurate 

temperatures evaluations and fast enough to be used as an on-line 

calculation system. 

5.4.6 Input data 

 

In this section it is explained the main input data required by software in 

order to calculate pressure settings. 

 

5.4.6.1 Rail mesh and control points 

 

An optimized mash will be associated to each rail geometry. Starting from 

these sparse points (blue in figure) the software will generate the 

corresponding quadrilateral elements and will calculate the reciprocal 

connectivity. Section properties such as total area and moments of inertia 

will be calculated and stored. 

Some control points will be positioned on the surface and inside volume of 

the rail (red rhombus in figure 5.29). These points will be used in order to 

follow the rail cooling history subject to a certain pressure setting and 

pressure corrections will be evaluated accordingly. 
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Figure 5.29 Mesh structure 

5.4.6.2 Material properties 

 

The software requires very few rail steel thermal properties: 

 Density (kg/m3) 

 Conductivity (W/m/K) 

 Specific heat (J/kg/K) 

 Thermal expansion coefficient (1/K) 

 

Moreover, in order to achieve a good pearlitic structure, ProMod will 

consider the metallurgy. For this purpose the TTT diagram of the material 

processed must be filled in the input data. 
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Figure 5.30 TTT Diagram 

5.4.6.3 Cooling system configuration 

 

As previously introduced, ProMod is flexible and modular. For this the 

following features has to be filled:  

 Cooling sectors 

 Control groups (CG), meaning two modules that share the same air 

and water pressures 

 Cooling modules, both air mist one and air blade one Cooling 

sections 
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5.4.7 Output results  

 

5.4.7.1 Mist jet coverage 

 

As previously mentioned, upper and lateral cooling section position 

determines the rail head impingement surface. In order to have a good 

spray coverage, ProMod furnishes a view of the surfaces directly impacted 

by the jet (so excluding the surfaces wetted by indirect flowing water, as 

on the web or on the top of the foot). 

This view can be useful in order to decide a priori the upper cooling 

section height and then to optimize the jet impingement according to the 

simulated thermal paths. 

 

 

Figure 5.31 Affected mesh on cooling surface 

5.4.7.2 Inlet thermal map 

 

According to the temperatures read by the pyrometers at the inlet of the 

cooling system, ProMod is able to calculate the inlet thermal map (see 

figure at right side). This temperature field represents the starting heat 

content of the rail and on the base if its intensity very different pressure 

settings can be required in order to satisfy final metallurgical target.  

 

 

Figure 5.32 Thermal FEM map 
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5.4.7.3 Optimized thermal path 

 

Once the inlet thermal map has been established, ProMod is able to try 

different pressure settings for each control group, then simulate the 

corresponding thermal path and finally, after some iterations, find out the 

optimized one. 

Optimization is based on the following sequence 

 Very fast temperature drop at the early stages of the heat 

treatment. This choice will permit both to control metallurgical 

transformations as long as possible inside the idRHa+ system and 

furthermore to obtain harder structures. 

 Surface tempering temperature over the pearlite limit (PL) so as to 

avoid bainite start. 

 Maintaining the surface temperatures very close to a predefined 

target temperature until micro-structural transformations have 

finished. 

 Pressure adjustment so as to keep the rail straight. 

 

The following picture 5.23 shows the cooling path optimization. The red 

line represents the target temperature above which it’s necessary to stay in 

order to guarantee a pearlitic micro-structure. Almost all of the previous 

criteria can be easily ascertained looking at this figure. 

 

Figure 5.33 Cooling path optimization 

 

Transformation start time will be calculated by ProMod for each rail 

control points  and pressure setting will be elaborated in order to avoid 

bainite transformations and keep temperature as close as possible to the 

target (that means very fine pearlite structure). The figure 5.31 below 

shows the transformation start (red circle) for a certain control point and 

the subsequent temperature bouncing on the remaining cooling line.  
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Figure 5.34 Control starting phase transformation 
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Chapter 6 

 
6. Experimental tests 

 

 

6.1 Introduction 

In line hardening of long rail requires an extensive process optimization to 

minimize final properties deviation from the standard requirements and 

to identify unique recipe for a specific rail profile. The rail product is 

worldwide used independently of climatic situation and generally can be 

subjected to a temperature range of 80°C (-4’ + 40). The rail product for 

use in cold regions of the world beside the requirement of high hardness 

(e.g. head hardened pearlitic rail steel with hardness of 350÷370 HB for 

freight railways) requires a good toughness at very low temperature.  

In order to drive the design of the operative rail plant that Siemens will 

erect in Kazakhstan in the direction of Russian rail market, the main rail 

product requirements have been analyzed. GOST standard and the 

suggestion of Russian Railways for the highest rail grade (HH) require a 

specific “past the post” full scale drop test. A most significant test is also 

proposed from GOST standard and Russian Railways: the KIC toughness 

measurement (fig. 6.2). This toughness measurement, according to EU 

standard (even if at -20°C), is a best way to establish the toughness of 

material in particular on eutectoid pearlitic steel. Pearlitic rail steels for 

operating temperature are in brittle condition and the full-profile rails 

work, and in general the toughness impact tests, could not representative 

of behavior of rails at low temperature.  

Moreover a past the posttest have three limits:  

a. The measured fracture work is an average of microstructure in the 

whole rail section (important aspect especially in the head hardened 

pearlitic rails).  

b. The measured fracture work is influenced by rail section shape. c. Do 

not allow to do a ranking of rail steel product as a function of process 

production parameters and steel grades. On the other hand the KIC 

allow to define a ranking also in the case of brittle materials and it is 

possible to define the influence of microstructure parameters on 

toughness. Where possible, a correlation can be defined between 

results of KIC tests and most influencing microstructure parameters 
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and to give first guideline on production process to improve 

toughness property. In this way it is possible to maximize the ratio 

toughness/strength. 

 

6.2 Test equipment 

The pilot plant (see fig. 6.1) is composed of a natural gas fired furnace to 

reheat properly the rail, a rail support system to execute the extraction 

cycle, the cooling rig that reproduce the industrial configuration of the 

idRHa+®. The gas furnace is controlled by thermocouples and can 

guarantee a precise temperature control with a reheating temperature up 

to 1200°C with a precision of ± 10°C. The rail clamping unit is moved by a 

pneumatic cylinder and can introduce and/or extract the rail from the 

furnace in 5 s. 
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Figure 6.1 Overview of the pilot plant installation 

The main water circuit is composed by a manifold that supply water to six 

independently regulated proportional valves. Each valve controls a single 

spray dedicated to cool the rail head top, the rail head side or the rail foot 

(see fig. 6.3). In parallel to the water circuit a similar distribution has been 

adopted for the air supply. With this system it is possible to reproduce a 

wide range of working condition with required heat exchange factor. In 

fact, it is possible to work with only water, only air or air mist with a 

pressure working range for both water and air of 1 to 5 bars  

 

Figure 6.2. Schema of the cooling ramp 

All the process parameters are monitored and controlled by a dedicated 

PLC that execute the cooling cycle in accordance with the calculated 

recipe. The difference stages of the cooling are monitored with a 

thermocamera the ensure the required data for post processing 

calculation. The cooling path can be clearly monitored and thus the 

nozzle geometry as well as the nozzle distance from the rail surface 

optimized. 
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Figure 6.3. Thermocamera acquisition of the cooling path on the rail head 

 

6.3 Trials 

Several trials on P65 K76F rail steel samples were carried out by using the 

pilot plant built in order to reproduce a section of idRHa+ cooling plant 

(four nozzles: top, left, right and foot).  

The chemical composition of rail steel grade and the rail categories 

reachable are collected in Table 6.1. 

 

Table 6.1 Chemical composition and rail categories for K76F steel grades. 

The samples with length of 270mm were instrumented by eight 

thermocouples in order to measure the thermal evolution during the 

whole thermal treatment (Figure 6.1). Two different austenitization 

conditions were used in order to obtain two different Prior Austenitic 

Grain Size: small (10mm) and large (110mm). 

After the austenitization phase the cooling strategies simulating the in-line 

industrial process applicable by idRHa+ were applied in order to 

reproduce the microstructure and mechanical properties of head 

hardened pearlitic rail steel. 
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Figure 6.4 Thermocouple recorded data during the thermal treatment (KP01÷04) 

Several trials are dedicated to identify the working window for idRHa+ in 

terms of upper and lower cooling curves to reach respectively both the 

minimum requirement and the maximum performances for head 

hardened rails considering the industrial productivity. The cooling rate 

measured by thermocouple at 10 mm on 45° straight line from the rail 

corner (in correspondence of 3 and 4 rail hardness measurement points, 

see rail standards) is in the range of 5÷14 °C/s. Some cooling strategies 

were forced until formation of mixed microstructure (some island of 

degenerate pearlite and/or bainite) near the outer surface in order to 

define the process limits. 
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Figure 6.5 P65 K76F rail sample with thermocouple holes for instrumented trials 

After the thermal treatments mechanical and microstructural 

characterizations on tested samples were performed in order to determine 

the correlation between the performance of rail, the cooling strategies and 

the microstructure characteristic. Particular attention was given at 

hardness and toughness measurements. In addition a characterization of 

rails in as-received condition was performed in order have some data for 

comparison. The as-received rails are thermal treated by an off-line 

industrial process. 

 

6.4 Operational control testing 

 
Product samples can be used to define dimensional properties so that 

finishing mill settings can be adjusted to improve finished rail tolerance. 

Mechanical properties, such as hardness, tensile strength and elongation, 

can be obtained from a Sample & Test Station. This record of sample 

physical properties can give immediate feedback information for 

correcting idRHa+ cooling settings. These tests are valuable for the 

present production run, and can also give some useful information for 

future runs of different sizes and grades. Moreover, mechanical property 

information can point out problems, such as scratches and other surface 

defects. These information are needed for maintenance of the mill 

equipment, as well as of the testing equipment itself. Micro-samples can be 

taken from the same test sample areas to verify microstructure 

characteristics. The appearance of unresolved bainite/martensite may 

require cooling process changes and/or billet quality investigation. Photo-

micro-graphs can be taken from test samples and kept on record or given 

to customers as certification of products and production run quality. 
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6.4.1 Microstructure Analysis 

 

The microstructure shall be verified in accordance of GOST Standard 

GOST 51685-2011: “whole section of the rail should be pearlite 

microstructure, allowing a small amount of ferrite, there should be no 

martensite, bainite and grain boundary infiltration”. Microstructure 

should be observed on rail head location shown in Figure 6.6. 

Microstructure shall be determined at a magnification of x500. 

 

 

Figure 6.6 Microstructure points positions  

 

In order to study the influence of Prior Austenite Grain Size (PAGS) on 

rail performances the PAGS evolution relationship have been determined. 

The PAGS relationship have been obtained using both application of 

metallurgical models and FEM rolling simulation on rail steel grade and 

experimental trials. Four temperatures and three soaking times have been 

selected to compile the data matrix and have resulted into satisfactory 

correspondence with the calculated data.  
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Figure 6.7 Correspondence PAGS evolution between measured and calculated 

PAGS (i.e.775°C and 925°C after 60 min) 

 

PAGS have been calculated on the base of grain grow evolution 

relationship: 
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Table 6.2 Grain grow evolution relationship 

 

6.4.1.1 Sample preparation  

 

The cutting procedure shall be carried out without generating deformation 

or overheating in the cutting zone. Wet cutting or wire cutting have less 

impact on sample surface. 

After cutting the sample surface shall be grinded using wet grinding 

wheel. The material of grinding wheel should be selected considering the 

material hardness: usually aluminum oxide grinding wheel is suitable for 

iron-based material, silicon carbide grinding wheel is recommended for 

non-ferrous metal, diamond blade is necessary for hard metal or ceramic. 

The grinded thickness shall be at least 0.7 mm. 

Trial [ID] Austenitisation Temperature [°C] Holding time [min] PAGS [m] CR800-700 [°C/s]

01 825 30 10 11.4

02 825 30 10 10.6

03 825 30 10 12.8

04 975 60 50 9.6

05 975 60 50 9.1

06 975 60 50 9.4

07 1075 60 110 5.5

08 1075 60 110 5.2

09 1075 60 110 7.1

10 825 30 10 8.6

11 825 30 10 9.5

12 825 30 10 9.3

Trial [ID] Austenitisation Temperature [°C] Holding time [min] PAGS [m] CR800-700 [°C/s]

KP01 825 30 10 13.9

KP02 1075 60 110 12.4

KP03 825 30 10 13.7

KP04 1075 60 110 9.2
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After grinding the sample shall be washed and dried. After the sample 

surface shall be hand gridded from coarse to fine grinding. Sandpaper 

used for polishing should be tiled in diamond, alumina or magnesium 

oxide, from coarse to fine grit sizes.  

Sandpaper should be changed once every sample. The sample shall be 

turned 90° respect the old grinding direction (perpendicular direction to 

direction of the old mill grinding marks).  

The polishing method can be mechanical polishing, electrolytic polishing, 

chemical polishing, polishing vibration, micro grinding. The operator, 

before o polishing procedure should also wash his hands to eliminate grits 

coming from sandpaper. 

After sample polishing or during microscope analysis, if grinding pits and 

other defects are highlighted, the sample should be re-polished. 

The sample shall be subjected to etching following the Standard GOST 

51685 “Steel macrostructure and defect etching test method” or equivalent 

ISO 4969. 

 

6.4.2 Hardness analysis 

 

The hardness distribution in the rail shall be verified in accordance of 

Russian Standard 51685-2011. 

 

 
  

Table 6.3 Tensile, elongation and head harness after heat treatment 

 

6.4.2.1 Rail running surface hardness 

 

Hardness value on rail head center line should be the same as reported in 

Table 6.2. In the same rail, hardness variation should not exceed 30HB. 

Test points should be at least five. The sample length should not be less 

than 100 mm and should be taken randomly on the rail. A depth of 0.5 mm 

shall be ground from the rail running surface before a hardening 

impression is made. 

The test method shall be Brinell hardness test, and shall be follow the 

Standard 51685 “Metallic materials Brinell hardness test-Part 1: Test 

method” or equivalent ISO6506-1.  
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6.4.2.2 Cross-sectional hardness 

 

For online heat treatment rail should be inspected its section hardness as 

showed in chart 6.7 b. Section hardness should comply with figure 6.7a 

value. The sample cross section should be randomly selected. 

The hardness shall be measured by means Rockwell test following the 

Standard GB/T 230.1 “Metallic Rockwell hardness test-Part 1:Test method 

(scales A,B,C,D,E,F,G,H,K,N, T)” or equivalent ISO6508.  

 

 
 

Figure 6.8 Hardness inspection values(a) and points(b)  

 

6.4.2.3  Sample preparation 

 

The cutting procedure shall be carried out without generating deformation 

or overheating in the cutting zone. Wet cutting or wire cutting have less 

impact on sample surface. After cutting the sample surface shall be grinded 

using wet grinding wheel. The material of grinding wheel should be selected 

considering the material hardness: usually aluminum oxide grinding wheel 

is suitable for iron-based material, silicon carbide grinding wheel is 

recommended for non-ferrous metal, diamond blade is necessary for hard 

metal or ceramic. The grinded thickness shall be at least 0.7 mm. 
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6.4.3 Tensile strength and elongation 

 

The tensile strength and elongation shall be verified in accordance to 

Russian Standard 51685-2011. These shall comply with the value given in 

Table 6.2. 

Test samples from the rail shall be taken as given in Figure 6.8. The 

manufacturer shall determine the tensile properties in accordance with 

Standard GB/T 228-1 “Metallic materials –Tensile testing at ambient 

temperature” or equivalent ISO 6892-1, using a proportional circular test 

piece of 10mm diameter (d0) and initial length between the reference point 

(L0) equal to 50 mm. 

 

 

 
 

Figure 6.9 Tensile Strength and Elongation   

 

6.5 Results 

 
Four samples from each treated rail was taken in order to investigate the 

microstructure by Light Microscope (LM). Two sample from the rail head 

(side and center), one sample from the web (middle portion) and one 

sample from the foot (foot end) were considered: fine pearlite 

microstructure was observed for all samples. Just in the case of most drastic 

cooling strategies some trace of mixed pearlite-bainite microstructure near 

the outer surface were observed. Further investigations by Scanning 

Electron Microscope (SEM) were performed in order to confirm the 

observed microstructure and to measure the Interlamellar Spacing (IS): the 

best value IS is 0.07±0.02 mm.  

From Figure 6.10 to Figure 6.13 the micrographs of observed 

microstructure and the scheme of hardness points are collected. In Figure 

6.11 the hardness profiles measured along the straight line from the rail 

corner at 45° for treated rails are shown. 
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Figure 6.10 – Microstructure investigation by Light Microscope (LM) and 

Scanning Electron Microscope (SEM): KP01 sample 

 

Figure 6.11 Microstructure investigation by Light Microscope (LM) and Scanning 

Electron Microscope (SEM): KP02 sample 
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Figure 6.12 Microstructure investigation by Light Microscope (LM) and Scanning 

Electron Microscope (SEM): KP03 sample. 

 

Figure 6.13 Microstructure investigation by Light Microscope (LM) and Scanning 

Electron Microscope (SEM): KP04 sample 



 

 

Chapter VI– Experimental test 

 
154 

 

  

 

Figure 6.14  Hardness HV10 profile on head side 

In figure 6.15 is also made an evaluation of decarburized layer depth on 

the ferrite network: the maximum thickness is less than 200μm. So there 

is no evidence of degenerated pearlite (it was present in the off-line 

threated rail). 

 

Figure 6.15  Decarburized layer depth on ferrite network 
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Toughness measurements in terms of KIC following the ASTM E399 were 

performed. In Figure 6.16 an example of experimental curves and fracture 

surface after toughness bend test were collected. A toughness comparison 

between as-received rails (off-line heat treated) and heat treated rail by 

pilot plant (in-line thermal treatment simulation) is shown in Figure 6.17. 

The fracture toughness measured on samples treated with cooling profile 

simulating the idRHa+ industrial plant are always higher than those 

measured on as-received rails. The maximum improvement in toughness 

have been observed for smallest PAGS (10mm). The average value 

measured on as-received condition and treated samples are respectively 

37±3 Mpa+m^1/2 and 47±2 Mpa+m^1/2. 

 
 

Table 6.4 Data for KCU test 

 

  

0.05 0.05

T (°C) -60 -60

di (mm) 4.93 4.93

ti (mm) / /

wi (mm) / /

S0 (mm2) 19.09 19.09

L0(mm) 35 35

Le(mm) 25 25

Fp 0,2 % (N) 16936 16298

FeH (N) / /

FeL (N) / /

Fmax (N) 26688 27036

Lu (mm) 38.54 38.90

du (mm) 4.15 4.09

tu(mm) / /

wu (mm) / /

Su (mm2) 13.53 13.14

Rp 0,2 % 

(MPa) 
887 854

ReH (MPa) / /

ReL (MPa) / /

Rm (MPa) 1398 1416

A (%) 10 11

Z (%) 29 31

C. Unit. A Rottura Tensile Strength

Allungamento Perc. Elongation

Strizione Perc. Reduction Of Area

C. Unit. Sc. Prop. Yield Strength

C. Unit. Snerv. Sup. Yield Point HIGH

C. Unit. Snerv. Inf. Yield Point LOW

Spessore Ultimo Smallest Thickness

Larghezza Ultima Smallest Width

Sezione Ultima Smallest Cross Section

Carico Massimo Load Maximum

Lunghezza Ultima Total Elongation

Diametro Ultimo Smallest Diameter

Carico Scost. Prop. Load Yield Strength

Carico Snerv. Sup. Load Yield Point HIGH

Carico Snerv. Inf. Load Yield Point LOW

Sezione Iniziale Original Cross Area

Tratto Utile Gage Length

Base Estensimetro Estensom. Gage Length

Diametro Iniziale Original Diameter

Spessore Iniziale Original Thickness

Larghezza Iniziale Original Width

Velocità  traversa (mm/sec) crosshead speed

temperatura di prova test temperature
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Figure 6.16 Example of KIC toughness trial: on the left experimental curve; on the 

right crack surface. 

 

Figure 6.17 Fracture toughness comparison between as-received rails and 

thermal treated rails 
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Hardness HB measurements in whole rail transversal rail section were 

performed on tested rails. The requirement of rail standards are 

completely satisfied for first two trials for both PAGS, small and large. 

Just some lower value are measured for the less drastic cooling strategies. 

 

Figure 6.18 Hardness HB measurement on rail section 

 

6.6 Advantageous Air-water mist system vs Air system  
 

In this paragraph finally are presented also the test conducted with the 

only air cooling effect system and are compared with the water-air mist 

system to underline which are the differences and so the advantageous in 

terms of performances results. 

The goal was to reach to develop a system that with the introduction of 

water to the air increase the cooling exchange and so the hardening of the 

steel, but in the same time maintained the same homogeneity of the 

metallurgical structure inside the rail, typical advantage of the low 

aggressive cooling treatment. 

  



 

 

Chapter VI– Experimental test 

 
158 

 

  

Figure 6.19 U71Mn Forced air vs Air-water mist 

  

  

Figure 6.20 U75Mn Forced air vs Air-water mist 

  

  

Figure 6.21 U76CrRE Forced air vs Air-water mist 
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So it’s possible to see that, for 3 different type of eutectoidic and 

hypereutectoidic steel U71Mn, U75V and U76CrRE, with the introduction 

of air-water mist is being possible increase the mechanical properties 

about 15-20% and maintained the delta hardness inside section with a 

maximum increasing difference of 5%. 

All of this, beyond the cooling strategy, was reached with a deep 

characterization analysis of the spray nozzles in terms of correct speed 

impact, dimension flux water, distance between piece and spray nozzles. 

 

6.7 Conclusions 

 
The performances obtained on rail samples after pilot plant tests 

simulating the idRHa+ inline industrial process are comparable or higher 

than those measured on rail off-line treated. 

With the steel grade 76Ф and applying the in-line continuous cooling 

process by idRHa+ it is demonstrated to reach the Д T350 rail category. 

The hardness profile measured for the rail sample with small PAGS (10 

mm) is comparable with that measured in rail in as-received condition 

(Figure 6.16 graph on the left). The hardness profile measured for the rail 

sample with large PAGS (110mm) is slight higher than that measured in 

rail in as-received condition (Figure 6.18 graph b). Good hardening depth 

were observed for all tested rails. 
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Figure 6.19 Hardness comparison between as-received condition and thermal 

treated rails 

Fracture toughness KIC measured values on treated rail samples are 

always greater than those measured on rail in as-received conditions. In 

the case of highest hardness profile and smallest PAGS (10mm) the 

increase in terms of KIC value is more than 25%. 

Finally all these results are simulated and calculated by the simulation 

software, as shown in the figure 6.22 where the thermal profile is in 

accordance to the experimental test and so the relative mechanical 

properties respect the values obtained. 

In fact in the in line scanner pyrometers diagram is possible to see the 

behavior of skin temperature for top and side rail respectively for the 5 

sector of cooling in which the rail pass through and in the left diagram the 

foreseen temperature for each sector follows the same trend with the 

exactly final exit temperature of the product about 550°C.  
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Figure 6.22 Comparison between real and simulated profile temperature (a) and 

metallurgical final phase, bending and final hardness(b)  

In line scanner pyrometers 
Temperature trend model 

Austenite trend model 
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Chapter 7 

 

7. Conclusions 
 

7.1 Final considerations 

 
According to the temperatures read by the in-line pyrometers positioned 

at the inlet of the cooling system, the algorithm developed is able to 

estimate the rail incoming thermal profile; once the thermal map has been 

established, the process control system  performs calculations at different 

pressure settings for each control group, then simulates the corresponding 

thermal path and finally, after a few iterations, finds out the optimized 

one.  

Cooling path optimization is based on the following criteria: 

 Very fast temperature drop at the early stages of the heat 

treatment. This choice guarantees to both control metallurgical 

transformations as long as possible inside the idRHa+ system and 

to obtain hard structures deep inside the rail surface. 

 Increasing the surface temperature over the pearlite limit (PL) so 

as to avoid bainite start. 

 Keeping the surface temperatures very close to a predefined target 

temperature until micro-structural transformations have finished. 

 Adjusting the pressures so as to keep the rail straight. 

 

All the thermal profiles, cooling paths and calculation results are clearly 

displayed and can be easily queried by a mouse click. User interface is very 

intuitive and straightforward to use, getting the customer confident and 

autonomous just after a few minutes. 
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Figure 8.1 Software simulation output 

 

Currently, ProMod rail hardening control software is used by “Baogang 

Iron and Steel” in Baotou (China) and ARBZ  steel in Aktobe 

(Kazakhstan). This thermo-metallurgical software has been employed for 

the first time during the idRHa+ hot commissioning in April 2016, giving 

valuable information about the possible cooling strategies and suggesting 

the applicable pressure settings for different rail shapes, materials, 

temperatures and process velocities. 

The idRHa+ rail hardening technology developed, comprises several 

innovative design peculiarities that make it the most flexible and efficient 

apparatus nowadays available on the market. IdRHa+ is powered by an 

embedded know-how made of complex numerical models and of 

experimental data derived from extensive trials on an industrial pilot unit. 

The application of idRHa+ in the rail plants, new or existing, can be easily 

studied and adapted due to its modular design; specific design choices 

grant a unique flexibility of use and consistency of performance at 
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sustainable cost.  

All these aspects together makes Siemens idRHa+ the optimal “tool” to 

keep the pace with the continuous progression of the technological 

features of the steel rails: whereas the driving factors for the rail end-

Users are “faster, heavier, longer, durable”, the answer from the Producers 

can only be “consistent, reliable, performing, flexible”, can only be 

idRHa+.         
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Annex 3 
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Annex 4 

 
Scope of work 
Definition of one or more mathematical laws able to predict the heat transfer 
coefficient (HTC) behavior of nozzle atomizer based on the available data set 
within the temperature and pressures ranges: 
200 ≤ Twall ≤ 1000 °C, 
Pa ≤ 4.0 bar, 
Pw ≤ 5.0 bar. 
 
Activity performed 
A data analysis of experimental data to define the “training” and “test” 
subsamples data has 
been carried out. Several mathematical laws able to predict HTC behaviour of 
nozzle atomizer as function of fluid dynamic variable of spray have been 
investigated. 
The “BEST” function has been defined considering:  

 predicted value and so estimation error (following named 
RESIDUAL); 
 function shape; 

 function applicability in control system. 
 
Additional six mathematical laws of spray fluid dynamic behaviour have been 
determined as a function of the pressure of air and water. In particular: 
 Air flow rate: Qair 

 Water flow rate: Qwater 

 Water specific flow rate: W  

 Impact area Areaimpact 

 Impact velocity vimpact 

 Sauter mean diameter (droplet diameter): D32 

 
Statistical analysis: sample data 
HTC experimental and fluidynamic data have been divided in different 
subsamples: 
 for training: where the model/mathematical law is trained 

 for test: where the model/mathematical law is tested. 
 
In particular: 
 
Training1: 
Data have been composed by the points of intersection for 2,3,4,5,6 bar of air 
pressure and 2,3,4,5,6 bar of water pressure. Data have been used to obtain 
the model/mathematical law relating to Qw, Qa, Areaimpact, W. 
In this way the design of experiment for Qw and Qa is central 
composite design (CCD) that is well balanced therefore the best to detect 
the mathematical functions that bind variables of influence with the variable 
that measure the phenomenon to be studied. 
 



 

 

Attachments – Annex4 

 
175 

 

 
 
Training2: 
Data have been selected from the starting sample at the points of intersection 
for 1,2,3,4,5,6 bar of air pressure and 1,2,3,4,5,6 bar of water pressure. Only 
the points within the mix working condition have been considered. Data have 
been used to get the model/mathematical law relative to D32 and vimpact. 
 

 
 
Training3: 
Data have been selected from the starting sample at the points of 
intersection 1,2,3,4,5,6 bar of air pressure and 1,2,3,4,5,6 bar of water 
pressure. Only the mix working zone intersections have been considered. 
Only the points where the value of the variable HTC is measured have 
been considered. Data have been used to get the model / mathematical 
law relative to HTC. 
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Test1: 
Data have been used to test the model/mathematical law relating to Qw, 
Qa, Areaimpact, W. Contains all the data in mix working zone not used in 
Training1. Data have been selected in the Training1 network. 
 
Test2: 
Data have been used to test the model/mathematical law relating to Qw, 
Qa, Areaimpact, W. Contains all the points outside the network of Training1. 
 
Test3: 
Data have been used to test the model/mathematical law relating to Qw, 
Qa, Areaimpact, W. Major points of interest contains all points with network: 
2 ≤ Pw ≤ 5 bar 
2 ≤ Pa ≤ 4 bar 
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Test4: 
Data have been used to test the model/mathematical law relative to D32 

and vimpact. Contains all the data in mix working zone not used in 
Training2. 
 

 
 

Test5: 
Data have been used to test the model/mathematical law relative to HTC. 
Contains all the data in mix working zone not used in Training3. 
Has been selected in the Training3 network. 
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Methodology used 
The identification of the model (multiple variables) was performed by 
linear regression using the procedures called "stepwise" and "backward" 
in a reasoned way to select the variables to be entered in the prediction 
model.  
The procedure "stepwise" inserts the variables one at a time, as long as 
their contribution is significant, in particular cases, removes the variables 
whose contribution is no more significant due to the entry of other 
variables in the model. 
The procedure "backward" removes the variables whose contribution is 
not significant one by one. Moreover, in addition to the calculation of the 
coefficients of the regression model and the calculation dell'R-sq, the 
analysis includes: 
The test associated to the null hypothesis that all the coefficients of the 
regression are simultaneously equal to zero. It assesses the goodness of 
the global model: if this test is successful (reject null hypothesis), the 
contribution of the regression model to the explanation of the variability 
of the dependent variables against independent is significant at least at 
95%. If this test is not successful null hypothesis (accept null hypothesis), 
the model is discarded. 
The tests associated to the null hypothesis that each coefficient of the 
regression is equal to zero. If this test is successful (reject null hypothesis), 
the contribution to the explanation of the variability of the dependent 
variable against the independent variable is significant at least at 90%. If 
this test is not successful null hypothesis (accept null hypothesis), the 
model is discarded. 
The variables are also some non-linear mathematical functions that tie 
together even more variables. 
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Literature like equation: 
• Many authors break the correlation in three/four branches with changes 

in temperature. Usually, ranges are 0 - 200 ° C, 200 ° C - 400/500 ° C, 

400/500 °C - 700/800 ° C, T> 700/800 ° C. 

 
𝐻𝑇𝐶 = 𝑘𝑇𝑤𝑎𝑙𝑙

𝑎 𝑊𝑏𝑣𝑖𝑚𝑝𝑎𝑐𝑡
𝑐 𝑓(𝐷32) 

 
We opt to utilize an evolution method for better confidence named 
Sigmoid equation: 
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Experimental vs Predicted Data 

 
 
HTC Literature Tw≤200°C 
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HTC Literature 200°C<Tw≤500°C 
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HTC Literature 500°C<Tw≤800°C 
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HTC Literature 800°C<Tw≤1200°C 
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Spray Behavior 
 

Mathematical laws of spray fluid dynamic behavior have been determined 
as a function of the pressure of air and water. In particular: 
• Air flow rate: Qair 
• Water flow rate: Qwater 
• Water specific flow rate: W 
• Impact area Areaimpact, (spray angle α and transversal spray angle β) 
• Sauter mean diameter (droplet diameter): D32 
• Impact velocity vimpact 
 

1. Air Flow rate 
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Training 
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2. Water Flow rate 
 

 
 

Water working zone 
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Water-Air mixed working zone 
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The Qw, water flow rate, is expressed by: 
 

𝑛𝑜𝑛𝑙 = (𝑎 + 𝑏𝑃𝑎)𝑠𝑖𝑛ℎ
−1(𝑃𝑤

𝑐+𝑑∗𝑃𝑎 − (𝑒𝑃𝑎
2 + 𝑓𝑃𝑎 + 𝑔)) + ℎ𝑃𝑎

2 + 𝑖𝑃𝑎 + 𝑙 
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Water specific flow rate 

 
Water specific flow rate is given by the ratio between the water flow rate 
and the impact area. 
In this way the water specific flow rate are function of: 
• Air pressure 
• Water pressure 
• Spray angles and transversal spray angles 
• Distance between nozzle and surface. 
 

𝑊 =⁡
𝑄𝑤(𝑝𝑎, 𝑝𝑤)

𝐴𝑖𝑚𝑝(𝑝𝑎 , 𝑝𝑤 , 𝛼, 𝛽, 𝑑𝑛𝑜𝑧𝑧𝑙𝑒−𝑝𝑙𝑎𝑡𝑒)
= 𝑊(𝑝𝑎 , 𝑝𝑤 , 𝛼, 𝛽, 𝑑𝑛𝑜𝑧𝑧𝑙𝑒−𝑝𝑙𝑎𝑡𝑒) 

 
 
Impact area: 
 
Impact area is given by the equation of ellipse area: 
 

 
 
Where: 
 
• a is given by spray angles and distance between nozzle and impact 
surface 

 
 
• b is given by transversal spray angles and distance between nozzle and 
impact surface 
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Spray angle α 
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𝑛𝑜𝑛𝑙7 = 𝑎 + exp⁡(𝑒 + 𝑐𝑃𝑎
2 + 𝑑𝑃𝑎 + 𝑓𝑃𝑎𝑃𝑤

2 + 𝑔𝑃𝑎𝑃𝑤 + ℎ𝑃𝑤) 
 

 

 

 
 
 

Spray angle β 
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𝑛𝑜𝑛𝑙7 = 𝑎 + exp⁡(𝑒 + 𝑐𝑃𝑎
2 + 𝑑𝑃𝑎 + 𝑓𝑃𝑎𝑃𝑤

2 + 𝑔𝑃𝑎𝑃𝑤 + ℎ𝑃𝑤) 
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𝑛𝑜𝑛𝑙 = (𝑎 + 𝑏𝑃𝑎)𝑠𝑖𝑛ℎ
−1(𝑃𝑤

𝑐+𝑑∗𝑃𝑎 − (𝑒𝑃𝑎
2 + 𝑓𝑃𝑎 + 𝑔)) + ℎ𝑃𝑎

2 + 𝑖𝑃𝑎 + 𝑙 
 

 
 

𝑛𝑜𝑛𝑙2 = 𝑎 + 𝑃𝑤
𝑏+𝑃𝑎

𝑐 
 
 

 
 

𝑛𝑜𝑛𝑙4 = 𝑎 + tan⁡(𝑃𝑎
2 + 𝑐𝑃𝑎 + 𝑑) 

 

 

 
 
 

nonl_ok_F1=(79.4787-1.2217*Pa)*arsinh(Pw**(0.00254+0.000315*Pa)-(0.00461*Pa2-0.0786*Pa-0.0661))+0.1898*Pa2-4.9382*Pa; 
F1=-5367.60123 
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+73.25731*nonl_ok_F1 
+159.87308*Air_Pressure 
+5.34187*Air_Pressure2 

-0.03034*Water_Pressure3 ; 
nonl7_ok_F2=20+exp((-1.2554*Pa2-0.6685*Pa+5.9508-0.1828*PaPw2+2.7649*Paw-3.6614*PW)); 

F2=0.76024+0.97142*nonl7_ok_F2; 
nonl3_ok=62.4065+tan(29.3820+0.5*(-131.2*tanh(((Pa)/2)))); 

nonl4_ok=66.5202+tan(-0.1853*Pa2-1.3307*Pa-2.4769); 
F3=-48.08765 

+2.73410*nonl3_ok 
-1.25258*nonl4_ok 

-0.06485*Water_Pressure3 
+3.71997*Water_Pressure 

+0.41596*Paw ; 
 

 
 

 
Sauter mean diameter (D32) 
 
Sauter mean diameter (D32) is an average of water drop size. It can be 
defined as the diameter of a drop having the same volume/surface area 
ratio as the entire spray. 
 
 



 

 

Attachments – Annex4 

 
204 

 

 
 

 



 

 

Attachments – Annex4 

 
205 

 

 
 

 
 

 

 
𝑛𝑜𝑛𝑙7 = 𝑎 + exp⁡(𝑒 + 𝑐𝑃𝑎

2 + 𝑑𝑃𝑎 + 𝑓𝑃𝑎𝑃𝑤
2 + 𝑔𝑃𝑎𝑃𝑤 + ℎ𝑃𝑤) 
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𝑛𝑜𝑛𝑙 = (𝑎 + 𝑏𝑃𝑎)𝑠𝑖𝑛ℎ
−1(𝑃𝑤

𝑐+𝑑∗𝑃𝑎 − (𝑒𝑃𝑎
2 + 𝑓𝑃𝑎 + 𝑔)) + ℎ𝑃𝑎

2 + 𝑖𝑃𝑎 + 𝑙 
 

 
 

The “F_Ratio” formulation has the minor residuals and a trend more close 
to the expected physical behavior. 
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Impact velocity: Vimp 
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𝑛𝑜𝑛𝑙 = (𝑎 + 𝑏𝑃𝑎)𝑠𝑖𝑛ℎ
−1(𝑃𝑤

𝑐+𝑑∗𝑃𝑎 − (𝑒𝑃𝑎
2 + 𝑓𝑃𝑎 + 𝑔)) + ℎ𝑃𝑎

2 + 𝑖𝑃𝑎 + 𝑙 
 

 
 
 

𝑛𝑜𝑛𝑙7 = 𝑎 + exp⁡(𝑒 + 𝑐𝑃𝑎
2 + 𝑑𝑃𝑎 + 𝑓𝑃𝑎𝑃𝑤

2 + 𝑔𝑃𝑎𝑃𝑤 + ℎ𝑃𝑤) 
 
 

 
 
The “Back_rag” formulation has the minor residuals and a trend more 
close to the expected physical behavior. 
 
 



 

 

Attachments – Annex4 

 
210 

 

 
 
 
Conclusion 
 
The data analysis showed that the network of experimental points is 
sparse. Furthermore, with the exception of water and air flow rate, the 
sample data is not balanced (in some cases is heavily unbalanced). In 
these conditions the mathematical law presents more accuracy in the zone 
of greater data densification and more residual in the other zones. 
Several mathematical laws able to predict the heat transfer coefficient 
(HTC) behavior of nozzle atomizer have been identified. These equations 
are based on the available data set within the temperature and pressures 
ranges: 
200 ≤ Twall ≤ 1000 °C, 
Pa ≤ 4.0 bar, 
Pw ≤ 5.0 bar. 
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