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Abstract

In the last years, the significance of improving efficiency of urban Public Trans-

port Systems (PTSs) is taking a key role in the development of modern society.

In an ideal world, urban PTSs have no particular problems in providing ef-

fective and efficient services that improve the Quality of Life (QoL) of people

living in big urban areas. An efficient service would also help to solve some

additional problems, such as air pollution and traffic congestions that often

afflict high density urban areas. The reality, however, is that urban trans-

portation systems in most big cities are far from ideal. Managers of PTSs

services are experiencing ever greater difficulties in maintaining high levels of

efficiency due to the ever-increasing congestion affecting the major urban cen-

ters. In order to face these issues and, at the same time, improve the efficiency

of PTSs services, three different proposals are introduced. First, a framework,

aimed to ease the design of a monitoring system in the public transport do-

main, has been realized by adopting the European standard Transmodel as

reference model for a generic PTS system. The proposed framework is built

around the definition of a knowledge base that includes a conceptualization of

the public transportation domain, on the top of which a set of logic-based func-

tionalities are developed. The second improvement proposed, consists in the

implementation of a forecasting algorithm in order to predict arrival time at

bus stop in urban areas that allows to improve the travelers’ perception of the

Quality of Service offered. In literature, several type of algorithms have been

tested in order to predict arrival time at bus stops. However, in recent years, in

addition to models formed by a single algorithm (called Simple Models), mod-

els formed by the composition of more algorithms (called Hybrid Models) have

emerged. An overview of Hybrid Models has been performed by comparing

them with Simple Models in a real-world case study from which resulted that

the Hybrid Models outperform Simple Models in every experiment performed.

The third improvement proposed regards the study of the impact of an "um-

balanced" methodology in vision systems able to solve various issues related to

traffic management such as parking discovery and occupational turnaround in

order to develop a software application to optimize their employment and, in

the same time, minimize traffic caused by parking lot search. Unfortunately

PluService company, which provided the data to develop the entire work, had

no dataset that can be used for the proposed purpose, and, for this reason,
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in order to assess the quality of the proposed methodology, it has been tested

with building detection problem from LIDAR aerial data. Building Detection

from aerial data, in literature, represents a notoriously "difficult" application

domain to face, cause the imbalance that characterizes the datasets used. The

proposed method takes advantage of the Baesyan Vector Quantizer (BVQ) al-

gorithm and, in order to verify its efficiency in strongly umbalanced application

domains, it has been compared with other well known methodologies, like Ad-

aboost or Metacost, in a real-world case study. The datasets used are formed

by four strongly imbalanced classes (building, high vegetation, low vegetation

and streets) and the obtained results demonstrated that BVQ outperform the

other methodologies applied in the totality of experiments performed.
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Chapter 1

Introduction

In recent years, the significance of providing a urban Public Transport System

(PTS) is taking a key role in the technological improvement of our society.

As described in [2], in 2016, 1.7 billion people, representing the 23% of the

world’s population, lived in cities populated by, at least, 1 million inhabitants.

By considering these data, in 2030, a projected 27% of people worldwide will

be concentrated in big cities with, at least, 1 million inhabitants. A smaller

number of people reside, instead, in what are usually called, megacities. People

who live in megacities are 500 million and represents the 6.8% of the global

population in 2016. But, as these cities increase in both size and number, they

will become home to a growing share of the population. By 2030, a projected

730 million people will live in cities with at least 10 million inhabitants, rep-

resenting 8.7% of people globally. The trend described by these numbers is

evident: all the above mentioned percentages are set to grow all over the world

as time passes and this represents a problem, especially in Europe where the

population density index is already high and fixed to 134 people per square-

mile (only the Asian continent introduce an higher index with 203 people per

square-mile). It is a fact that public transport plays a crucial role in urban

development by providing an easiest access for people to education, markets,

employment, recreation, health care and other key services. Especially in big

cities of the world, enhanced mobility for the poor and vulnerable groups is

one of the most important preconditions for augmenting the people’s Quality

of Life (QoL). The existing reality, however, is that urban transportation sys-

tems in most big cities are far from ideal. The most visible and frequently

mentioned transport problem of a city of such dimension is its growing traf-

fic congestion, and it is well known that crescent levels of congestion create

significant impact on local and national GDP, without considering side effects

like growing air pollution or deaths caused by car accidents. It is evident that,

under the conditions just exposed, managers of PTSs are encountering growing

difficulties in obtaining high quality of services in order to improve the mobil-

ity of citizens, while reducing costs and ensuring safety and low environmental

impact of performed journeys. Public Transport systems need to be optimized
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Chapter 1 Introduction

from the different points of view in order to encourage people in using it while

reducing, at the same time, the use of private vehicles like car and motorcy-

cles with all the resulting benefits. In order to evaluate the "health state" of a

public transport system, it is necessary to provide a tool that allows a quick

and efficient analysis of the service provided by different perspectives. To this

end, monitoring systems are built to evaluate specific performances related to

processes, in order to determine if business objectives (e.g., minimization of

delays, pollution reduction, etc.) are met or not. In these contexts, the use of

Key Performance Indicators (KPI) represents a well-established way in order

to evaluate the performances achieved by specific activities and tasks, by giv-

ing an immediate and synthetic view. Most of available management systems

for PTSs are designed by referring to standard models, e.g. the The Service

Interface for Real Time Information (SIRI) that represents a standard that

allow distributed computers to exchange real time information about public

transport services and vehicles or the Transmodel Data Model (TDM) that

defines a standard data model for a generic PTS. As for these last, typically it

is not required for individual systems or specifications to implement the model

as a whole. However, they are large and complex models. To give an example,

in Transmodel are defined over 370 classes arranging them in 14 core modules

divided into 61 submodules, including a huge variety of measurements about

various aspects associated with transport services. Hence, selecting the most

relevant KPIs for a certain objective, or the procedures that must be followed

to compute a certain indicator are all non-trivial tasks even with a small num-

ber of objectives, as well as understanding the modules of the management

system for PTS that are to be used or where the information needed to calcu-

late a KPI is stored. Existing management solutions for PTSs are capable to

provide only little support on how to setup and configure a monitoring system.

Indeed, several studies focused only on a part of the development of a PTS, for

instance analyzing in detail only a case studies of interest (e.g., sustainability),

or a specific scenario (e.g., urban transport).

In addition to improve planning and management of resources, an other way

to improve the attractiveness of a PTS is to give, in a clear and timely fash-

ion, information about bus arrival to passengers, leading to: reduced waiting

times at bus stops and improved planning for trips that must be performed. A

precise travel time prediction is valuable for both travelers and logistic opera-

tors, since its aid allows to evade congested route in order to lessen transport

outlays and increase upsurge facility excellence. For traffic managers travel

time information is a significant index of traffic system operation. Especially,

travel-time data is critical for pre-trip and en route information which is highly

informative to drivers and travelers. Recent technologies have introduced in

vehicles computers equipped with Global Positioning Systems (GPS), that en-

2



able collection of vast data like, for example, arrival of a transit vehicle, dwell

times and bus speed that can be used both to analyse the status of a trip and

to predict travel times in urban areas.

Another factor that tends to increase traffic congestion in urban areas is rep-

resented by the high demand for parking that some areas of cities cannot fully

satisfy. In these situations, the Quality of Life of people decrease significantly

because the so-called "parking stress", as such parking search requires physical

and mental efforts, above all, on the driver. The reduction of this issue as well

as improving the Quality of Life of private car drivers, can, at the same time,

significantly reduce traffic congestion in urban areas.

From these motivations, the goal of this thesis is to face the above mentioned

issues by introducing three different proposals in order to improve the efficiency

of a PTS system. The first proposal consists in a framework aimed to ease the

design of a monitoring system in the public transport domain. The second

proposal, instead, consists in the implementation of a forecasting algorithm to

predict arrival time at bus stop in urban transit system at the end of a careful

overview of the literature. The third proposal provides the development of a

software application used to both optimize parking employment and minimize

traffic caused by parking lot search.

The framework is built around the definition of a knowledge base including

a conceptualization of the public transportation domain, on the top of which a

set of logic-based functionalities are developed. The forecasting models tested,

instead, belongs to two different classes of algorithms: Hybrid Models that are

formed by the composition of more forecasting algorithms and Simple Models

that are formed, instead, by a single forecasting algorithm. The idea of appli-

cation used to optimize parking search is based on the study of an "unbalanced"

methodology that exploits surveillance and vision systems in order to optimize

parking occupation and turnaround. Unfortunately PluService company, which

provided the data to develop this entire work, had no dataset that can be used

for this purpose. For this reason, the "unbalanced" approach has been adopted

to exploit the automatic building detection problem with LIDAR areal data.

The chosen datasets represent a well-known "umbalanced" problem where other

approaches have been used.

The thesis is organized as follows: Chapter 1 focuses on introducing urban

Public Transport System in Europe by tracing its history and evaluating its

current limitations and developments. In chapter 2 the developed framework

is described in detail; particular focus is given to the Knowledge Base used to

conceptualized the TDM and the Reasoning Framework created to build logic-

based functionalities. At the end of the chapter, the Framework is used in real

world case study. In chapter 3, the forecasting algorithms to predict arrival

3



Chapter 1 Introduction

time at bus stop in urban transit system are introduced, tested and discussed.

In chapter 4, an automatic approach to identify building in urban areas from

aerial high resolution image is discussed. In chapter 5, some conclusion and

future works are proposed.

This research has been funded by the European Commission, MIUR and

PluService company that co-financed this project and provided the used data.

1.1 Evolution of European Urban Public Transport

The concept of "Urban Public Transport" began to emerge around the 17th

century, when an ever-growing number of persons needed to be able to cover

medium distances in order to reach, for example, the workplace or to carry on

an increasing number of daily activities. During that period, governors and

technicians started to study and put into practice some solutions that could

partially solve the question. One of the first solutions developed, before the

introduction of motor vehicles, was represented by the "Omnibus", consisting in

large horse-drawn carriages that could carry from 12 to 20 people per trip. In

a typical scenario of usage, this vehicle was modeled with two wooden benches

along the sides of the passenger cabin with several sitting passengers facing

each other. The driver sat on a separate bench, typically in an elevated po-

sition. The "Omnibus" project was originally made by Blaise Pascal in 1662

but only in the following centuries was actually used in big cities and urban

areas due to excessive fares and some restrictions that allowed the use of this

service only to high society members. The first application of the Omnibus as

a Urban Public Transport service was made by Jacques Lafitte in Paris (1819),

which allowed up to 50 people to ride across the city in a shared vehicles, avoid-

ing the city’s muddy streets. The growing success of this service, enabled the

development, in some years, of more structured and organized transport infras-

tructures. In the first years of 19th century, in the biggest cities of Europe, took

place, parallel to the omnibus service, the so-called "Drawn-Horse TramWay".

With the term "Drawn-Horse TramWay" is meant the terrestrial transport in-

frastructure, suitable for trams drawn by horses, for both freight and people

transport. The first Horse TramWay were developed in England on September

11, 1795 and connected the towns of Crich and Little Eaton. Ten km. long,

this line was used for industrial purposes and ran alongside the Derby Canal.

The last trip on this line was made in 1905. However, the great technological

revolution that was tacking place in those years brought big changes also in

the infrastructures and vehicles that were part of the urban public transport

system. Horses that represented the only propulsion system of the Omnibus

and Tramway services, very soon, were replaced by innovative engines fueled

by steam, electricity and carbon fossil fuel. The first prototype of steam bus
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was made in England in 1827 but the very first urban transport service based

on steam bus was inaugurated on 18 March 1895 to cover the distance subsist-

ing between the cities of Siegen and Netphen and was managed by a company

called "Netphener Omnibusgesellschaft". In order to perform the service just

described a vehicle named "Landauer" was used, which did not look much like

a modern bus. This bus was made by hand from 1895 by Karl Benz family-run

company; it was composed by eight seats and powered by a 5-horsepower steam

engine. Its average speed was about 15 km/h, allowing to cover the distance

subsisting between Siegen and Netphen in 1 hour and 20 minutes. Immedi-

ately after the appearance of the first vehicles powered by steam engines, bus

powered by internal combustion and, even, electric engines also came up. In

the London of the early 20th century, in fact, in addition to the steam powered

bus, petrol and electric powered models were also tested. Electric powered

models had too little autonomy to be competitive while the steam engines

had insufficient performance to ensure efficient urban transport service; so the

models powered by fossil fuels took over and became the reference model. The

bus evolution continued in the sixties in Germany with the unification of the

bus types thanks to "Verband öffentlicher Verkehrsbetriebe" (VÖV) company,

which in conjunction with some transport companies developed prototypes for

line buses, which were then refined by several manufacturers . The first VÖV

I prototype came from 1968 to the production of the Daimler-Benz (1969)

MBO 305, the Magirus-Deutz 170S11H (1967), the Bussing 110V (1967), the

SL 200 MAN AG (1971) and Ikarus 190 (1973). VÖV II, as a successor of

the VÖV I introduced some improvements from a comfort point of view like,

as example, a lower floor that allowed an easier climb on the vehicle. The

S80 prototypes tested between 1976 and 1978 developed the Auwärter Neo-

plan N416, the Mercedes-Benz O 405 and the MAN SL 202. With the "VÖV

III" a low-floor bus was built, which was the foundation for example for the

Neoplan N4014NF, for the Mercedes-Benz O 405 N, for the MAN NL 202 and

the IVECO CityClass. Parallel to bus vehicles, TramWays have suffered the

same transformation. From horse-drawn tramways, tramway powered by other

sources of energy were built. The first trams were built on a chassis resting on

two short-stroke axles with pretty elementary cross-sectional suspension. The

short step was a necessity determined by the narrow curves of the tramway

lines. Even the trailers were two-stroke shorts. The first structural evolution

took place with the advent of trolley trams, almost always on two axes each.

In the post-great-war period, the two-element construction was built on three

trolleys, a solution that, in addition to being cheaper (saving a trolley), also

allowed an easier way to board passengers. The success of the ATAG in Rome

was in 1940, which commissioned the Stanga workshops for the construction of

a similar articulated car like STEFER. The prototype was handed over to war
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in 1941 and was registered 7001. However, this prototype was destroyed during

the bombings that struck Rome in 1943. During the second world-war, ATAC

ordered a subsequent lot of 50 cars (odd series 7001-7099) at which were added

after the closure of the STEFER tramway lines in 1980, another 8 cars (501-

508) refurbished in Viberti workshops (odd series 7101-7115). Many European

tramway companies adopted similar solutions.

After the Second World War, for the first time, large-scale vehicles were

introduced in the Hamburg tramway for a rapid flow and outflow of passengers.

With the evolution of articulated trams, the use of trailers has been greatly

reduced.

The seventies represent an important turning point in constructive philoso-

phies. With new tram projects new trams are also emerging that do not re-

semble any of the previous solutions: while traditional trams become common,

new solutions are being implemented that increase the composition of 3 and

more elements resting on common carriages.

In addition to the evolution of the structures, major transformations were

performed in traction systems. Even in the trams, the DC engine was replaced

by the three-phase drive motor. Power electronics has now been universally

adopted for traction and speed control. Electricity is now captured by both

an aerial line with a pantograph and a particular type of third rail underneath

and drowned in normally insulated ground but which is subjected to the rolling

passage. The newly designed accumulator system is also used again for tram

traffic in historic buildings of particular architectural value.

Another element that has played a huge role in European public transport,

is represented by the subways. After a fierce expansive period in the construc-

tion of new networks, between the end of the nineteenth century and the fifties

of the twentieth century, where capitals and major metropolis of the north-

ern hemisphere were mainly equipped with metropolitan areas, new programs

were launched in this area since the seventies, due to the need to de-congest

urban traffic from traffic and to the growth in oil prices, which has made it

economically less costly for transport by car.

The first real metro line in the world was that of London, still called to-

day "Underground" or "The Tube". It began operating on January 10, 1863

(Metropolitan Line) and currently has 414 km of lines. The proposal seems to

have been advanced by then-mayor Charles Pearson, motivated by the unbear-

able chaos on the streets of the city-centre also because of the lack of direct

interchange between the various railway stations in the city. Thus in 1860 the

Metropolitan Railway Company was established, whose name will be reported

with the first line.

Until 1890 the London metropolitan was steam-powered, with open-air trains:

only that year the electrification allowed it to be submerged, with the first en-

6



1.2 Recent Issues in Urban Transit

tirely underground line. Still in the United Kingdom are operating the ancient

metropolitan of Glasgow (1896) and Newcastle upon Tyne. The first subway

line in Europe was built in 1896 in Budapest, Hungary, and still today it is

largely preserved in its original state, as in its name, Földalatti; It was also the

first in Europe to have the electric traction provided by aircraft cables.

Nowadays Urban Public Transport system is characterized by various vehi-

cles and by different network infrastructures, both in promiscuous and by wheel

or rail, based on parameters such as, for example, expected or actual passen-

ger demand a given path. However, the exponential growing of urban areas is

giving rise to a wide range of problems, discussed in the following paragraph,

which must be addressed also by the public transport service.

1.2 Recent Issues in Urban Transit

As anticipated in the previous paragraphs, urban areas are highly congested,

in particular the historical part of city centres. The main reasons of congestion

are principally: the high level of urbanization (about 70% of the European

population lives in cities); and the conformation of historical city centres, char-

acterized of narrow roads, in some cities also steep and with steps, where also

conventional public transport operates with difficulty. Congestion causes de-

lays in trips: it is estimated that about 1% of the European GDP is lost by

considering the cost associated to urban congestion [3]. Congestions have also

other bad aspects: the number of accidents increases proportionally to urban

congestion, and, at the same time, causes an increase in pollution, whose long-

term effects are dangerous for people’s health. Therefore, a shift from private

to public transport is desirable. This can be achieved through limitations on

private transport, and through improvements of public transport. In order to

avoid the decrease of the transport demand, public transport must be attrac-

tive and provide a high quality service. Moreover, the population is ageing.

Transport systems must therefore take into account the mobility needs of all

categories of users.

1.2.1 Air Pollution

Air pollution represents the largest environmental health risk in European

Union, in fact some recent estimates suggest that the disease burden result-

ing from air pollution is substantial [4] [5]. Is proven that heart diseases and

stroke, that represents the most common reasons for premature death, are

attributable to air pollution and are, also, responsible for 80% of cases of pre-

mature death or lung diseases (Figure: 1.1). In addition to causing premature

death, air pollution increases the incidence of a wide range of diseases like
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respiratory, cardiovascular diseases and cancer, with both long and short-term

health effects. The International Agency for Research on Cancer has classi-

fied air pollution in general, as well as particulate matter (PM) as a separate

component of air pollution mixtures, as carcinogenic.

Recent studies [6], [7] have proven that air pollution is also responsible for

the crescent rate of fertility or pregnancy issues. Also children may have sev-

eral problems in growing. These problems include negative effects on neural

development and cognitive capabilities, which in turn can affect performance

at school and later in life, leading to lower productivity and quality of life.

There is also emerging evidence that exposure to air pollution is associated

with new-onset type 2 diabetes in adults, and may be linked to obesity and

dementia.

People who live in big urban areas suffer more because they live in really

high polluted areas and are exposed to higher levels of air pollution. In this

case, an efficient urban public transport system which encourage people in

using it, can help in reducing air pollution and can increase the QoL in big

cities. Air pollution has, also, several important environmental impacts and

may directly affect vegetation, as well as the quality of water and soil and the

ecosystem services that they support. For example, ground-level ozone damages

agricultural crops, forests and plants by reducing their growth rates. Other

pollutants, such as nitrogen oxides, sulphur dioxide and ammonia, contribute

to the acidification of soil, lakes and rivers, causing biodiversity loss. In addition

to causing acidification, NH3 and NOX emissions also disrupt terrestrial and

aquatic ecosystems by introducing excessive amounts of nutrient nitrogen. This

leads to eutrophication, which is an oversupply of nutrients that can lead to

changes in species diversity and to invasions of new species.

Air pollution and climate change are intertwined. Several air pollutants

are also climate forcers, which have a potential impact on climate and global

warming in the short term. Tropospheric O3 and black carbon, a constituent of

PM, are examples of air pollutants that are short-lived climate forcers and that

contribute directly to global warming. Other PM components, such as organic

carbon, ammonium, sulphate and nitrate, have a cooling effect. In addition,

changes in weather patterns due to climate change may change the transport,

dispersion, deposition and formation of air pollutants in the atmosphere. For

example, a warmer climate leads to an increase in ground-level O3 production,

and increased O3 levels then contribute to more warming.

1.2.2 Street Accidents And Road Safety

In year 2016, 25.991 deaths for accidents have been registered in European

area. Compared to 2015 (26.065 deaths), a very slight decrease is registered in
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the number of deaths (-0.3%). Compared with the target set by the European

Union in the White Paper of 2001 [8], much progress has been made with

reducing the number of fatalities. The average reduction between 2005 and

2007 was 3,1% per year. The number fell more rapidly in the 2007-2010 period,

with an average reduction of about 10%, which decreased the following years.

It is estimated that the number of road accident fatalities in the EU fell by

42% between 2005 and 2014. The population of the EU countries grew by

2,5% over the decade, but the growth occurred mainly among the older age

groups and indeed the population declined in the age groups between 10 and

44 years. Fatalities in the over 85 year old age group increased by 28% in 2014

compared with 2005, while the respective fatality rate decreased by 17%. There

are, also, a lot of differences subsisting in deaths among the different countries

of the European area. For example, in countries like Cyprus and Ireland the

average age of people death in road accident is younger than in other countries

like Italy, Portugal or Sweden (Figure 1.2). Far more males than females are

killed in road accidents: 76% of all fatalities were male and 24% were female

(Figure 1.3). The type of road also has a major impact on fatal accidents.

Overall, only 7% of road fatalities in 2014 occurred in accidents on motorways,

and 55% of road users died in accidents on non-motorway urban roads. It

is clear that congestion of urban roads play a key role in road safety. The

prove is represented by the fact that almost half of fatalities on urban roads

were pedestrians or cyclists, and about one quarter were car occupants. This

statistic is fairly clear and tells us that the main victims of extreme urban road

congestion are the individuals who do not travel on vehicles but who proceed

vulnerable on roadway.

1.3 Policies to improve sustainable mobility

As early as 1957, when the European Economic Community (EC) was created,

the Member States agreed to develop a common transport policy. On 1992 (the

same year as the Treaty of Maastricht) the EC issued the so called White Paper

[8], representing a set of documents containing proposals for European Union

action in a specific area, on the future development of the common transport

policy. In 2001 the document was updated, setting medium-term objectives.

The paper, titled, European transport policy for 2010: time to decide aims

to guide the development of the European transport sector in a sustainable

and modern direction. It proposes around 60 measures to develop a transport

system capable of shifting the balance between modes of transport (wheel,

railway, sea and air). In 2007 the EC published the Green Paper on Urban

Mobility: Towards a new culture for urban mobility. It set the foundations for

a new European agenda for sustainable mobility policy and invited stakeholders
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to a debate on what support the EU should provide, and how best to provide

it (eg. how to achieve optimal European added-value through the effective

promotion of best practices).

The Green Paper identified five points that must be faced by big cities and

urban areas:

• Congestion, which creates negative economic health, environmental and

social impacts, and affects mobility not only at the local (city) level, but

also long-distance transport routes which go through urban areas;

• Dependence on fossil fuels, which create a lot of air pollution that

contributes in climate changing and reduce the human QoL;

• Increase in freight and passenger flows, in combination the limited

possibility of expanding the transport infrastructure;

• Accessibility to the urban mobility system, which must possess the

following characteristics: fast, frequent, comfortable, reliable, flexible,

affordable and accessible to the more vulnerable groups;

• Safety, including he safety of infrastructures and of the rolling-stock, as

well as citizens’ safety in reaching the system.

In parallel to Green Paper, European Union an other document called Sus-

tainable Urban Transport Plans – Preparatory document in relation to the

follow-up of the Thematic Strategy on the Urban Environment. This publi-

cation focus its attention in other four points that must be relevant for Euro-

pean governments in planning sustainable mobility system. The points are the

following:

• Technological progresses, alone, are not sufficient to obtain a sustainable

mobility system;

• Efforts to achieve sustainable transport systems must be done in unison

by local, national and continental realities;

• A close collaboration between the urban transport management and the

land use planning departments is necessary to generate sustainable mo-

bility synergies;

• Internalisation of external costs is suggested as a way to account for the

full extent of societal costs involved in transportation.

In summary, the EU has dedicated efforts throughout the last few decades to

try to create a common transport policy, and, in addition, in more recent years

to try to reduce the strong negative impacts of the sector on the environment,

human health and the economy.
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1.3.1 Improvement of urban public transport system

The measures aimed to discourage the usage of private car are not effective

if a high quality public transport is not provided to users. These measures

therefore may result only in the decrease of the transport demand and on

the settlement of some activities and residents in other areas, and not in a

real shift from private to public transport. In order to perform a high quality

Public transport, all the segments of demand must be satisfied, specially people

living in far and low populated residential areas and people aged or with some

disability.

In order to better capture percentages of transport demand, conventional

public transport must be improved. Public transport is of high quality for

users if it is:

• fast, i.e. transit times should be kept low;

• reliable, i.e. it should cross the stops and stations at the scheduled time.

Reliability assume extreme importance when user trips involve different

18 means of transport: for example they have to take different bus lines,

or tranship from train to bus or from bus to underground;

• capillar, i.e. it should reduce walking distances and therefore be capable

to board the user as close as possible to his origin, and bring him as close

as possible to his destination;

• frequent, at least 4 services by hour for urban areas; however if frequencies

overcome 12 services by hour, there is no longer a benefit to users;

• with a reduced number of transhipments: much time is lost when users

commute between different means of transport; moreover time spent wait-

ing is perceived in a worse manner than time spent on board.

High quality of transport can be achieved through several measures; for exam-

ple:

• build new lines of underground or improve the existing lines, when re-

quired;

• develop bus lanes in some major roads interested with high traffic flows

and provide public transport a priority phase in signalized intersection,

in order to decrease the journey time. This also result in a decrease of

management costs as fewer vehicles are necessary to perform the service;

• in small and medium cities, where the demand is not enough for building

an underground or other fast transit solutions, rapid bus lines, with only

few stops, should developed.
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• Build parking spaces in peripheral areas in proximity of public transport

stops. Therefore commuters reach the urban area by private car and after

commute to public transport.

Some small villages located in proximity of cities, or in isolated and low

populated residential areas, where also the demand of transport is low, cannot

be served by a high quality and frequent transport line. Therefore, for such

situations on-demand services must be developed. In several small cities, some

public transport lines have a main path and several areas around to serve on-

demand. These lines have a high frequency, and deviate from the main path

as they receive a request.

12



1.3 Policies to improve sustainable mobility

Figure 1.1: Premature deaths attributable to PM2.5, NO2 and O3 exposure in
41 European countries and the EU28 in 2013 [1].
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Figure 1.2: Total number and distribution of road fatalities by country and age
group in European Area, 2014 [1].
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Figure 1.3: Road fatality rates per million population by age group and gender
in European Area, 2014 [1].
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Chapter 2

The ontology-based framework to

support performance monitoring in

PTS

2.1 Overview

In this chapter the ontology framework to monitor the performance of a Pub-

lic Transport Service will be introduced and discussed. After carrying out a

thorough analysis of concepts such as Knowledge Management (KM), Decision

Support System (DSS) and Ontology used in decision making processes, the

innovative part that this work introduced in urban public transport sector will

be shown, in more detailed way. The proposed novel approach is based, mainly,

on two concepts:

• A Knowledge Base composed by an ontological representation of all

the knowledge regarding indicators and their formulas, business objec-

tives, dimension analysis and their relation with the Transmodel Data

Model (TM), the European reference data model for public transport

information systems;

• A Reasoning Framework made in Logic Programming (LP) that pro-

vides logic functionalities to interactively support designers in a set of

common and high level design tasks.

For each of the above-described elements, in the following sections, a detailed

analysis will be carried out and, after that, a case study will be discussed

highlighting the high-level tasks provided by the framework to PTS managers.

2.2 Related Work

In Literature the problem of extracting information and Knowledge from the

available data has been addressed several times and it has been analysed from
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different perspectives. The increase of data storage systems’ capacity and the

subsequent growing need to analyse such data, have pushed many researches

in developing new techniques and algorithms in order to extract information

from the large amount of data available [9]. In recent years, for example, the

emerging of Data Warehouses and Big Data as ones of the most used data

repository architectures [10] allowed companies and public institutions to store

a huge amount of data.

However, storing a large amount of data is not enough for the intended

purpose. In order to extrapolate information useful to the decision-making

process from the huge amount of data available, techniques and methodologies

are needed to select only useful information and separate them from the poten-

tially misleading or damaging one. For example, in [11] the proposed approach

covers the entire lifecycle of a DataWarehouse where the user can check the

relationships that exist among the various qualitative factors in such a way

that they can be optimized in order to fulfil specific quality goals. Even the

most up-to-date data usage is of high importance in decision-making process

as demonstrated in [12] where the authors presented a methodology on how

to adapt data warehouse schemas and user-end OLAP queries for efficiently

supporting real-time data integration. To accomplish this, authors used tech-

niques such as table structure replication and query predicate restrictions for

selecting data, to enable continuously loading data in the data warehouse with

minimum impact in query execution time. They have also shown the method’s

efficiency in a real world case study. In [13] authors have developed a differ-

ent approach by considering an hybrid system, called HyPer, that can handle

OLTP and OLAP systems simultaneously by taking advantage of hardware-

assisted replication mechanisms in order to maintain consistent snapshots of

the transactional data. The utilization of the processor-inherent support for

virtual memory management raise the performances of the system ensuring

both high transaction rate (10000 transactions per second) and systems’ sta-

bility.

Also Big Data has drawn huge attention, in the last years, from researchers

in information sciences. As mentioned above, it is known that the speed of

the information growth higher than Moore’s Law and some new techniques

must be considered to handle the problem. In [14] the authors have focused

their attention on the opportunities that Big Data’s systems offers by con-

sidering both Big Data applications and the state-of-the-art techniques and

technologies usually adopted to deal with the Big Data problems. The au-

thors of [15], instead, illustrated how the big data technology is influencing the

cloud computing by introducing some relationship subsisting among Big Data

storage systems, Hadoop technology and cloud computing. In [16] and [17]

researchers faced the problem of performing Data Mining in Big Data’s envi-
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ronments. More specifically in [16] author presented a broad overview of the

topic by considering, principally, four articles covering the most interesting and

state-of-the-art topics on Big Data mining. In [17], instead, a new Big Data

processing model that implements the HACE theorem involving, at the same

time, demand-driven aggregation of information sources, mining and analysis,

user interest modelling, security and privacy considerations.

However, the extraction of useful information is only a step of the process

of creating knowledge from the available data. Such information must be or-

ganized and managed in such a way that it may be useful for the purposes

previously assessed. The task of managing and organize the available infor-

mation is called "Knowledge Management" (KM) that, literally, represents the

systematic management of knowledge assets for the purpose of creating value

and meeting, at the same time, tactical and strategic requirements [18]. In liter-

ature, this concept has been discussed several times and from different perspec-

tives/purposes allowing the development of various theories and methodologies

([19], [20], [21] and [22]). The technologies used to manage the KM issue can be

divided into seven categories [23] as: KM Framework ([24], [25]), knowledge-

based systems ([26], [27]), data mining ([28], [29]), information and communi-

cation technology ([22], [30]), artificial intelligence/expert systems ([31], [32]),

database technology and ITS application ([21], [33]) and modelling ([34]).

The choice of the KM class type is a part of the problem-oriented domain

and it is strongly influenced by the class of the problem that must be addressed.

As previously said, one of the possible solutions is represented by frame-

works that allows to organize and structure the information extracted. Some

of these frameworks use a set of Key Performance Indicators (KPI) as perfor-

mance metrics in order to support the decision-making process, giving rise to

the Decision Support System (DSS). Several works and project, like SCOR [35]

and VRM [36], have focused their attention in developing standard templates

and guidelines in order to define the best set of indicators in order to facilitate

the decisional process that must be performed. However, this topic is not easily

standardized and results to be heavily influenced by the application domain.

Various researches have been carried out to apply such methodologies to the

most varied analysis domains, as in [37] where authors have developed a num-

ber of templates to be implemented within a real company. They have also

presented a real word case study where the templates are used to identify KPIs

for a manufacturing solution. In [38] authors describe a KPI modeling envi-

ronment, coined Mozart, where modellers can use formal models to explicitly

define the services of KPI and their relationships which are depicted by KPI

net. They applied this methodology in an example scenario where they try to

mining KPI from an automobile dataset to generate a monitor model.

In recent years, however, organizations and companies are changing their
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structures and architectures in order to become more collaborative with each

other, trying to break down the barriers to interoperability. These barriers, in

Literature, are divided into three different categories [39]:

• Conceptual barriers: They are concerned with the syntactic and seman-

tic differences of information to be exchanged. These problems concern

the modelling at the high level of abstraction (such as for example the

enterprise models of a company) as well as the level of the programming

(for example XML models).

• Technological barriers: These barriers refer to the incompatibility of infor-

mation technologies (architecture and platforms, infrastructure...). These

problems concern the standards to present, store, exchange, process and

communicate the data through the use of computers.

• Organisational barriers: They relate to the definition of responsibility

(who is responsible for what?) and authority (who is authorised to do

what?) as well as the incompatibility of organisation structures (matrix

vs. hierarchical ones for example).

In order to break down these barriers some solutions have been proposed.

In [39] author has developed an Enterprise interoperability framework formed

by three different dimension: Enterprise dimension representing enterprise lev-

els, Interoperability dimension representing interoperability barriers and the

Interoperability approaches dimension that allows categorising knowledge and

solutions relating to enterprise interoperability according to the ways of remov-

ing various interoperability barriers. Other researches, instead, have faced the

issue observing it from a different perspective. In [40], for example, authors

propose a logic model for the representation of KPIs that supports the construc-

tion of a valid reference model (or KPI ontology) by enabling the integration of

definitions proposed by different engineers in a minimal and consistent system.

Also in [41] authors have exploited ontologies to build a collaborative platform

dedicated to musical instrumental practice by describing both technical aspect

with an ontology and pragmatical aspect with a descriptive model.

It is evident that the use of ontology can represent the keystone to break down

the interoperability barriers, as shown in [42] where is argued that ontologies

in particular and semantics-based technologies in general will play a key role

in achieving seamless connectivity.

2.2.1 Decision Support System

Researchers began to show interest in this topic around the 1960s when Scott

Morton in 1971 studied how computing and mathematical models could help
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managers in the Decision Making process by using some recurring business keys.

At the start of 70’s, journals started to publish articles on management decision

system, strategic planning system and decision support system. The first use of

the term Decision Support System occurred in [43] where authors argued that

"Supporting information systems for semi-structured and unstructured decisions

should be termed Decision Support System".

Since then, DSS has been one of the most popular research topics for the

scientific community given the innumerable application possibilities. In years

various models of DSS were investigated and classified in different ways and

from different perspectives. For example, in 1977 Donovan and Madnick de-

scribed the first DSS classification in: Institutional DSS supporting ongoing

and recurring decisions and Ad hoc DSS that supports a one off-kind of deci-

sion. In 1981 Hackathorn and Keen classified DSS as: Personal DSS, Group

DSS and Organizational DSS while Alter, in the same years, opined that de-

cision support systems could be classified into seven types based on their generic

nature of operations. He described the seven types as: File drawer systems,

Analysis information systems, Accounting and financial models, Rep-

resentational models, Optimization models and Suggestion models.

However, the most recent and used classification was made by J. Power in

2002 when, starting from model-driven DSS up to knowledge-driven DSS, he

classified the DSS models in [44]:

• Model-Driven DSS: it emphatizes to and optimization and/or simu-

lation models. It use, usually, limited data and parameters provided by

user to aid the decision makers in analyzing situations;

• Data-Driven DSS: it emphatizes the access and manipulation of time

series data belonging to a single organizational subject or belonging,

sometimes, to external data sources. Data-Driven DSS with on-line an-

alytical processing provide highest levels of functionality and decision

support linked to the analysis of a large collection of historical data;

• Group Communication-Driven DSS: it uses network and any sort

of communication technology to help decision makers in the decisional

process. In this model of DSS the communication technology (like group-

ware, computer-based bullettin boards and video conferencing) represents

a dominant architectural component;

• Document-Driven DSS: it uses principally computer storage and pro-

cessing technologies in order to perform an accurate document analysis.

The documents that can be accessed by this model of DSS are: product

specifications, policies and procedures, catalogs and corporate historical

documents like minutes of meetings and corrispondence;
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• Knowledge-Driven DSS: this type of DSS can be used to drive man-

agers in choosing the best decision possible by suggesting or recommend-

ing actions. These category of DSS are person-computer systems with

specialized problem-solving expertise. To apply this model of DSS a par-

ticular knowledge of the application domain is required;

• Web-Based DSS: this particular category of DSS tends to exploit the

potential of the World-Wide-Web in order to enhance the capabilities and

the deployment of computerized decision support.

The above mentioned DSS models, in years, have been applied in a wide

variety of application domains. As for Model-Driven DSS (also called in the

past Model-Oriented or Computationally-Oriented DSS [45]) some works have

been proposed. In [46] authors presented a Model-Driven architecture called

MODA-CLOUDS (MOdel-Driven Approach for the design and execution of ap-

plications on multiple CLOUDS) with the aim to support system developers

and operators in exploiting multiple Clouds for the same system and help them

in migrating the systems from Cloud to Cloud when needed. The developed

Model-Driven DSS approach helped authors in abstracting the complexity of

Cloud platforms and allowed early definition of quality at design time. In

[47] authors have focused their attention in investigating different strategies

of developing a Model-Driven DSS. In a detailed way they have studied the

effects of three particular choices that must be made during the development

of a DSS: user vs. system-guided model manipulation, variable vs. exception-

based report content and display of incremental changes vs. actual outcomes

on strategy formulation. They have performed several laboratory experiments

with the help of 46 undergraduate business students. At the end, with the

findings obtained, authors suggest that a system-guided or a more structured

model manipulation strategy and the display of incremental changes will sig-

nificantly improve performance of a DSS. However Model-Driven DSS have not

had much success in supporting the decision making process. One of the main

issues is represented by a mismatch between DSS design/performance and the

requirements of decision makers. The causes of the mismatch can derive of two

different problem categories: technical (poor response times) or non-technical

(different personal preferences) [48].

Data-Driven DSSs have reported some success cases principally in 90’s, but

one of the first DSS of this category, was built in 1974 by Richard Klaas and

Charles Weiss at American Airlines. In 1990 the raise of data warehousing

and On-Line Analytical Processing (OLAP) allows to define a broader cate-

gory of Data-Driven DSS. These concepts were used by Bill Inmon and Ralph

Kimball (known, respectively, as "father" and "doctor" of DSS) to promote the
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building of DSS with the guidance of relational database technologies. In more

recent years, other tools have been added to Data-Driven DSS in order to cre-

ate Web-Based dashboards and scorecards [49]. As in Model-Driven DSS case,

Data-Driven approach has been applied on different topics and domains also in

recent years. In [50], for example, authors have applied an emerging computer

model called DDDAS (Dynamic Data-Driven Application Systems) in support

of emergency medical treatment decisions in response to a crisis. The consid-

ered complex multi-layered dynamic environment has been demonstrated that

both feeds and responds to an ever-changing stream of real-time data that en-

ables coordinated decision-making by heterogeneous personnel across a wide

geography at the same time. In [51] an elaborate analysis of six different case

studies is presented in which is shown that database usage and information

processing practices have indeed grown more sophisticated and the implemen-

tation of more complex analytical database architectures, like data-warehouses

and data-marts, are doing well in the technological landscape. Authors have

also introduced a business intelligence value chain model that helps decision

makers in the building phase of a decision making environment.

In the late 80’s, the growing interest of academic researchers in studying a

new type of software used to support the group-decision making, has pushed

DeSanctis and Gallup [52] in focusing their attention in defining the theoretical

foundations of the research area called group decision support systems (GDSS)

or Group Communication-Driven Support Systems. They have made a concep-

tual overview of GDSS based on an information-exchange perspective of the

decision making process in such a way that they could define three different

levels of systems representing varying degrees of intervention into the decision

process. Level 1 GDSS software where represented as software that used some

tools and third party instruments to reduce communicative barriers among

decision-makers. Level 2 GDSS, instead, have more sophisticated instruments

that can be used like the use of tools that would allow the implementation of

problem structuring techniques. Level 3 GDSS systems are characterized by

machine-induced group communication patterns and can include expert advice

in the selecting and arranging of rules to be applying during a meeting.

In the same years, Tung Bui and Matthias Jarke [53] have developed a frame-

work in order to develop a Communications component for the GDSS. The

component supports conceptualization of a communication system as being

composed of four main modules: the Group Norm Monitor, the Group Norm

Filter, the Invocation Mechanism, and the Individual Decision Support System

(IDSS)-to-GDSS Document Formatter.

In the late 70’s and early 80’s, also the use of digital documents in the decision-
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making process attracted the interest of the academic world. In 1978 E. Bur-

ton Swanson and Mary J. Culnan built the first framework used to classify

document-based information systems for management planning and control and

made a literature survey in order to perform some examples and classify then

in accordance with the developed framework. Twenty-two illustrative systems

are identified, described, and classified along two major lines of development

[54]. The research of this type of DSS continued; in the three year period 93-96

J. Fedorowicz helped to explore and highlight the need of that systems [55].

Knowledge-Driven DSS emerged in 1980 when Alter proposed a model to de-

velop a suggestion DSS [56]. Klein and Methlie in 1995 called this type of

systems knowledge-based DSS while Goul, Henderson, and Tonge in 1992 ex-

amined Artificial Intelligence (AI) contributions to decision-making process. In

1965, a Stanford University research team led by Edward Feigenbaum created

the DENDRAL expert system. DENDRAL led to the development of other

rule-based reasoning programs including MYCIN, which helped physicians di-

agnose blood diseases based on sets of clinical symptoms. The MYCIN project

resulted in development of the first expert-system shell. In 1983, Dustin Hunt-

ington established EXSYS. That company and product made it practical to

use PC based tools to develop expert systems. By 1992, some 11 shell pro-

grams were available for the MacIntosh platform, 29 for IBM-DOS platforms,

4 for Unix platforms, and 12 for dedicated mainframe applications. Artificial

Intelligence systems have been developed to detect fraud and expedite financial

transactions, many additional medical diagnostic systems have been based on

AI, expert systems have been used for scheduling in manufacturing operation

and web-based advisory systems. In recent years, connecting expert systems

technologies to relational databases with web-based front ends has broadened

the deployment and use of knowledge-driven DSS.

The interest for Web-Based DSS started approximatively in 1995 when the

World-wide Web and global Internet services provided the instruments to ex-

tend the computerized capabilities of the decision support. Tim Berners-Lee

[57] in 1996 introduced some interesting infrastructures and platform in order

to share information about decision support and to define a new means of deliv-

ering decision support capabilities. Power immediately exploited these newly

introduced features by presenting in [58] some examples of Web-Based DSS

implementation and some thoughts about the opportunities offered by World

Wide Web and DSS technologies. In [59] authors, in 2001, made a survey of

Decision Support Systems in the context of developments in Web Technolo-

gies. They suggested to address the research in the coming years to overcome

the three main challenges categories: Technological challenges, Economic chal-
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lenges and Social and Behavioural challenges.

Decision Support System in Public Transport

Much research has been conducted to define standard criteria in order to im-

prove the evaluation of procedures and processes related to the public transport

sector. Comprehensive collections of data and objective measures are made

available by several work with the aim of evaluating the Quality of Service

(QoS). For example, in [60] the QoS is evaluated by studying the Transit Ca-

pacity, Speed, Reliability and Position of transit stops or stations, while in [61]

an extensive overview and an interpretative review of KPIs are presented, aimed

to suggest the set of suitable performance indicators. In [62] the measures re-

lated to the quality of service were adopted in order to evaluate the transit

system in Kelvin Grove Urban Village. Authors of [63] and [64] have exploited

the potential of the latest global location technologies (GPS) to measure and,

eventually, improve the scheduling efficiency in public transport system. Due to

the spread of Web 2.0 and social media applications, some research has focused

their attention on studying the impact that these technologies can perform in

terms of efficiency and safety of a PTS. Authors of [65], tacking advantage of

the traffic sentiment analysis (TSA), proposed some models used to improve

the safety of a PTS, analysing, at the same time, both advantages and dis-

advantages of solutions adopted. The sustainability of the Public Transport

System is also considered a critical aspect during decision making activities. In

[66], performance measures used to evaluate the environmental, economic and

social sustainability of a PTS are discussed.

More similarly to this work, several approaches in the literature propose

systems aimed to support monitoring of public transport services. In [67] a

method to model a public transport system, depending on the result obtained

by well-defined performance indicators, is presented and discussed. Authors

of [67] present a model consisting of a combination of several analytical com-

puter programs that, taking advantage of the information obtained from the

performance indicators, seeks to restructure the local public transport system.

In [68], using well-established approaches in the literature and past bench-

marking experiences, the development of a standardized Measurement System

to clearly evaluate the performances of a generic PTS is provided. Authors of

[69] have focused on developing and improving the performance measurement

systems of PTS in order to support the transport managers in decision making

processes. In particular, a guidebook has been presented in order to develop

a measurement system to evaluate the transport services from both customer

and PTS perspectives.

Different standards have also been introduced with the aim to support the

design of a PTS software. In [70] the Trasmodel Data Model (TDM) is in-

25



Chapter 2 The ontology-based framework to support performance monitoring in PTS

troduced and discussed. Other standards, like NTCIP, can be considered in

designing PTS software in order to improve system interoperability. However,

only a few work document a real implementation of these standards. An ex-

ample in this sense is [71], where TDM has been exploited to improve the

reliability of the public transport services in the city of Trieste (Italy). Such

standards are extremely useful to facilitate interoperability among software,

designed by different software houses, that describe the same application do-

main. However, along these standards, specific solutions are needed to provide

guidance to deeply recognize relationships among the concepts handled by PTS

software. To the best of our knowledge, besides the specific techniques adopted

by our approach, this is the first work to address a support framework for the

choice of KPIs for a management system relying on the Transmodel.

2.2.2 Ontologies in Data Representation

In the last 15 years if people think about the word "ontology" has immediately

recalled "technical" concepts such as semantic reasoning and knowledge repre-

sentation. Researchers, instead, knows, that the notion of ontology originates

from a remote past far from the modern and technological world of comput-

ers and internet. From a philosophical perspective the word ontology literally

means "the study of the nature of being as such". The first reference to a con-

cept that can be associated with the word "ontology" was made by Aristotle

in [72] where he defined a list of categories and types that can represent an

inventory of what there is in terms of the most general kinds of entities. These

categories can be used to differentiate things as well as to refine specific as-

pects of things [73] and can represent the first recognized ontology containing

the following concepts:

• Substance (e.g.:man, dog, horse, etc.);

• Quantity (e.g.: one litre, two kilos, etc.);

• Quality (e.g.: red, tall, small, etc.);

• Relation (e.g.: half valued, double, etc.);

• Place (e.g.: at central square, on the street, etc.);

• Time (e.g.: one hour ago, yesterday, tomorrow, etc.);

• Position (e.g.: in the back, in the front, etc.);

• State (e.g.: stopped, armed, etc.);

• Action (e.g.: to stop, to launch, etc.);
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• Affection (e.g.: to be stopped, to be launched, etc.);

The most important characteristic of these categories is that they are not

composite and they can be composed in order to make statements about the

nature that can yield affirmation. The word "ontologia" was born in Germany

in around 1600 and was coined by by Rudolf Gockelin [74], a German scholastic

philosopher. In 1721 Smith defined the word ontology as “an Account of being

in the Abstract” [75]. Science began to show interest in the concept of ontology

in 1967 when, for the first time, the word "ontology" was associated with com-

puter and information science in the work made by George H. Melay [76]. In

this work Mealy tried to answer many question about the abstract concept of

"data" (what data are? how data should be fed and cared for? or, what is the

relation subsisting among data and how data can be represented with program-

ming languages and operating systems?). To answer these questions Mealy

proposed a theoretical model for data and data processing. The model was

composed by sets of entities, values, data maps and procedure maps.The enti-

ties correspond to the objects in the real world about which data are recorded

or computed. The data maps assign values to attributes of the entities; these

maps are regarded as being sets of ordered pairs of entities and values, or data

items. This represents the first work of data modelling which exploits ontology

concepts to represent data. From this moment the term "ontology" became

really popular in the field of computer science and more specifically in domains

such as knowledge management, knowledge engineering, cooperative informa-

tion systems, natural language processing or intelligent information integration.

One of the most important work is [77] in which authors presents a formal on-

tology based on meta properties built around the "fundamental philosophical

notions of identity, unity, essence and dependence". The formal ontology is a

part of the methodology called Ontology-Driven Conceptual Analysis (ODCA)

which combines formal ontology’s concepts with the needs of information sys-

tem design. During the same period, the growing interest in the concept of

ontology has resulted in a large number of ontologies belonging to the most

disparate domains. This caused the rise of another need that developers and

systems engineers had to face: the possibility to reuse concepts of a specific

domains but build for other domains. Reuse is one of the principles of pro-

gramming methods, and it is also valid for knowledge and ontology. In [78]

authors have faced the rise to the need for suitable architectures for knowledge

and concepts sharing by focusing their attention in the analysis of ontologies

integration in a way such that different inheritance mechanisms within the on-

tology are supported, and the conflicts resulting to multiple inheritance will

be resolved. At the end they propose a semi-automatic method to face with

the two main conflicts just described by using a knowledge model that extends

the usual frame-based model in order to associate with each attribute a degree

27



Chapter 2 The ontology-based framework to support performance monitoring in PTS

of strength and other information concerning the behaviour of the attribute.

In [79] authors presents a novel approach to ontology module extraction that

aims to achieve more efficient reuse of very large ontologies; the motivation is

drawn from an Ontology Engineering perspective. Authors provide a definition

of ontology modules from the reuse perspective and an approach to module

extraction based on such a definition. At the end they demonstrated that the

developed tool can generate small modules that retain the properties of the

original ontology facilitating the reuse of ontological concepts defined for other

domains.

Separating the domain knowledge from the operational knowledge is another

common use of ontologies, similar to the method adopted in object-oriented

programming. Analysing domain knowledge is possible once a declarative spec-

ification of the terms is available. Ontologies are composed by formal concepts

about a specific domain, and thus need a formal logical language associated to

them. A model that can be used at this purpose is represented by the Descrip-

tion Logics (DLs) that are a family of knowledge representation languages that

can be used to represent the knowledge of an application domain in a structured

and formal way. Many languages have been used to represent ontologies such

as XML, XMLS, and RDF but, recently, a work-group at W3C produced rec-

ommendation that gives the birth to the Web Ontology Language (OWL) [80].

This language is designed to be used by applications that need to process the

content of information instead of just presenting them to humans. It allows to

machine to interpret the Web contents better than other proposed languages

such as XML, RDF, and RDFS. OWL is derived syntactically by RDF, but

it adds more vocabulary for describing properties and classes: among others,

relations between classes (e.g. disjointness), cardinality (e.g. “exactly one”),

equality, richer typing of properties, characteristics of properties (e.g. sym-

metry), and enumerated classes. The basic elements of the OWL ontology

are classes, properties, instances of classes, and relationships between these

instances:

• Class: A class is a collection of individuals (object, things, etc.) and it is

the most basic concept for describing part of the world. Every individual

in the OWL world is a member of the class owl:Thing. Domain specific

root classes are defined by simply declaring a named class;

• Individual: An individual is an object of the world, and in particular a

member of a class. Individuals are related to other objects and to data

values via properties;

• Property: A property is a binary relation that lets us assert general

facts about the members of classes and specific facts about individuals
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(e.g. hasFather, hasPet, serviceNumber). There are two types of proper-

ties: datatype property and object property. While the former expresses

relations between instances of classes and RDF literals and XML Schema

datatypes, the latter expresses relations between instances of two classes.

OWL includes three different sub-languages classified in according to language

expressibility [80]: OWL Lite that supports those users primarily needing a

classification hierarchy and simple constraints. For example, while it supports

cardinality constraints, it only permits cardinality values of 0 or 1. It should

be simpler to provide tool support for OWL Lite than its more expressive rel-

atives, and OWL Lite provides a quick migration path for thesauri and other

taxonomies, OWL DL that supports those users who want the maximum ex-

pressiveness while retaining computational completeness (all conclusions are

guaranteed to be computable) and decidability (all computations will finish in

finite time) and OWL Full that is meant for users who want maximum expres-

siveness and the syntactic freedom of RDF with no computational guarantees.

For example, in OWL Full a class can be treated simultaneously as a collection

of individuals and as an individual in its own right.

Ontologies in the DSS design for Public Transport Systems

In previous section ontologies and how they have been applied in the computer

science engineering were presented and discussed. In the present section some

examples of ontologies’ application in the public transport domain, in parallel to

the use of DSSs, will be shown and discussed. In order to drive the development

of performance monitoring systems, several work focused on models capable to

properly catch all the relevant knowledge in the PTS domain, including rela-

tionships among business objectives, KPIs and data. In [81] a Knowledge Base

Management System is defined to support the design of business objectives sat-

isfying predefined levels of performances, while in [82] authors propose a model

aimed to profile the unscheduled transport network in Mexico City. In [83], a

knowledge base is used to design a DSS named Transportation Sustainability

Decision Support System (TSDSS), in order to improve the sustainability of the

public transport service in the Shangai region. In [84] the authors propose an

innovative fuzzy ontology-based sentiment analysis algorithm that helps, with

the support of a semantic web rule language (SWRL), the analysis of the main

transportation activities by studying the social networks tweets.

In order to represent more expressive relations among concepts in a formal

fashion, to support more advanced analysis tools and methodologies, and for

the purpose of integration of distributed data sources, recent work propose to

structure knowledge about KPIs into ontologies [85, 86, 87].

Similarly to our approach, authors of [85] propose an ontology for a knowledge-
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based system for performance evaluation in a PTS. They discuss a taxonomy of

KPIs mainly based on business objectives, and provide a set of datatype prop-

erties for storing values about various aspects like the rate of services. On the

contrary, our ontological model deals with generic indicator definitions, which

may be used as a reference for specific implementations to deal with run-time

observations. On the other hand, in [86] and [87] authors propose ontologies

partially overlapping with the Transmodel, aimed respectively to facilitate in-

formation retrieval for an application for user travel planning and determine

the best path between two points. The former makes use of rules in SWRL to

allows to perform reasoning to classify journey patterns.

Among the main issues that must be addressed in the development of a

DSS, heterogeneity of distributed data sources is one of the most critical. Au-

thors of [88] developed an ontology-based spatial context model that uses a

combined approach to model the contextual information. The model called

"Primary-Context Model" allows to facilitate interoperability among indepen-

dent transportation systems while an ontology permits the reasoning upon

available information. In [89] a transportation ontology is used to support the

building of custom user-interfaces for transportation interactive systems.

As formal conceptualizations of a specific domain [90, 91], ontologies in the

realm of performance monitoring can be used to both integrate heterogeneous

data sources and improve the understanding of the measures provided [40].

In [92, 87, 93, 94] some ontologies are considered for modelling the PTS

domain. In more detail, in [92] a urban features ontology, aimed at defining

physical objects in urban environment, is extended by considering the Pub-

lic Transport Ontology that describes the main concepts present in a Public

Transport System domain. The obtained multi-modal ontology is used to both

integrate the transit informations coming from multiple agencies and improve

performances and effectiveness of a multi-modal passenger information system,

providing more information on general service operations and itinerary plan-

ning. In [87] another simple Public Transport Ontology is defined in order to

implement an improved public transfer query algorithm that helps customers

of a PTS in minimizing the transfer times from the start point to the arrival

point of interest. In [93] two ontologies that describe the PTS domain from

both traveller and Public Transport System perspectives are defined in order

to prove that the traveller perspective can be represented as a subset of the

PTS, leading to the idea of nested ontologies. Authors of [94] discuss an ap-

proach based on a shared domain ontology for integration of transport data on

railway services coming from multiple heterogeneous data provider, within the

InteGRail European project.

All these proposals focus on domain ontologies for the transport domain,

while in this work we take a different approach, as we refer to an ontological
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meta-model for the Transmodel which is independent from the specific vocab-

ulary used by the data model. A similar approach is taken by [95], where

authors propose to represent a portion of Transmodel and IFOTP models in

RDF as Linked Data. However, their modeling approach focuses only on a

small subset of the Transmodel data model, namely related to points of access

to vehicles and paths between them, and also the purpose of the work, namely

data integration of disparate data sources to find optimal routes in a public

transport service, differentiates this work from ours.

Ontologies are also useful in various domains to provide a logical representa-

tion of KPIs by defining explicit relationships among different indicators. For-

mal models of indicators were recently proposed [96, 97], providing means to

evaluate the consistency of formally represented KPIs for design/specification

of organizations, also enabling reuse, exchange and alignment of knowledge and

activities between organizations.

In [98] the notion of composite indicators and their representation in a tree

structure is introduced, together with their calculation with full or partial spec-

ification of the formula relating the indicator to its components.

However, in most of these papers, formula representation does not rely on

logic-based languages, hence no inference mechanism and formula manipulation

is possible. Recently, in [99, 100] a formal representation for formulas is used

to build reasoning systems that exploit these relationships in order to calculate

KPIs by manipulating automatically their mathematical formulas. In partic-

ular, our previous work [99] is focused on supporting automatic calculation of

KPIs defined by multiple organizations, for cross-organization monitoring of

shared business processes.

2.2.3 Management Software Standards for Public Transport

Systems

In the world, different management software has been created in order to man-

age all the components that define a public transport service. Initially, the

developed management software (MS) tended to reflect the specific require-

ments of the final customer without respecting any design or data modelling

standards. However, the growing need of interoperable software, required the

creation of some guidelines and common rules to make the communication

of MS made by different software house quick and easy. This standardization

process become necessary by considering that various public transport systems,

albeit managed in different ways, have fundamentals concepts in common. It

is a fact that all public transport systems have to face the management of six

different domains [101]:

• The service planning: representing the planning of the service that
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takes place weeks or days before the actual trip. It comprises a set of dif-

ferent activities used to plan the various components of a public transport

service, like: network planning, timetable compilation, vehicle scheduling,

drivers scheduling, etc.;

• The dispatch of the service: representing the assignment of a specific

driver and vehicle to the timetable and duty scheduling;

• The Transport control service: representing the process of controlling

and checking the fleet that is currently running. The control center has

an overview of the traffic situation; when irregularities occur (delays, ac-

cidents, etc.), it can quickly find solutions or initiate actions. In addition

to this, the vehicles can have on-board computers with communication

and control functions, which can be used to control traffic lights or the

displays in the vehicle;

• The passenger information service: that can serve the passengers

by providing informations about the current departure times first and

foremost at stops or by providing journey and timetable informations;

• The ticketing service: that provides the transport company of its rev-

enue. In order to work properly, a fare structure for efficient ticket sales

is required;

• The evaluation service: that compares the planned and actual values

and stands at the end of the chain.

Starting from these concepts several standards have been developed, each

focusing on some particular aspects of public transport service. In the next

subsections, some of the most widespread in the world will be analysed.

Service Interface for Real-time Information (SIRI)

The Service Interface for Real Time Information (SIRI) represents the Eu-

ropean Standard in exchanging information about the services provided in

real-time by public transport between different computer systems. Like any

self-respecting standard, it comprises a set of discrete functional services used

to operate and modelling transport information systems by incorporating vari-

ous national and proprietary standards from across Europe and unifying them

through XML schemas and modelling concepts. The core concept on which all

the features provided by SIRI are developed, is represented by a standardized

communication layer made up, primarily, by a set of Web services. SIRI is in-

tended to be used to exchange information between servers containing real-time

public transport vehicle or journey time data. These include the control centres
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of transport operators and information systems that utilise real-time vehicle

information to operate the system, and the downstream systems that deliver

travel information to the public over stop, on-board displays, mobile devices,

etc. This standard tends also to carefully separate how data is transported

through the various systems (Transport) and the representation domain of

the data exchanged (Payload) making it extremely modular: over time addi-

tional services can be added applying the same communication bearer. In this

way an incremental approach can be applied where only the subset of services

actually required must be implemented in order to manage a public transport

system. The expectation is that users may start with just one or two services

and over time increase the number of services and the range for supported

options.

The main services available in SIRI are:

• Production Timetable Service: it exchange information about the

operations expected in a specified day in the near future;

• Estimated Timetable Service: it provides details of the operation

of the transport network for a period within the current day, detailing

real time deviations from the timetables and control actions affecting the

Timetable (cancellations, additional Journeys and Detours);

• Stop Services: this service provide a stop-centric information about the

current vehicle arrivals at monitored stops;

• Vehicle Monitoring Service: it provides information about of the

current location and expected activities of a set of vehicles monitored,

and it gives the journey planned for each vehicle of the fleet, together

with the scheduled and expected arrival times;

• Connection Protection Services: It manages the information about

the Connection Points that represents the point of contact between two

different vehicles. It is extremely important to monitor the Guaranteed

Interchange points;

• General Messaging Service: It allows to exchange informative mes-

sages between participants (travel news or operational advice).

The communication layer used by SIRI is formed by a set of general commu-

nication protocols in order to exchange information between client and server.

The main communication patterns used by SIRI are:

• Request/Response: it allows for the ad hoc exchange of data on de-

mand from the client;
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• Publich/Subscribe: allows for the repeated asynchronous push of no-

tifications and data to distribute events and Situations detected by a

Real-time Service;

Transport Direct (TD)

Transport Direct (TD) was originally founded in 2004 as a project developed

by a special division of the UK Department for Transport (DfT) in order to

define new standards, data and better information technology systems to sup-

port public transport services. This project originated a new web portal, called

Transport Direct Portal, which represented a public multi-modal journey plan-

ner. After an accurate review made over 200 reports [102], started in 1995 and

ended in 2003, it was decided that the topic areas on which this project must

focus its attention were the following:

• consumer demand for information;

• information requirements of the end user;

• embracing walk, cycle and car information;

• the importance of awareness and marketing;

• the importance of awareness and marketing;

• effects of information on behaviour;

• willingness to pay for information;

• the importance of partnership and buy-in;

• making the business case;

• media and presentation formats;

• feasibility of including retailing with information;

• technical standards and technological solutions;

• integration of real time systems into travel information systems;

• interpreting integration and distinguishing it from coordination.

This study highlighted the key-points that must be integrated in TD. To

reach the prefixed goals, a number of data standards were developed. These

standard supported the collection, transfer and management of the required

transport data and to satisfy the topic areas shown before. Some of the devel-

oped (and integrated) standard were:
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• CycleNetXChange: a data protocol for exchanging information about

infrastructure to support the development of a national cycle journey

planning function within the Transport Direct Portal;

• IFOPT, a CEN standard for defining public transport access informa-

tion;

• JourneyWeb: a protocol to allow the development of a distributed jour-

ney planning service;

• NaPTAN: for the exchange of information associated with bus stops,

railway station and other public transport access point.

However this project was closed by UK government in September 2014 due

to the suspension of Community funding.

Transmodel Data Model (TDM)

The Transmodel Data Model (TDM) is the European reference data model

for PTSs and provides an abstract model and data structures for common

concepts around transport, with the aim to drive the development of public

transport information systems. Currently, it is widely adopted by enterprises

and it constitutes the reference model for most European projects on PTSs.

Its development started on 1989 as a part of the Cassiope project while further

developments were achieved within the EuroBus project and the Cartridge and

Harpist working groups,resulting in the Transmodel V4.1 ENV 12896, pub-

lished in 1997. The TDM development continued until 2006, when the version

5.1 was formally adopted by CEN as the European standard EN12896. In the

following this last version will be taken as reference.

Transmodel includes a comprehensive conceptual model covering 14 subdo-

mains1(hereafter referred to as packages) related to the public transport sector.

The main packages adopted in the Transmodel DataModel standard are:

• Network Description: this package describes the network and the princi-

pal concepts related to them. These concepts, for example, are: routes,

lines, journey patterns, stop points, route points and so on;

• Versions, Validity and Layers: it has the information related to data

versioning. It also stores all the changes that occur over time on the

data;

• Tactical Planning Components: in this package are considered all the

information needed to define vehicle journeys (Vehicle Scheduling) and

1http://sitp.transmodel.org/transmodel_v5_en/pages/91af92133d890002.htm

35



Chapter 2 The ontology-based framework to support performance monitoring in PTS

drivers’ duties (Driver Scheduling). After the definition of the journeys

and works, they will be logically combined in order to create the full

service necessary to cover the needs of passengers (Rostering);

• Personnel Disposition: the package is related to information on physical

drivers like name, surname, date of birth and so on. It also provides

support to assign the physical to logical drivers and associate them to a

duty previously defined;

• Operations Monitoring and Control: this package describes the real time

monitoring by using technologies like AVL (Automated Vehicle Location)

or APC (Automated Person Counter). The monitoring operation consists

in a frequent detection of the different resources scattered over the service

network (i.e. Busses, Physical Drivers, etc...);

• Passenger Information: represents the information related to the service,

which can be used to aid passengers about the status of the service itself;

• Fare Collection: in this package the main abstract concepts concerning

the core of the fare system used in public transport are considered (i.e.

Types of fares, fare rules, etc..). In addition, information related to cus-

tomers and customer type are represented;

• Management Information: the goal these modules is to give some statis-

tical information in order to support strategic decisions;

• Multi-modal Operations: this package manages the information related

to the cooperation of the different public transport modes, i.e.: train, bus

and ship;

• Multiple Operators Environment: it concerns multiple operators working

in the same geographical area. This allows to solve problems regarding

the management of resources and services offered by multiple operators

in the same area.

Finally, packages are split in parts, hereafter called sub-packages, including

classes and dealing with specific topics, e.g. DetectionAndMonitoring is a

subpackage included in the package OperationsMonitoringAndControl. Fig-

ure 2.1 shows a small fragment of four sub-packages with some classes included

and mutual associations. Although in the following only a subset of Trans-

model packages will be taken as reference model, the approach is general and

is meant to take into account the full set of them.
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2.3 The Knowledge Model

The approach proposed relies on a knowledge base which integrates different

typologies of knowledge that is relevant for the domain of PTS. In more detail,

next subsection provides an overview of KPIOnto, an ontology for the rep-

resentation of indicators and their properties, including their formulas. Both

Transmodel and KPIOnto are implemented as OWL ontologies, hence they

include a set of classes and properties through which the domain can be rep-

resented in a formal fashion. Major benefits of such a representation include

its machine-understandability and the possibility to interpret and process in-

formation by means of logic frameworks like that proposed in next section.

In detail, it’s OWL24 the reference language, representing the current and re-

vised version of OWL. Finally, in Section 3.3 the two ontologies are properly

interlinked to an integrated model.

2.3.1 KPIOnto

KPIOnto [99] is an ontology devoted to formally represent indicators and their

formulas, that was developed starting from the analysis of existing dictionaries

of performance indicators (e.g., VRC, SCOR) and by referring to the multidi-

mensional model adopted for data management in data warehousing. So far,

KPIOnto has been used in a variety of applications, ranging from performance

monitoring in the context of collaborative organizations [99], to serving as a

knowledge model to support ontology-based data exploration of indicators [103]

or the development of ambient assisted living environments [104]. In general,

KPIOnto can serve as a shared vocabulary for the definition of (a library of)

KPIs for various domains. As such, through integration with other ontologies

or extensions, it can be used to give meaning to monitored observations of KPI

values, according to the Linked Data approach.

The core2 of the ontology is composed by a set of primitive disjoint classes,

as reported in Figure 2.2, where datatype properties are shown as attributes

of the corresponding classes:

• Indicator, that represents a quantitative metric (or measure) used to

evaluate the performance of an activity or a process. Properties of an indi-

cator include an acronym, a description (i.e., a plain text giving a detailed

description of its meaning and usage), one or more compatible dimensions

(∃hasDimension.Dimension), a formula (∀hasFormula.Formula), the unit

of measurement, a business objective (∃hasBusObj.BusinessObjectives)

2interested readers are encouraged to consult the full ontology specification, that is available
online at http://w3id.org/kpionto.
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and an aggregation function (∃hasAggrFunction.AggregationFunction).

Example of indicators for PTSs include those detailed in Table 2.3.

• BusinessObjective, describing the optimization goal for which the indi-

cator is used. In the field of transport systems, the following are among

the most relevant: Reliability, that is the evaluation of the quality of ser-

vice related to a PTS (related KPIs are e.g., “Scheduled times”, “Effective

times”, “Dwell times”[105, 106]), Sell Analysis, Validations & Controls,

i.e. the evaluation of ticket sales performances and revenues obtained

by the company (related KPIs can be used to evaluate the trends in

ticket selling, e.g. “Number of travel documents sold”, “Time per pas-

senger/ride” and “Penalties applied”).

• Dimension: the coordinate/perspective along which an indicator is mea-

sured. Following the multidimensional model, a dimension is usually

structured into a hierarchy of levels, i.e. instances of class Level. Each

level represents a different way of grouping elements of the same dimen-

sion [107] (∃inDimension.Dimension). As an example, in Table 2.1 are

reported some dimensions and corresponding levels for the indicators in

the case study of Section 2.5. Hence, the indicator "DelayAdvancePass-

ingTime" can be measured through the specific Day (TimeDimension)

and the City (StopsDimension). A level is instantiated in a set of ele-

ments known as Members of the level (∃inLevel.Level), e.g. “2013-01” for

level “Month”.

Analysis Dimension Dimensional Levels

TimeDimension Year, Quarter, Month, Week, Day

ServiceDimension Vector, Line, Route, Ride

VehicleDimension VehicleType, VehicleClass, Vehicle

StopsDimension Nation, Region, City, Location, Stop

Table 2.1: The list of analysis dimensions and their relative levels for the case
study.

• Formula: it allows to make the computational semantics of an indicator

explicit, i.e. to formally represent an indicator as a function of other indi-

cators. An indicator can indeed be either atomic or compound, built by

combining several other indicators. Dependencies of a compound indica-

tor ind on its building elements are defined by means of a mathematical

expression f(ind1, . . . , indn), i.e. a Formula capable to express how the

indicator is computed in terms of {ind1, . . . , indn}, which are in turn

(formulas of) indicators [99].

As shown in Figure 2.2, in KPIOnto the mathematical expression of a for-
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mula is represented through a set of classes and relations capable to codify its

operators and operands. About the former, operators are represented as URIs

and externally defined by OpenMath [108] (∃hasFunction.xsd:anyURI), an ex-

tensible XML-based standard for representing the semantics of mathematical

objects, which includes a wide set of operators in Content Dictionaries (CD), i.e.

collections of symbols and their definition expressing their meaning. Different

CDs are available in the standard OpenMath for various subsets of mathe-

matics, including linear algebra, polynomials and group theory, transcendental

functions, combinatorics and many other, although new CDs can be defined at

need. As for operands, in the ontology they are defined as FormulaArguments,

i.e. objects of mathematical operators, which in turn can refer to another

Indicator, a Constant (either an integer or a float) or another Formula.

In order to maintain self-consistency of the ontology, any formula defined for

an indicator must be coherent with all the others, according to the following

definition.

Definition 1. (Consistency of the knowledge base). Given a new indicator, its

formula is consistent with the other previously defined formulas if (a) it is not

mathematically equivalent to any already defined formula and (b) it does not

contradict any other already defined formula.

Two formulas are considered equivalent if one can be rewritten as the other

through mathematical transformations (e.g., application of commutative or dis-

tributive property, or equation solving). This check is useful to individuate and

manage duplications and redundancies. Various policies can be implemented

when equivalent formulas are identified, e.g. merging the duplicates leaving

only one definition or allowing multiple definitions, hence explicitly represent-

ing possible alternatives. Here is assumed that equivalent formulas correspond

to identical indicators. Hence, if a new indicator is found to be equivalent to

another, a reconciliation between them is required, to minimize redundancy in

the knowledge base.

Please note that the evaluation of consistency according to the definition is

implemented by specific functionalities of the reasoning framework as discussed

in Subsection 2.4.4, that rely on the explicit representation of formulas shown

here.

2.3.2 TransmodelOnto

Given that in the considered approach the framework is meant as a knowledge

base on which a set of reasoning functionalities are defined, the model itself

needs to be defined through a machine-understandable, logic-based representa-

tion. For such a reason the main concepts of the Transmodel are represented

through an ontological language. Besides the availability of reference ontologies
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Figure 2.2: KPIOnto: an ontology for the representation of indicators and their
properties.

aimed at the formal description of the fundamental concepts in the software do-

main, existing solutions (e.g., the Core Software Ontology (CSO) and the Core

ontology of Software Components (COSC) [91]), are more focused on describ-

ing with the finest details the architecture of specific implementations more

than conceptual schemas. An ontological representation of the Transmodel has

not however been developed yet. Given the need for a formal representation

of the relations among packages and classes, in this work a minimal ontol-

ogy is considered, a meta-model for the representation of the main concepts

related to the Transmodel architecture, describing the relations of inclusion

among Transmodel classes and (sub)packages, and functional relation between

classes:

• TPackage, which corresponds to a Transmodel package, as defined above.

Subpackages are here represented as packages themselves

(∃subPackageOf.TPackage).

• TClass, corresponding to a Transmodel class that is contained in one

or more subpackages (∃inPackage.TPackage), belonging to the same or

different packages. A class can be in a functional relation (i.e., with

maximum cardinality 1) with another class (∃dependentOn.TClass); this

relation is transitive, i.e. ∀a, b, c dependentOn(a,b) ∧ dependentOn(b,c)

→ dependentOn(a,c).

• TBasicData, which represents a basic information that can be used to
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calculate an indicator. An instance of TBasicData is included in a class

(∃inClass.TClass) as an attribute.

In Figure 2.2 are represented these classes in rectangles. As an example, in

Figure are also shown in ellipses some instances taken from packages "Passen-

ger Information" and "Operations Monitoring and Control" (see also Figure

2.1). The prefix tmo has been used to refer to the namespace of this ontology.

The representation of more specific relations among Transmodel classes will be

investigated by future work.

2.3.3 Linking Transmodel and KPIOnto

With the aim to integrate the KPIOnto ontology with the ontological model

for Transmodel discussed in Subsection 2.3.2, corresponding concepts must be

put in connection with each other through explicit links. Within the techniques

dealing with semantic integration in the literature, this operation is knows as

interlinking [109]. The mapping is performed by defining a owl:sameAs prop-

erty between the couple of instances that are linked, manually or through semi-

automatic approaches (the interested reader is referred to the above-mentioned

publication).

In this work, KPIOnto indicators and levels are connected to corresponding

Transmodel’s basic data. To make an example, the following code in Tur-

tle syntax3 represents the mappings between two KPIOnto atomic indicators

and basic data previously shown in Figure 2.2 , and between a KPIOnto level

(Day_level from the TimeDimension) and a basic data. Prefixes tmo and kpi

represent namespaces of Transmodel and KPIOnto ontologies respectively.

:AimedArrivalTime rdf:type tmo:TBasicData;

tmo:inClass :TargetPassingTime.

:ScheduledPassingTime rdf:type kpi:Indicator;

owl:sameAs :AimedArrivalTime.

:TargetPassingTime tmo:dependentOn :DatedVehicleJourney.

:DatedVehicleJourney tmo:dependentOn :OperatingDay.

:Day rdf:type tmo:TBasicData;

tmo:inClass :OperatingDay.

:Day_level rdf:type kpi:Level;

kpi:inDimension :TimeDimension;

owl:sameAs :Day.

As shown in the next section, in such a way it is possible to define reasoning

functionalities capable to work over an integrated knowledge model.

3https://www.w3.org/TR/turtle/
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As long as the dimensional schema is stable in terms of dimensions and their

hierarchies of levels, the mapping between levels and basic data can be done

once and does not require further changes. As a consequence, at any time a

new KPI is introduced, only a mapping between such an indicator and the

corresponding basic data is needed. In practice, this is needed only for atomic

indicators, while compound indicators usually cannot be directly mapped to

basic data, as they do not have counterparts in the Transmodel. In case of

changing schemas4, only the mappings that still reflect the new schema are

kept, while the others are discarded and new mappings must be redefined.

Mappings for atomic indicators must satisfy a number of conditions in order

to be fully coherent with the rest of the links. Indeed, in KPIOnto every

indicator has a set of compatible dimensions, each with a hierarchy of levels

that are linked to basic data. In practice, for monitoring an indicator, i.e. a

specific Transmodel basic data in a certain class, however it must be referred

to levels that are measurable for the indicator at hand. In practical terms,

this means that, starting from the basic data for an indicator, it is possible

to functionally determine the value for its levels. This holds if a N:1 relation

exists between their classes. In other terms, for a certain indicator can be

considered as compatible levels only those that are in a functional relation

with it in the Transmodel package. The following definition introduces the

notion of measurable levels for an indicator.

Definition 2. (Measurable levels for an indicator). Given an indicator ind

linked to a basic data in a class c, and given a set of compatible dimensions

D, whose levels are linked to a set of basic data in classes {c1, . . . , cn}, the

measurable levels for ind are only those levels that are linked to basic data in

classes {ci : dependentOn(c, ci)5}.

According to this definition, an indicator can be measured only along a subset

of the levels of its compatible dimensions: in particular, those that belong to

classes that are functionally related. To make an example, from the code above,

indicator Scheduled Passing Time is linked to basic data aimedArrivalTime

belonging to class TargetPassingTime, and this last has a (indirect) functional

relation with OperatingDay class. In turn, level “Day” of the TimeDimension

is linked to a basic data in OperatingDay. Hence, this level is measurable for

the indicator at hand.

Stemming from this definition, the notion of coherent interlinking, as a map-

ping such that an indicator has at least one measurable level for each of its

compatible dimensions is introduced.

4For instance, when a new version of the Transmodel is published.
5The property dependentOn(ci, cj) represents a functional relation between class ci and

class cj of the Transmodel (see Subsection 2.3.2).
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Definition 3. (Coherent interlinking: atomic indicators). Given an atomic

indicator ind, the mapping to a basic data bd belonging to a class c is a coherent

interlinking if, for each compatible dimension, the set of measurable levels for

ind is not empty.

This property is checked when a new indicator is defined. In case the new

indicator is compound, the following definition holds.

Definition 4. (Coherent interlinking: compound indicators). Given a com-

pound indicator ind, there is a coherent interlinking if, after rewriting its for-

mula in terms of atomic indicators {ind1, . . . , indn}, each component indi is

coherently interlinked and if, for each compatible dimension, the intersection

of the sets of measurable levels is not empty, i.e. there are some common

measurable levels among all the components.

2.3.4 Discussion and evaluation

Various approaches have been proposed in the literature for ontology evalua-

tion, targeting a number of different criteria (see [110] for a reference). In this

work, the ontology verification is referred through the classic set of require-

ments that a formal ontology should satisfy, as proposed by various authors

(e.g. among others [111, 112]):

• coherence, as the ontology must be non-contradictory. This property was

checked through HermiT v. 1.3.8.413, which is an OWL2 reasoner fully

compliant with OWL2 Direct Semantics and is built-in Protégé 5.2.0.

• Accuracy, as the ontology should correctly represent the relevant aspects

of the domain at hand. The core of the ontology has been developed

together with business experts in the context of the FP7 European project

BIVEE (see also http://www.bivee.eu), hence it reflects their knowledge

and needs in terms of performance metrics, that are overall similar to

those in other domains.

• Minimal ontological commitment, i.e. the definition of only those terms

needed to support the intended knowledge sharing. This goal was ad-

dressed considering a domain-independent vocabulary and a small num-

ber of basic classes and properties. Encoding bias is also considered min-

imised, i.e. avoiding representation choices for convenience of notation

or implementation, by firstly developing a logic-based definition of the

ontology and implementing it later on a specific language.

• Extensibility, that is the capability to be easily extended by other ontolo-

gies; KPIOnto has been designed to be used within a larger knowledge
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repository, with the capability to be interoperable with other ontologies

and data repositories, that were semantically aligned with KPIOnto def-

initions.

Finally, as for accessibility, KPIOnto specifications are available at 6, to-

gether with links to various formats for download. According to the structural

ontology metrics calculated by Protégé 5.2.0, KPIOnto includes 200 axioms, 13

classes, 11 object properties, 7 data properties, with an overall DL expressivity

of ALUI(D).

2.4 The Reasoning System

The model introduced in the previous section enables a formal representation

of the knowledge related to KPIs for monitoring transport systems and their

relations with relevant packages of Transmodel. The model is implemented

as an OWL2 RL ontology 7. This OWL2 profile is specifically aimed at ap-

plications requiring scalable reasoning without sacrificing too much expressive

power. This is achieved by defining a syntactic subset of OWL2 which is

amenable to implementation using rule-based technologies. The ontology can

be queried by means of the SPARQL language8 to extract relevant information.

For instance, through simple queries it is possible to obtain the list of KPIs to

monitor starting from a general business objective to achieve, which classes are

dependent to a given class or to retrieve the set of subpackages that are needed

given a certain indicator :

SELECT ?ind

WHERE {?ind a kpi:Indicator.

?ind kpi:hasBusObj <businessObjective>.}

SELECT ?class

WHERE {?class tmo:dependentOn <class>.}

SELECT ?basicData ?class ?package

WHERE {<indicator> owl:sameAs ?basicData.

?basicData a tmo:BasicData.

?basicData tmo:inClass ?class.

?class tmo:dependentOn ?class2.

?class2 tmo:inPackage ?package.}

However, non-explicit knowledge can not be directly accessed through queries.

For example, whether a certain indicator depends on another one or not, or if

6http://w3id.org/kpionto
7https://www.w3.org/TR/owl2-profiles/#OWL_2_RL
8https://www.w3.org/TR/rdf-sparql-query/
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a given package includes the basic data needed to monitor a set of indicators.

Similarly, understanding which is the minimal set of subpackages to consider

for monitoring a set of indicators is not a trivial task and would require a

considerable effort, in terms of execution of a number of queries and complex

elaboration of their results.

For these reasons, a reasoning framework that takes advantage of the knowl-

edge model to provide developers with a set of basic reasoning services has been

developed. These services are then exploited to realise more complex function-

alities as shown in Section 2.5. The framework relies on Logic Programming

(LP) as a common logic layer capable to provide a unified view over (and rea-

son on) the two main different sources of knowledge involved in this scenario,

namely ontological knowledge about Transmodel and indicators, and the math-

ematical knowledge related to how to manipulate KPI’s formulas according to

sound algebraic operations.

In the following is shown how the knowledge model is represented within the

LP framework. Given that the Prolog theory includes more than 950 predicates,

hereafter are introduced only the main reasoning services. The code of the

whole Prolog framework is publicly available at 9.

2.4.1 Knowledge representation in Prolog

A part of the ontological knowledge, namely the fragment that is needed to

support specific reasoning functionalities, has been translated in Prolog. It in-

cludes a set of facts and Logic Programming predicates capable to perform basic

reasoning tasks. At first, the framework translates class membership axioms re-

lated to classes Indicator, BusinessObjective, TBasicData, TClass and TPack-

age as Prolog unary predicates of type Indicator(’ActualPassingTime’),

BusinessObjective(’Reliability) and so forth. Then, indicator formulas,

available in the ontology as a set of instances and relations, are converted into

facts, e.g. formula(’DelayAdvancePassingTime’, ’ActualPassingTime’

-’ScheduledPassingTime’). Finally, some OWL ObjectProperties are in-

cluded as facts in the LP knowledge base:

• hasBusObj(indicator,business_objective), between a KPIOnto in-

dicator and a business objective.

• sameAs(indicator,tBasicData) or sameAs(member,tBasicData), for

the owl:sameAs relation between a KPIOnto indicator/member and a

Transmodel basic data, e.g. sameAs(’ScheduledPassingTime’, ’AimedAr-

rivalTime’).

9https://github.com/KDMG/PRESS4KPI
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• inClass(tBasicData,tClass), between a Transmodel basic data and its

class.

• dependentOn(tClass1,tClass2), between two classes, where the for-

mer is connected to the latter with a functional relation; given that this

property is defined as transitive (see Subsection 2.3.2), the reasoner per-

forms a transitive closure for the full generation of these facts (see also

the Prolog definition in Subsection 4.3), e.g. dependentOn(’Observed-

PassingTime’, ’Point’) and dependentOn(’Point’,’Place’) implies depen-

dentOn(’ObservedPassingTime’, ’Place’) (see diagram in Figure 2.1).

• inPackage(tClass,tPackage), between a Transmodel class and its pack-

age.

2.4.2 Services for mathematical manipulation of formulas

As for predicates, reasoning about measures is mainly based on the capability

to manipulate formulas according to strict mathematical axioms, like commu-

tativity, associativity and distributivity of binary operators, and properties of

equality needed to solve equations. To this purpose, the framework includes

at its core a library of predicates for the manipulation of mathematical ex-

pressions, called PRESS (PRolog Equation Solving System) [113]. This is a

formalisation of algebra in Logic Programming for solving symbolic, transcen-

dental and non-differential equations. Its code can be represented as axioms

of a first-order mathematical theory and the running of the program can be

regarded as inference in such a theory.

The predicates in which it is organised are mainly aimed to enable manipu-

lation of mathematical formulas and resolution of equations. The first ones im-

plement an essential reasoning functionality that consists in deriving relations

among indicators, manipulating a formula to achieve a specific syntactic effect

(e.g. to reduce the occurrences of a given variable in an equation) and rewrit-

ing a formula accordingly. The second type enables the symbolic resolution of

equations by applying mathematical properties (e.g., commutativity, factorisa-

tion) and properties of equality. For instance, the equation A = (B∗C+B∗D)
B

can be rewritten by factorisation of B as A = B∗(C+D)
B

and then as A = C +D.

Finally, it can be solved with respect to C, with solution A − D. The number

and kinds of manipulations the reasoner is able to perform depend on the math-

ematical axioms described by means of logical predicates. XSB10 was chosen

as LP database system for its efficiency.

10http://xsb.sourceforge.net/
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2.4.3 Services for dependency analysis

On the top of the core library of math functions, other predicates are defined

to provide some basic reasoning services for dependency analysis. Central to

all these functions is the notion of “common measures”, where measure is taken

here as synonym of indicator: given a set of measures φ = {M1, M2, ..., Mn},

common measures of φ is the minimal set of measures needed to compute

all formulas of φ. This concept has been implemented through the following

predicates:

• indToMea(Li,Lm), which takes as input a list Li of indicators and gen-

erates its common measure set in Lm. For instance, let us consider the

formulas in Table 2.3.

If φ = {DelayAdvancePassingT ime, AverageDelayAdvance}, then a

solution for indToMea(φ,Lout) is Lout = {NumberOfJourneys, Actual-

PassingT ime, ScheduledPassingT ime}.

In fact, with ActualPassingT ime and ScheduledPassingT ime it is pos-

sible to calculate DelayAdvancePassingT ime.

Then, with NumberOfJourneys, AverageDelayAdvance can be calcu-

lated.

• meaToInd(Lm,Li) which implements the inverse of indToMea: given a

set of available measures Lm, the predicate returns in Li all those indi-

cators that are derivable from them. Formula manipulation and formula

rewriting functionalities are exploited here to expand the set of com-

putable measures. To make an example, if Lin = {ActualPassingT ime,

AverageDelayAdvance, DelayAdvancePassingT ime} it is possible to

derive Lout = {ScheduledPassingT ime, NumberOfJourneys}. Indeed,

by having ActualPassingT ime and reverting the formula for Delay-

AdvancePassingT ime it is possible to obtain ScheduledPassingT ime.

Finally, by reverting AverageDelayAdvance it is possible to derive the

NumberOfJourneys.

On the basis of these definitions, a further set of Prolog predicates have been

implemented:

• indToBasicData(Li,Ld), given a set Li of indicators, returns the sets Ld

of basic data needed to compute them. This relies on determining from

indToMea the minimum set M of measures actually needed, and then on

the execution of a Prolog goal in the form sameAs(m,X) for each measure

m∈ M . Basic predicates for formula manipulation are exploited to derive

alternative ways to compute a measure. The result of the predicate will

include all possible combinations of basic data capable to overall satisfy

the request, that is a set of sets of basic data:
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indToBasicData(Li,Ld):-

indToMea(Li,Lm),

indToBasicData1(Lm,Ld).

indToBasicData1([[M|R]|Lm],[B|Lb]):-

decomp([M|R],B),

indToBasicData1(Lm,Lb).

indToBasicData1([],[]):-!.

decomp([M|R],[B|Lb]):-

sameAs(M,B),

decomp(R,Lb).

decomp([],[]):-!.

• basicDataToInd(Ld,Lm), given a set Ld of basic data, returns the set

Lm of measures that can be calculated: at first the list of available mea-

sures is retrieved by exploiting the goal sameAs(X,d) for each basic data

d ∈ Ld. Afterwards, predicate meaToInd is executed to expand the set of

computable measures obtained in the first step.

• basicDataToSubpackages(Ld,Ls), given a set Ld of basic data, it gener-

ates all possible alternative sets Ls of subpackages including (inPackage)

those basic data. For instance, if Ls includes id in MonitoredVehicle-

Journey and id in DatedVehicleJourney, as shown in Figure 2.3, the

output Ls includes many alternative solutions, among which {Events},

{DetectionAndMonitoring} or {RecordedUseOfServices}.

Each of these solutions are capable to provide the full set of basic data

in Ld:

basicDataToSubPackages([D|Ld],[P|Ls]):-

inPackage(D,P),

basicDataToSubPackages(Ld,Ls).

basicDataToSubPackages([],[]):-!.

Conversely, given a set Ls of subpackages, the predicate returns in Li the

possible basic data that are available, by exploiting the same approach.

• getMeasurableLevels(I,L), given an indicator I, with a corresponding

set of compatible dimensions, returns the set L of levels that are mea-

surable according to Definition 2. This implies to retrieve the basic data

corresponding to indicators in I, and then to verify whether their corre-

sponding classes are dependentOn or not with classes linked to dimension

levels:

getMeasurableLevels(I,L):-

compatibleDim(I,D),
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inDimension(L,D),

sameAs(L,Bl),

inClass(Bl,Cl),

sameAs(I,Bi),

inClass(Bi,Ci),

isDependentOn(Ci,Cl).

isDependentOn(X,Y):- dependentOn(X,Y).

isDependentOn(X,Z):- dependentOn(X,Y), isDependentOn(Y,Z).

A further service, useful to develop more advanced applications, is

get_formulas(ind,Lout), which returns all possible alternative formulas for a

given indicator. For instance, for indicator AverageDelayAdvance defined in

Table 2.3 , it will return formula DelayAdvanceP assingT ime
NumberOfJourneys

but also formula
(ActualP assingT ime−ScheduledP assingT ime)

NumberOfJourneys
, because indicator

DelayAdvancePassingT ime can be replaced by its own formula. Even if the

indicator is atomic and a formula is not provided, this service can calculate an

answer by reverting other formulas, e.g. ActualPassingT ime=DelayAdvance-

PassingT ime+ScheduledPassingT ime by applying the mathematical service

for equation solving.

2.4.4 Services for consistency management

According to the definition of consistency given in Subsection 2.3.1, a set of

predicates are defined to check if an indicator is consistent (not equivalent

and coherent) with the others previously defined. Some predicates are ex-

ecuted to support such a verification, namely equivalence(I,Formula,Le)

and incoherence(I,Formula,Li), which respectively return the list Le and

Li of indicators whose formulas are equivalent or incoherent with the one

at hand. The general formulation of these predicates are as follows, where

expand_equation and solve_equation are PRESS predicates for formula ma-

nipulation and solution:

equivalence(X,Equation,L) :-

expand_equation(Equation,ExpandedEquation),

solve_equation(ExpandedEquation,X,X=Solution),

formula(L,S),

expand_equation(L=S,L=ES),

solve_equation(L=ES,L,L=Solution2),

Solution=Solution2.

incoherence(X,Equation,L) :-

expand_equation(Equation,ExpandedEquation),

solve_equation(ExpandedEquation,X,X=Solution),
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formula(L,S),

expand_equation(L=S,L=ES),

solve_equation(L=ES,X,X=Solution2),

Solution \= Solution2,

tolist(Solution,LSol),

tolist(Solution2,LSol2),

\+ notin(LSol,LSol2).

Typically, these predicates are used before a new formula fact is added to a

repository. To make an example, let us assume that all the indicators and for-

mulas in Table 2.3 have been defined in the knowledge base and a new indicator

ind is asked to be added, with formula ind=DelayAdvancePassingT ime +-

ScheduledPassingT ime. The predicate equivalence would then recognize

that the formula for ind is actually mathematically equivalent to {Actual-

PassingT ime}, by reverting the formula for DelayAdvancedPassingT ime

originally put in the knowledge base (see the Table 2.3) On the other hand,

if the new formula to add is ActualPassingT ime = ScheduledP assingT ime
DelayAdvanceP assingT ime

,

then the predicate incoherence would determine that it contradicts the for-

mula for ActualPassingT ime that can be derived by rewriting the formula for

DelayAdvancePassingT ime.

2.4.5 Discussion and evaluation

A set of experimental tests have been performed on the logical framework with

the purpose to evaluate the efficiency in terms of running times. Hereafter the

main results are discussed, which have been focused on the basic logic functions

introduced in the previous subsections, that are involved in the provisioning of

services described in Section 2.5.

In detail, running times for predicates indToMea and meaToInd have been

tested, which are the most computationally complex and are used in most of

other predicates. The input consists of synthetically generated knowledge bases

of increasing size, containing a set of formulas. In order to determine a reason-

able number of indicators for the tests, some KPI libraries including indicators

for transportation (see also Section 2.2) have been analysed. For instance, the

“Study on key performance indicators for intelligent transport systems”, the

final report in support of the implementation of the EU Legislative Framework

on ITS [114], includes 228 KPIs covering different areas, the biggest thereof

including 57 indicators. Even though some transit companies refer to large

KPI libraries with more than 180 indicators, the TCRP Report 88 [115], pro-

duced by the Transport Research Board, recommends an average number of

used measures around 20, which seems appropriate for most companies. Many

other frameworks include a similar amount of indicators [61], even in other

domains. For instance, KPILibrary includes at most a few hundred KPIs for
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indToMea
Level num. KPIs k=1 k=5 k=50

2 7 0.08 0.08 0.08
3 15 0.08 0.09 0.13
4 31 0.08 0.09 0.31
5 63 0.08 0.09 0.45
6 127 0.08 0.09 0.94
7 255 0.08 0.09 1.36

meaToInd
Level num. KPIs k=5 k=50 k=250

2 7 0.05 0.07 0.12
3 15 0.09 0.17 0.42
4 31 0.09 0.17 0.62
5 63 0.09 0.20 1.22
6 127 0.09 0.23 1.57
7 255 0.09 0.24 2.50

Table 2.2: Execution times (in seconds) of predicate (a) indToMea and (b)
meaToInd for ontologies of different sizes.

most topics, while in the European project BIVEE [99] around 350 KPIs are

defined that cover production and innovation aspects. These libraries include

KPIs that may have or not have a formula. Even in the latter case, only a

subset of the indicators in a library are in connection each other. The term

graph of formulas is used to indicate the set of indicators that are mutually

linked through formulas. In general, several independent graphs of formulas

co-exist in the same knowledge base.

The logic predicates performs manipulation within each (connected) graph,

hence the existence of other graphs does not have any impact on the running

times. By taking into account the provided numbers, an input ontologies which

are connected graphs of formulas including up to 255 KPIs has been defined.

The number of operands per formula has been fixed to 2, while formulas are

generated as summation of two randomly chosen indicators. In the following

with the term level is meant the number of layers in the graph of formulas,

from which the number of KPIs is derived. In the tests, the maximum num-

ber of formulas that can be inferred at each iteration to a value specified has

been bounded by a parameter k, to keep the complexity of the experimental

procedure under control.

The predicate indToMea has been executed for every indicator in the input

file and averaged at the end, with k from 1 (which corresponds to most concrete

cases, where just one solution is enough) to 50. The predicate meaToInd has

been executed by providing a list corresponding to the whole set of indicators

in the knowledge base. In this way, the predicate searches for all possible ways
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to calculate all the indicators. Parameter k goes from k=5 to k=250.

Results are shown in Table 2.2. Running times are below 1 second in most

cases, whereas larger input files require up to 2.50 seconds. It is considered that

in most concrete cases just one solution (or the first few ones) can be sufficient.

2.5 High Level Tasks Definition And Application

In this Section will be introduced a case study that will be used through this

work to exemplify the developed approach, and that has been designed within

a collaboration with PluService srl, a private company operating in Italy on

information systems for public transportation. Consider a typical scenario

where a public transport company, responsible for providing a multi-modal

local service, wants to perform an accurate monitoring of the performances

achieved during the course of daily operations. In particular, as a measure of

quality, the company is interested in analysing reliability of services offered to

customers. It is widely agreed that, in the public transport sector, reliability

can be defined as the adherence of particular aspects of the transport service

with those previously scheduled and how they are perceived by customers.

Given this business objective, the company identified a set of Key Performance

Indicators in order to monitor two main aspects of the service reliability:

• the punctuality of the performed rides at stop points, by considering the

variability among the scheduled passage time and the actual passage time;

• the adherence of the paths followed by the performed rides with respect

to the scheduled ones, by highlighting the differences among them.

The evaluation of the service punctuality is of particular interest especially

for customers, who are principally concerned with the end result and are not

interested in evaluating where the service has failed in operating or it is oper-

ating late [116]. Vice versa, from the operator’s perspective, the identification

of “weak points” in service operations are of utmost importance both to reduce

the waste of resources and to increase the efficiency of the performed services.

In order to run the described analysis, the operator considered the list of indi-

cators presented in Table 2.3, where the description and the formula for their

calculation, whenever applicable, are described.

2.5.1 Applications

The ontology-based framework described in this work is developed with the

purpose to provide guidance to the design of a performance monitoring sys-

tem, for the evaluation of performances achieved by a public transport system
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Indicator Description Formula

Actual Passing Time The actual passing of a public transport vehi-
cle at a pre-defined POINT during a MONI-
TORED VEHICLE JOURNEY

Scheduled Passing Time The scheduled passing time of a public trans-
port vehicle at a pre-defined POINT on a par-
ticular DATED VEHICLE JOURNEY

Delay/Advance Passing Time The difference among the Scheduled Passing
Time and the Actual Passing Time

ActualP assingT ime −
ScheduledP assingT ime

Number of Journeys The number of performed journeys during the
service

Standard Deviation De-
lay/Advance

The standard deviation among the Scheduled
Passing Time and the Actual Passing Time

√

Delay/AdvanceP assingT ime2

NumberOfJourneys

Stops in Scheduled Journeys Number of stops considered in scheduled ser-
vices

Scheduled Journeys The number of journeys that are scheduled

Executed Journeys The number of journeys that are scheduled and
have been effectively performed

Rate of Journeys Scheduled
Actually Performed

The rate of scheduled journeys effectively per-
formed during the service

ScheduledJourneys
ExecutedJourneys

Table 2.3: List of KPIs adopted by the public transport company to evaluate
service reliability.

based on the Transmodel data model. In this Section, how the approach can

be exploited to support a number of potential real-world applications for the

development and the setup of a Performance Monitoring System is addressed:

• definition of new KPIs: in case the operator is interested in introducing a

new performance indicator, that is not already in the ontology, the frame-

work provides a function to verify that such an indicator is compliant with

a set of requirements;

• identification of the relevant KPIs to monitor, given a set of business

objectives;

• identification of required packages from a given KPI: the framework re-

turns the Transmodel packages that are needed in order to calculate the

specified indicators;

• identification of evaluable KPIs from a a set of packages: given a set of

available Transmodel packages, the framework returns the KPIs that can

be evaluated from those. This scenario represents the dual case of the

previous one.

The above-mentioned functions are discussed in detail in the following by re-

ferring to applicative scenarios from the case study presented in Section 2.5.
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2.5.2 Definition of a new KPI

In case the public transport operator is interested to introduce a new KPI that

is not available in the knowledge base, the following steps ought to be executed:

1. definition of the new KPI in terms of its properties: acronym, descrip-

tion, compatible dimensions, formula, unit of measurement, aggregation

function;

2. check of mathematical consistency of the indicator formula (see Definition

1);

3. link to the corresponding basic data;

4. check of interlinking coherency (see Definitions 3 and 4).

Let us consider, for instance, the introduction of the last KPI in Table 2.3,

namely the RateOfJourneyScheduledActuallyPerformed, that is used to monitor

the rate of scheduled journeys that have effectively been performed during the

service. The rest of the KPIs in the Table are assumed to be already defined

in the system, as well as the mapping relationships (i.e., sameAs) among KPIs

and basic data elements. Similarly, all dimensions and their levels are assumed

to be already defined and mapped to corresponding basic data. See Figure

2.5 for an example about the StopsDimension. The indicator is detailed as

follows:

• kpi:acronym: “RJSAP”;

• kpi:KPIDescription: “The rate of journey scheduled that actually are

effectively performed by drivers and vehicles”;

• kpi:unitOfMeasure: float;

• kpi:hasBusObj: Reliability;

• kpi:hasAggregationFunction: avg;

According to step 2, the mathematical consistency of RJSAP formula must

be checked with respect to others KPIs defined in the knowledge base. As

discussed in subsection 2.4.4, this is performed by the execution of predicates

equivalence(RJSAP, ExecutedJourneys
ScheduledJourneys

∗ 100,Le) and incoherence(RJSAP,
ExecutedJourneys
ScheduledJourneys

∗ 100,Li), with the aim to check if the indicator’s formula

is equivalent or incoherent with any other. In this case, the lists Le and Li

returned by the two predicates are empty since no equivalence or inconsistency

emerge with any other KPI.

As third step, needed links must be defined between the new indicator and

corresponding basic data. As mentioned, is assumed that all other KPIs of
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Figure 2.3: Decomposition of RJSAP mathematical formula and mappings with
Transmodel Basic Data (in red), corresponding subpackages (in
blue) and packages (in yellow).

the case study, including the operands used in the formula, have been already

defined in the knowledge base. As such, indicators ExecutedJourneys and

ScheduledJourneys are already mapped to corresponding Transmodel basic

data, namely the attribute Id in class MonitorV ehicleJourney for the former

and attribute Id in class DatedV ehicleJourney for the latter, as also shown

in Figure 2.311. Given that RJSAP indicator has no correspondance in any

Transmodel class, no further link is needed in this case. Please note that this

approach enables to define and calculate indicators, like RJSAP, that have not

been originally considered by Transmodel. As a consequence, the user can freely

extend its set of indicators to monitor by simply combining existing indicators

into more complex, compound ones through mathematical formulas.

Finally, the framework checks the coherence of interlinking to verify that the

indicator can be actually measured for each compatible dimension, at least for

one level. According to the definition of coherent interlinking for compound

indicators (Definition 4), the check is done by considering if its dependent in-

dicators, in this case ExecutedJourneys and ScheduledJourneys, are coher-

ently interlinked. In the example, the two indicators are linked to basic data

in classes MonitoredV ehicleJourney and DatedV ehicleJourney. As shown

in the UML diagram of Figure 2.1, as for the TimeDimension, the first class

is indeed in a functional relation with the second in Transmodel, and this last

11Please note that this basic data do not provide the real value for executed journeys and
scheduled journeys, but starting from them it is possible to calculate such indicators by
aggregation.
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with OperatingDay, which includes a basic data named date from which all the

levels of the dimension can be derived. As for the ServiceDimension, the two

classes are dependent on JourneyPattern, that is linked to class Route (and,

in turn, is linked to Line) which includes a basic data for corresponding level

Route (and V ectorLine) of the dimension. Finally, as the framework verifies

the coherent interlinking, the KPI can be added to the knowledge base.

2.5.3 Identification of relevant KPIs to monitor from a set of

objectives

This task can be easily achieved by selecting those indicators that have a

kpi:hasBusObj relation with some business objectives. Given a set B =

{b1, . . . , bn} of business objectives, the set of KPIs to monitor is {indi : ∃bj ∈

B, hasBusObj(indi, bj)}.

With respect to the case study, if the operator is interested in Reliability

as business objective, the set of indicators to monitor are those listed in Table

2.3.

2.5.4 Identification of required Transmodel packages needed

to monitor a KPI

Given the complexity of the Transmodel data model, a support functionality is

required to drive the operator in the identification of the specific (sub)packages

that are needed to monitor a given indicator. This is of utmost importance dur-

ing the usage of the monitoring system as a reference to precisely locate where

a certain basic data can be retrieved, but also at design time, to determine

which specific subpackages are needed for a certain set of business objectives

to achieve. More formally, given a set It of target indicators to monitor, its

corresponding set Bt of linked basic data are given by indToBasicData(It,Bt).

The set Ls = {s1, . . . , sg} of required Transmodel subpackages is determined

as basicDataToSubPackages(Bt,Ls). That is, the set Ls is determined by

considering all needed subpackages for all the identified basic data. Finally,

the user specifies which specific levels will be used for monitoring the It,

among the list of the measurable ones (they can be retrieved through pred-

icate getMeasurableLevels). A last check verifies

To make an example, suppose that the operator wants to perform an analy-

sis of delays or advances occurring during the progress of the public trans-

port service. To perform the above mentioned task, the operator chooses

a set of KPIs and the set of target dimension levels on which the analysis

is focused. As for the former, selected indicators are ActualPassingT ime,

ScheduledPassingT ime, DelayAdvancePassingT ime and
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StandardDeviationDelayAdvance. For what concerns the target levels, among

the dimensions that are compatible with all these indicators and within the set

of levels that are measurable for all of them, the operators focuses only on the

StopsDimension, and specifically to level Location.

Firstly, as already explained in paragraph 2.5.2, by taking advantage of the

relationships already defined in the knowledge base, the system will decompose

iteratively the mathematical formulas of the KPIs in order to obtain the mini-

mal set of basic data required to evaluate the indicator at hand (see Figure 2.4).

This is done by executing the predicate indToBasicData to the above men-

tioned list of KPIs, obtaining as output the minimal set of basic data needed

to calculate all these indicators, as detailed in the following:

• at first, the reasoning service determines the minimal list of the needed in-

dicators to monitor, by means of indToMea, namely NumberOfJourneys,

ActualPassingT ime and ScheduledPassingT ime: indeed StandardDe-

viationDelayAdvance depends on the first and on DelayAdvancePassing-

Time, but this last depends on the second and the third;

• secondly, the corresponding basic data for these indicators are found,

namely AimedArrivalT ime in class TargetPassingTime, ActualArrivingT ime

in class ObservedPassingTime and Id in class VehicleDetecting.

For each of these basic data, the corresponding subpackages and packages where

they are defined are retrieved. Various alternative solutions may be available.

As shown in Figure 2.4, both AimedArrivalTime and ActualArrivingTime are

available in the same two subpackages, while NumberOfJourneys is available

in only one subpackage. Hence, the following two alternative solutions are

found: either the subpackage {DetectionAndMonitoring} alone or the couple

of subpackages {DetectionAndMonitoring, PassingT ime}.

For what concerns basic data related to the target level Location from Stops-

Dimension, as shown in Figure 2.5 it is available in 5 subpackages. However, the

framework checks which subpackages contain the measurable level: subpackage

PassingT ime does not allow to measure the Location level, while subpackage

DetectionAndMonitoring enables to measure it. As a consequence, the min-

imal solution for monitoring the set of KPIs chosen by the operator involves

to install the single package “Operations Monitoring and Control” (which in-

cludes the subpackage “Detection and Monitoring”), from which the needed

basic data about indicators and levels can be retrieved.
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Figure 2.4: Decomposition of the formula for indicator StandardDeviationDe-
layAdvance and mappings with Transmodel Basic Data (in red),
corresponding subpackages (in blue) and packages (in yellow).

Figure 2.5: Mappings between levels of StopsDimension and Transmodel Basic
Data (in red), corresponding subpackages (in blue) and packages
(in yellow). In bold is highlighted the only available dimension level
that is described in the example of subsection 2.5.4.
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2.5.5 Identification of evaluable KPIs from a set of given

packages

This scenario (inverse to the previous one) describes the situation in which

the operator can use only a subset of the Transmodel packages. This is a

typical scenario, as the whole model comprehensively accounts for many aspects

related to the transport service, while operators may be interested only in a

small part of them. By using the knowledge stored in the ontology and the

reasoning services, the framework identifies which KPIs can be monitored from

the available packages.

To give an example, let us suppose that the KPIs in Table 2.3 and the

dimensions in Table 2.1 are already defined in the knowledge base, and let

us consider a set of packages already deployed by the operator: “Passenger

Information”, “Fare Collection”, “Network Description”. For each package, by

exploiting service subpackagesToBasicData it is possible to get to the list of

all available classes and basic data, while in turn, executing basicDataToInd

allows to get to the list of available KPIs. Given the considerable number of

basic data and the lack of space, in Table 2.4 the relation between available

packages (underlined) and all indicators in Table 2.3 are summarized. As

shown, in this case all indicators of the case study are available or can be

derived by means of mathematical manipulations, with the only exception of

Number of journeys and Standard Deviation Delay/Advance. If the operator

wants to compute also such indicators, the package "Operations Monitoring

and Control" must be added.

As a further step, once the list of evaluable indicator is found, the need

of determining which dimension levels can be used to measure them must be

satisfied. Indeed, given that only 5 packages are available in the example,

only some levels will be measurable in the sense of Definition 2. Consider

the KPI Stops in Scheduled Journeys and the related dimensions. The KPI is

calculated by obtaining the required data from “Network Description” or from

“Passenger Information” packages (see Table 2.4). Accordingly, by considering

the above mentioned packages, only the following dimensions levels are avail-

able for monitoring: {Line, Route} for ServiceDimension and {Stop} level for

StopsDimension (see Figure 2.1).
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KPI TDM Basic Data TDM Packages

Actual Passing Time {ObservedPassingTime} {OperationMonitoring-
AndControl ∨ PassengerInfo}

Scheduled Passing
Time

{TargetPassingTime} {OperationsMonitoring-
AndControl ∨ PassengerInfo}

Delay/Advance Pass-
ing Time(•)

{TargetPassingTime,
ObservedPassingTime}

{OperationsMonitoringAnd-
Control ∨ PassengerInfo}

Number of Journeys
(◦)

{VehicleDetecting} {OperationsMonitoringAnd-
Control}

Standard Deviation
Delay/Advance (◦)

{TargetPassingTime,
ObservedPassingTime,
VehicleDetecting}

{OperationsMonitoringAnd-
Control}

Stops in Scheduled
Journeys

{StopPointInJourney-
Pattern}

{NetworkDescription ∨ Mul-
tipleOperationEnvironment ∨

PassengerInfo }

Scheduled Journeys {DatedVehicleJourney} {PassengerInfo ∨

ManagementInfo ∨

OperationsMonitoringAnd-
Control}

Executed Journeys {MonitoredVehicle-
Journey}

{PassengerInfo ∨

ManagementInfo ∨

OperationsMonitoringAnd-
Control}

Rate of Journey
Scheduled Actually
Performed (•)

{DatedVehicleJourney,
MonitoredVehicleJour-
ney}

{PassengerInfo ∨

ManagementInfo ∨

OperationsMonitoringAnd-
Control}

Table 2.4: Case study: the relation between KPIs, corresponding basic data
and packages needed for their calculation. The underlined packages
are available in the analysed scenario. KPIs identified with (•) can
be calculated only through reasoning functions, while those with (◦)
cannot be computed. All the others are directly available.
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Chapter 3

Predicting Travel Time at Bus

Stop: Overview of Hybrid Models

3.1 Overview

In this chapter the Hybrid Travel Time prediction algorithms based on the

cooperation of both Machine Learning and Kalman Filtering Models are in-

troduced and compared with "Simple Models" formed by Machine Learning

techniques. Travel time prediction has been an interesting research area for

decades during which various prediction models have been developed. With

the growth of the Advanced Travelers Information Systems (ATIS), short-term

travel time prediction is becoming increasingly important. As the key input for

dynamic RGS, travel time information enables the generation of the shortest

path or alternative paths connecting the current locations and destinations,

besides suggesting directions dynamically in case of congestions or incidents.

In order to predict travel time in congested urban areas, initially, Simple Mod-

els composed only by a single algorithm were made but, being Travel time

in urban areas an highly stochastic and time-dependant value due to random

fluctuations in travel demands, interruptions caused by traffic control devices,

incidents and bad weather conditions some more complex model structures be-

came necessary. Moreover, the techniques adopted in literature are evaluated

on a few data, with datasets and data pre-processing approaches different from

article to article. The purpose of this chapter is to evaluate the effectiveness

of Hybrid Models compared to Simple Models made by a single prediction al-

gorithm, by applying an homogeneous and realistic experimental framework.

The proposed Hybrid Models are divided into two different parts:

• Machine Learning Model: used to obtain an off-line prediction based

on historical data;

• Kalman Filtering Model: used to adjust the off-line obtained in pre-

vious step by using live GPS data received from on-board computers.
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After describing the elements introduced above, at the end of this chapter,

both Hybrid and Simple models will be applied to a Real World case study with

data obtained from Public Transport Service of Olbia (Italy), in cooperation

with the PluService company.

3.2 Travel Time Prediction methods in Public

Transport

The prediction of travel time have been demonstrated as one of the most im-

portant information for applications related to transportation of persons and

logistic. By analysing this information, it is clear that it can be used by users to

better understand the traffic condition in a determinate period of the day in ur-

ban areas. The knowledge of such information could help to reduce transport

costs by avoiding congested sections and increase the public transport qual-

ity of service by reaching the pre-established stops within the required time

window. It is a fact that the last century was characterized by the extreme

expansion of urbanized areas and, at the same time, this kind of expansion has

highlighted the need to develop efficient public transport systems all over the

world. A contribution that helps to understand the importance of developing a

well-organized and efficient transport system is represented by [117] where the

focus is centred in revealing that most people strive for cleaner, less congested

cities and improved traffic flow, primarily through increased use of enhanced

public mass transit systems. In order to make people interested to use public

transport with the aim of reducing traffic congestion, it is necessary to offer

enhanced public transportation services by applying encouragement solutions

that have been forwarded so far. One possible solution is represented by pro-

viding travelers with reliable travel information by means of Advanced Public

Transport System (APTS) and Advanced Traveler Information System (ATIS),

which are the primary key components in Intelligent Transportation Systems

(ITS). One of the most important topic of ITS is represented by providing a

precise travel time to both travellers and public transport operators in order to

give them critical data for pre-trip and en route information which represent

a very interesting information to have smart choices for travelers or to design

better schedules for public transport operators [118], [119].

In years different approaches have been adopted in order to perform travel

time prediction in public transport system and, these existing methodologies,

have been categorized into five mostly wide types used of prediction models:

• Historical Data Based models: they use both static and dynamic

information. Static information is represented by Historical Data that is

provided by bus schedule information, recurrent traffic circumstances and
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average dwell time. For what concerns, dynamic information, instead, it

is provided by real-time measurements, like: real-time bus location data,

delay at bus stops, and current traffic circumstances [120]. This kind of

prediction algorithms provide current and future bus travel time from the

historical travel time of the same bus of the previous journeys on the same

time period. Historical approach predicts the travel time at a particular

time as the average travel time for the same period over different days.

The results of these models are satisfiable under standard circumstances,

but their precision, when unexpected situations arise (like delays and

traffic congestions), is seriously decreased [121]. In these models traffic

patterns and street congestions on specific routes are supposed to be cyclic

and then the prediction can be obtained by analysing the route’s historical

data. However when patterns are not stable, or the set of historical data

is not "large" enough, these types of models can not adequately ensure

acceptable performances;

• Statistical models: the sentence pronounced by Glymour makes it quite

clear: "Statistics is the mathematics of collecting, organizing and inter-

preting numerical data, particularly when these data concern the analysis

of population characteristics by inference from sampling" [122]. They

have solid and widely accepted mathematical foundations and can pro-

vide insights on the mechanisms creating the data [123]. However, when

the domain that must be described is characterised by complex and non-

linear data, usually they cannot achieve good performances [124]. As

a matter of fact, bus travel time is strongly influenced by several fac-

tors like: driver behavior, carriage way width, intersections, signals and

etc. and those factors are represented as independent variables in many

works. At the end, the performances of these models are strongly influ-

enced by all the dependent variables that they can be incorporated in

the model, but, this inclusion into the statistical model represents a very

tough procedure [121];

• Kalman Filtering models: These models [125] have been used exten-

sively in travel time estimation research. As Kalman [126] said that the

Kalman model is used to get a prediction of the present status of the

system, it can also used as basis in order to predict future values of vari-

ables available in former times. It is also demonstrated that the Kalman

filtering model can easily adapt to traffic fluctuation by considering some

time-dependent parameters [127]. These models are efficient in predict-

ing travel on short time periods ahead, but their performances deteriorate

considerably by using biggest time period [128]. In [129] used a Kalman

filter model in order to estimate travel time with buses equipped with
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the AVL1. In [130], authors used the Kalman filtering model together

with GPS2 data installed on buses in order to predict bus arrival time on

Indian traffic circumstances. In [131] authors have applied a macroscopic

traffic flow model along with Kalman filtering algorithm to forecast travel

time with combination of detector data and probe vehicle data;

• Machine Learning models: The Machine learning research branch

is focusing its attention in studying how the computer can simulate or

realize the behavior of human being. Machine Learning techniques are

composed by two stages: choosing a candidate model, and then, obtain

a prediction of the parameters model through learning process on exist-

ing data and examples [132]. Machine Learning algorithms works better

then the statistical methods: In fact, Machine Learning techniques can

deal with complex relationships between predictors that can come up

within a huge volume of information and can process non-linear relation-

ships between predictors by processing complicated and noisy data [133].

These models can be used for prediction of travel time, without implic-

itly addressing the traffic processes. Artificial Neural Network (ANN)

and Support Vector Machine (SVM) algorithms are, however, the most

representative Machine Learning technique used in travel time prediction;

• Hybrid models: A big number of researchers suggested to use hybrid

frameworks for travel time prediction purposes. Van Lint in [134] pro-

posed a mix of a linear regression model and a locally weighted linear

regression model in a Bayesian framework in order to enhance forecast

precision and reliability. Although their method may produce larger pre-

diction errors weather each sub-model in the model layer is biased. Au-

thors of [135] proposed a hybrid model based on State Space Neural Net-

works in cooperation with a particular filter as a trainer called Extended

Kalman filter. The issue in SSNN is that the model requires large data

set for offline training. It was proven also that ANN models outperform

both historical data and regression models. In Jeong and R.Rilett [136]

compared: historical data based model, Regression Models, and (ANN)

Models. As result, authors found that ANN Models outperformed the

historical data based model and the regression models in the case of es-

timation precision. In [137] authors claimed that neural network and

Bayesian represents a good combination in order to estimate the urban

arterial link travel times. Chen and Chien proposed, instead, in [138] a

comparison among the link-based and path-based travel time prediction

by using a Kalman filtering algorithm with simulated data. A real data

analysis on the same approach was made by Kuchipudi and Chien in [139]

where they proposed a hybrid model with combination of path-based and
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link-based models on real data and under different traffic conditions. In

[140] and in [141], authors reported the results obtained by applying a

short term transit vehicle arrival times prediction algorithm with a com-

bination of both real-time AVL and historical data source in Seattle,

Washington. They used a Kalman filter model to track a vehicle location

and statistical estimation for prediction of bus arrival time purpose. ;

In literature, variety of classifications for bus arrival time prediction models

can be found, introduced by different studies. For instance, Lee [118] grouped

them into four categories: regression method, time series estimation method,

hybrid of data fusion or combinative model and artificial intelligence method.

Sun [142], instead, stated them into three types of prediction models: models

based on historical data, multilinear regression models, and artificial neural

network models; however the most used classification of prediction methods in

literature is the one presented by Lee (5 classification categories). A list of the

most used algorithms is shown in Table 3.1.

Table 3.1: A list of the most used algorithms in literature

Authors Year Model Type Algorithm(s)

Fei et al. [143] 2011 Hybrid
-Baesyan Model
-FF and FB Logic

Yu et al. [144] 2011 Neural Network -SVM

Yu et al. [145] 2010 Hybrid
-Linear Regression
-Adaptive Custom
Model

Padmanaban et al.
[121]

2009 Kalman Filter-
ing

-Kalman Filtering

Khetarpaul et al. [146] 2015 Hybrid
-Fuzzy Logic
-BPNN

Cong Bai et al. [147] 2015 Hybrid
-SVM
-Kalman Filtering

Zaki et al. [148] 2013 Hybrid
-ANN
-Kalman Filtering

3.3 Travel Time Prediction Model

As previously introduced, an Hybrid Model is composed by two different steps

that contribute in obtaining an accurate prediction of the travel time performed

by a public transport service in urban areas. The steps included in this model
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Figure 3.1: The schema representing the prediction steps of the Travel Time
Prediction Hybrid Model developed.

are:

• Historical Data Prediction: obtained by using a dataset composed

by data of travels performed during 2015 on Line 01 of Olbia’s public

transport service;

• On-Line Data Prediction: obtained by considering on-line GPS data

from on-board computer during the progress of a specific journey on Line

01.

Historical Data prediction algorithms used in this work are Weka’s Artificial

Neural Network (ANN) and Support Vector Machine (SVM) with Radial Ba-

sis (RB) as Kernel Function [149]. As for the on-line prediction the Kalman

Filtering algorithm has been applied [150]. In Figure 3.1 a simple and intuitive

operation diagram show how the prediction process to obtain the predicted

travel time operates. Before applying the Historical Data Prediction step, a

Data Pre-processing phase is required in order to prepare both training and

test dataset by eliminating variables with minor informative content. To per-

form this operation a Principal Component Analysis (PCA) has been applied

to the whole dataset. In order to automatically perform some of the above

mentioned processes, a dedicated software, called "Urban Travel Time Pre-

dictor" (UTTP), composed by a simple and intuitive graphical interface was

developed. In section 3.5, UTTP will be then presented and discussed. In the

following sub-sections, instead, the algorithms used in both Hybrid and Simple

Models will be briefly introduced.

3.3.1 Artificial Neural Network (ANN)

An artificial neural network (ANN) consists of an input layer of neurons, from

one to three hidden layers of neurons, and a final layer of output neurons. A

feed-forward neural network is an artificial neural network where connections
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between the units do not form a directed cycle. In this network, the informa-

tion moves in only one direction, forward, from the input nodes, through the

hidden nodes to, at the end, reach the output nodes. Each neuron of a layer

is connected to every neurons of the sequent layer with a connection that is

associated with a number called weight.

The output of the neuron has the sequent form:

hi = µ(
N
∑

j=1

Vijxj + T hid
i ) (3.1)

where µ is called activation function, N the number of input neurons, Vij the

weights, xj inputs to the input neurons, and T hid
i the threshold terms of the

hidden neurons. The purpose of the activation function is, besides introducing

non-linearity into the neural network, to bound the value of the neuron so that

the neural network is not paralysed by divergent neurons. A common example

of the activation function is the sigmoid function:

µ(u) =
1

1 + exp(−u)
(3.2)

However other activation function can be applied to neurons. In this work a

Multi-Layer Perceptron (MLP) Neural Network has been used. MLP represents

a class of feed-forward artificial neural network composed by three layer of nodes

activated by non-linear activation function. In order to learn from a training

dataset, a supervised learning technique, called Back-Propagation algorithm,

is used [151]. Back-Propagation algorithm represent a generalization of the

main square algorithm of the linear perceptron. The purpose of the learning

algorithm is to minimize the error ej(n) represented as the difference subsisting

among the desired output dj(n) and the obtained output yj(n). The weights

are adjusted as following:

ǫ(n) =
1

2

∑

j

e2
j (n) (3.3)

where the change of each weight is:

∆wjn(n) = −η
δǫ(n)

δvj(n)
yi(n) (3.4)

where y is the output of the previous neuron and η represents the learning

rate. The chosen of the learning rate is important to assure that the weights

quickly converge to a desired response.
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3.3.2 Support Vector Machine with Gaussian Radial Basis

Function

Support Vector Machine (SVM) [152] with Radial Basis Kernel Function (RBKF)

represents a machine learning algorithm used, principally, to solve classification

and regression problems. This classifiers can be divided into linear or non-linear

classifiers by considering different kinds of Kernel Function. The hyperplane

of linear SVM can be represented as:

~w ∗ ~x − b = 0 (3.5)

where ~w represents the normal vector of the hyperplane, ~x is a set of points

and b is the offset of the hyperplane. By considering that the training data

are linearly separable, two parallel hyperplanes that separate the two classes of

data can be selected, so that the distance between them is biggest as possible.

The region bounded by these two hyperplanes is called the "margin", and the

maximum-margin hyperplane is the hyperplane that lies halfway between them.

These hyperplanes can be described by the two equations:

~w ∗ ~x − b = 1 (3.6)

~w ∗ ~x − b = −1 (3.7)

In order to avoid the case that points fall into the margin, the two equations

above can be re-written:

~w ∗ ~xi − b >= 1ifyi = −1 (3.8)

~w ∗ ~xi − b <= −1ifyi = −1 (3.9)

Obtaining that, in order to minimize the distance between planes ||w||, the

following rule must be applied:

yi(~w ~xi − b) >= 1forall1 <= i <= N (3.10)

A similar result can be achieved by considering data not linearly separable.

The function shown above can be re-written by considering the "hinge loss"

function:

max(0, 1 − yi(~w ~xi − b)) (3.11)

This function is called "soft margin" as it leaves more than the previous case.
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The target in this case is set to minimize:

[
1

N

N
∑

i=1

max(0, 1 − yi(~w ~xi − b))] + λ||~w|| (3.12)

where λ value determines the tradeoff between increasing the margin-size

and ensuring that the ~xi lie on the correct side of the margin.

The non-linear classifier is formally similar to linear classifier, except that

every "dot" product is replaced by a non-linear kernel function. This allows

the algorithm to fit the maximum-margin hyperplane in a transformed feature

space. The classifier represents an hyperplane in the transformed feature space,

it may be non-linear in the original input space. By constructing a set hyper-

planes the dimensional problem can be divided into infinite parts that, in the

case of classification, separate perfectly the data into two classes. Whereas, in

the case of regression, the set of hyperplanes must be constructed by consider-

ing that each hyperplane must be placed closest to as many points as possible.

The Kernel used in this work is represented by Radial Basis Kernel Function

(RBKF) that is a real-valued function whose value depends only on the distance

from the origin:

k(~xi, ~xj) = exp(−γ||~xi − ~xj ||2)forγ > 0 (3.13)

Where γ can be parametrized as 1
2σ2

3.3.3 Kalman Filtering Model

Kalman filtering model is also known as linear quadratic estimation (LQE)

and represents an algorithm that uses a finite series of measurements observed

over time, that contains noise and other inaccuracies, in order to produces an

estimation of unknown variables. This model takes his name from its maker

Rudolf E. Kálmán [126] that in 1960 developed a new theory to face linear

filtering and prediction problems.

The Kalman filter has been applied in a big number of applications. the most

famous application is represented by the guidance, navigation, and control of

vehicles. Furthermore, the Kalman filter model can be applied in time series

analysis used in fields such as signal processing and econometrics. Kalman

filters also are one of the main topics in the field of robotic motion planning

and control.

The algorithm works in a two-step process. In the prediction step, the

Kalman filter produces estimates of the current state variables, along with

their uncertainties. Once the outcome of the next measurement (necessarily

corrupted with some amount of error, including random noise) is observed,

these estimates are updated using a weighted average, with more weight being
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given to estimates with higher certainty. The algorithm is recursive. It can

run in real time, using only the present input measurements and the previously

calculated state and its uncertainty matrix; no additional past information is

required.

The Kalman filter does not make any assumption that the errors are Gaus-

sian. However, the filter yields the exact conditional probability estimate in

the special case that all errors are Gaussian-distributed.

Extensions and generalizations to the method have also been developed, such

as the extended Kalman filter and the unscented Kalman filter which work on

non-linear systems. The underlying model is a Bayesian model similar to a

hidden Markov model except that the state space of the latent variables is

continuous and all latent and observed variables have Gaussian distributions.

The predicted a priori state is represented:

x̂k|k−1 = Fkx̂k−1|k−1 + Bkuk (3.14)

while the predicted a priori covariance is:

Pk|k−1 = FkPk−1|k−1F T
k + Qk (3.15)

where the state of the filter is represented by the a posteriori estimate at time

k x̂k|k and a posteriori error covariance matrix Pk|k. The updated a posteriori

state is:

x̂k|k = x̂k|k−1 + Kkyk (3.16)

while the a posteriori covariance is:

Pk|k = Pk|k−1 − KkSkKT
k (3.17)

For the purpose of this work, this model can be adapted by considering that

instant speed of the vehicle can be viewed as a series of values recorded in time.

The instant speed s(t|t) can be set as system status variable where t represent

a specific time moment in which the value of speed has been recorded. By

considering the two equations described before, the predicted a priori state can

be represented as (without considering input vector):

s(t|t − 1) = s(t − 1|t − 1) (3.18)

P (t|t − 1) = P (k − 1|k − 1) + Q (3.19)

s(t|t) = s(t|t − 1) + Kg(t) ∗ (sr(t) − s(t|t − 1)) (3.20)
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P (t|t) = (1 − Kg(t)) ∗ P (t|t − 1) (3.21)

where kg(t) = P (t|t−1)
P (t|t−1)+R

represents the Kalman Gain, vr(t) is the observed

instant speed of the bus; P (t|t) stands for the calculating covariance; Q is

the covariance of the transforming system and R is the observing covariance.

Adopting the weighting arithmetic in order to combine the baseline data with

the instant speed, the predicted section travel time of the first step of the

algorithms T̂u can be transformed to travel speed su:

su =
Su

T̂u

(3.22)

where Su represents the distance (in meters) subsisting among stop u and

u + 1. The auxiliary speed saux
u , representing speed variable, the weighting

method can be expressed as:

saux
u =

Sf
u ∗ s(t|t) + Sl

u ∗ su

Sf
u + Sl

u

(3.23)

where Sf
u is the length (in meters) of the section passed by the vehicle, while

Sl
u represents the length of the section that must be passed by vehicle to reach

the stop u + 1. It’s evident that by adopting variable weights can different

dependence be given to the auxiliary speed: when the bus is more close to

the stop u , saux
u depends on su more, while the bus is more close to the stop

u+1 saux
u depends on s(t|t) more. Sequentially, when the bus is on the segment

between stop u0−1 and u0 , the predicting travel time Tpred from the real-time

location to stop u1 should be given as:

Tpred =
Su0−1

saux
u0−1

+
u1−1
∑

u=u0

Su

saux
u0−1

(3.24)

3.4 Experimental Setup

In this section the set-up used in the performed experiments will be presented

and discussed. Starting from a detailed description of the dataset (Paragraph:

3.4.1) used to test and validate the proposed models, the sequent two phases

will be then faced:

• data Pre-Processing (Paragraph: 3.4.1);

• ANN/SVM Parameters set-up (Paragraph: 3.4.2);
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Figure 3.2: The chosen route of Public Transport Service in Olbia, Italy.

3.4.1 The DataSet: Bus Line 1 of Olbia PTS

The proposed models for bus travel time prediction have been evaluated by

choosing a real-world data in Olbia, Italy (Figure 3.2). The chosen route is

composed by 52 road segments where, at the end of each segment, is placed

a bus stop where passengers can get on or get off from vehicles. The route is

long about 5 Km. and takes place in a urban area characterized by an high

traffic congestion in the morning (about at 8 a.m.), at launch time (about at 1

p.m.) and in the evening (about at 7 p.m.). In the remaining part of the day

the traffic does not particularly affect the travel time between two consecutive

stops. The collected data consists of the arrival time of the 52 stops in each

individual trip performed from the 1st of January of 2015 to 1st May of 2016

and consisted in a total of 5878 valid trips performed with 305656 travel times

recorded.

Before proceed, some concept belonging to Public Transport Sector must be

clarified.
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Concepts and Terminology

In this subsection some concepts and specific terminologies will be introduced

and defined in order to help readers in understanding some typical vocabulary

used in the Public Transport Sector. The main concepts considered in this

work are (Figure 3.3):

• GPS Point: it represents a unique point on hearth and it is composed

by: Latitude, Longitude and Timestamp;

• Edge: it is the GPS point that identifies one of the vertices of a Line.

These vertices can represents a Simple Edge (top of a specific line) and

Stop Edge (start or end point of a route);

• Line: A line is a segment that combines two Simple Edge points. It is

identified by a straight line where the length is expressed in meters;

• Polyline: it is a "composite line", formed by an orderly sequence of

Line elements. The Polyline can represent two distinct concepts: Route

representing an orderly sequence of Lines that connect two Stop Edges

(for examples two bus stops) and Path Representing an orderly sequence

of Route that connect the starting and ending points of a Bus travel line

(for example starting bus stop and ending bus stop);

• Path Network: it represents the set of all available Paths for the con-

sidered Public Transport Service.

Figure 3.3: A schema representing the objects described in 3.4.1.
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Dataset Pre-Processing: PCA

Principal Component Analysis (PCA) represents a statistical procedure that

apply orthogonal transformations in order to convert a set of related variables

into a set of linearly independent variables, also called "Principal Components"

[153]. Some trips (about the 5% of the totality) were not considered cause the

lack of data recorded (bus skipped those point or on-board computer were not

active at the time point). The original Dataset considered was composed by

the following attributes:

• Route Identifier: it is a discrete value and represents the unique ID of

the Route in the Path Network;

• Month: it is an integer number between 1 and 12 representing the cor-

responding month of the year (1=January, 2=February, etc.);

• Day: it is an integer number between 1 and 31 representing the corre-

sponding day of month;

• Hour of day: and integer number between 0 and 23 representing the

corresponding hour of the day;

• Route Length: a float value representing the length expressed in meters,

of the Route belonging to the analysed Path;

• Previous week Average Speed: the average speed (meters in seconds)

of the vehicle recorded in the ride performed last week in the analysed

Route;

• Two Past week Average Speed: the average speed (meters in seconds)

of the vehicle recorded in the ride performed two weeks before in the

analysed Route;

• Previous week Travel Time: it represents the difference (in seconds)

subsisting among the recorded times at the start Stop Edge and the end

Stop Edge of the analysed Route of the last week;

• Two Past week Travel Time: it represents the difference (in seconds)

subsisting among the recorded times at the start Stop Edge and the end

Stop Edge of the analysed Route of the past two week;

The PCA analysis on the above mentioned dataset was performed by apply-

ing a RapidMiner process where for each attribute, the corresponding "Principal

Component" with the associated information content were calculated (Figure

3.4). By considering the results obtained with the PCA process on dataset, the

attribute considered passed from 9 to 6 (Figure 3.5). The chosen attributes are:
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Figure 3.4: The resulting PCA components and their values of Standard Devi-
ation, Variance and Cumulative Variance.

Figure 3.5: The eigenvectors associated with the attributes of the dataset.

Day, Route Length, Previous week Average Speed, Two Past week

Average Speed, Previous week Travel Time and Two Past week Travel

Time.

On the other hand, Route ID, Month and Hour of Day were discarded

because of poor informative content they possessed.

3.4.2 Neural Networks Parameters set-up

To perform the set-up of the parameters for the Neural Networks used in this

work, specific RapidMiner processes have been realized. The two processes have

the same flow structure, the only differences between them are: the parameters

to be tested and the algorithm on which these parameters will be used (ANN

or SVM). Since the processes are essentially the same for both algorithms, the

flow structure will be briefly introduced in the continuation of this paragraph

and will be valid for both SVM and ANN neural networks.In the first step of

the RapidMiner process, the dataset is prepared to be passed to the "Optimize

Parameter" operator which, essentially, finds the optimal values of the selected

parameters in its sub-process and delivery then to a specific log file. The sub-
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process blocks perform the optimization of the parameters. While "Macro" and

"Log" operators do not play any role in parameter optimization but are only

used to automatize the storage of the log file, the "Validation" operator play

a key role in the entire process. This operator performs a cross-validation in

order to estimate the statistical performance of the learning operator (ANN or

SVM). In the present case, the number of validation was set to 10 which means

that the Dataset was divided into 10 parts (each subset has equal number of

examples) and the algorithms was trained, iteratively, with the selected part

and tested with the remaining 9 parts. In fact the "Validation" operator is

a nested operator and posses 2 sub-processes: Training and Testing. The

training sub-process is used for training a model and is composed by "Nominal

to Numerical" (in order to transform nominal into numerical values) and SVM

or Neural Net operators (representing the algorithm used). The trained model

is then applied in the testing sub-process. The results of each iteration of

the entire process is saved in a log file in order to evaluate the performance

achieved and select, them, the optimized parameters for each algorithm. In

the next sub-section the optimal parameters chosen and the effective training

process will be presented for both ANN and SVM algorithm.

ANN Parameters and Training Process

The Optimize process presented above is used in the case of Artificial Neural

Network in order to find the best tuning regarding the following parameters:

• Learning Rate: this parameter determines how much the weights can

change at each step of the learning process. If the value of this parameters

is setted too high the performance of the neural net will diverge; on the

contrary if it is setted too low the learning is too small and the error rate

doesn’t descend rapidly enough. The search of the optimal value of this

parameter was set in the range [0.1 − 0.9] with a step of 0.1;

• Training Cycles: this parameter specifies the number of training cycles

used for the neural network training. If this value is too low the training

process may be interrupted before the minimum error rate is reached, on

the contrary, if the value is too high, the local minima of the training

error function can be exceeded. The training cycles was set in the range

[100 − 500] with a step of 100;

• Error Epsilon: this parameter represents the "stop point" on which

the optimization process is stopped if the training error gets below this

epsilon value. It’s evident that an optimal value is represented by the

lowest value of this parameter. To find the lowest reachable value the

search was set in the range [0.0001 − 0.004] with a step of 0.0001;
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In total 200 tests were performed and from the obtained result emerged that

the best configuration for the ANN algorithm was:

• Learning Rate: 0.4;

• Training Cycles: 100;

• Error Epsilon: 0.0001.

After the optimized values were obtained, the training process of the Artificial

Neural Network could be performed. As for the optimization process, a specific

RapidMiner work-flow has been created in order to perform the training of

ANN. Here, the dataset is splitted into two parts: Training that contains all

the performed trips in 2015 and testing that, on the contrary, contains all the

trips performed from the 1st of January to the 1st of May of 2016. At the

end of the training process the obtained trained model is saved in a XML file

so that UTTP software tool can use it at a later time, while the performance

results are saved on a CSV file in order to evaluate them.

SVM RBKF Parameters and Training Process

As for the ANN algorithm, the optimization process is applied also with SVM

RBKF algorithm. In this case the parameters that must be optimized are:

• Maximum Number of Iterations: this parameter determines when

the training phase must be stopped.The stop signal arrives after a spec-

ified number of iterations. If the value of this parameters is setted too

high the performance of the SVM are to slow and the training session

can be too long; on the contrary, if it is setted too low the algorithm

doesn’t have an enough number of iterations in order to minimize the

error function. The search of the optimal value of this parameter was set

in the range [1000 − 10000] with a step of 1000;

• Epsilon Value: This parameter specifies the insensitivity constant and

it is part of the loss function. Is not easy find a good confidence for this

value since it is strictly dependent on the application domain. For this

reason the value was set in the range [0.1 − 0.9] with a step of 0.2;

• C value: this parameter represents the SVM complexity constant which

sets the tolerance for misclassification, where higher C values allow for

"softer" boundaries and lower values create "harder" boundaries. A com-

plexity constant that is too large can lead to over-fitting, while values

that are too small may result in over-generalization. To find a good com-

promise value the search was set in the range [1000 − 10000] with a step

of 1000;
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In total 500 tests were performed and from the obtained results, as for ANN,

emerged that the best configuration for the SVM RBKF algorithm was:

• Maximum Number of Iterations: 7000;

• Epsilon Value: 0.1;

• C Value: 7000.

Also for SVM a training RapidMiner work-flow was created and the dataset

was splitted in the same way.

3.5 Urban Travel Time Predictor Software (UTTP)

In order to realize the experiments introduced so far in a simpler and faster

way, a software that perform in an automatic fashion the entire prediction pro-

cess has been realized and implemented. The software is called Urban Travel

Time Predictor (UTTP) and has been realized by adopting the Microsoft .NET

development environment. The choice fell on this technology cause the us-

age environment was entirely based on Windows platform and, moreover, the

C# programming language, being optimized for the object oriented paradigm,

represented a good compromise among implementation simplicity for graph-

ical application and software performances. The whole process that UTTP

starts with the creation of the required dataset tables to arrive at the real-time

graphical display of the travel route under review with the predicted, real and

scheduled times highlighted for each stop point. UTTP is divided into three

main parts:

• Configurations (Figure 3.6): it allows users to set-up the entire process.

Here users can define various parameters such as: how software connects

with the database engine, the tables name where the required data can

be found, the type of Neural Network that must be used, the path of the

RapidMiner processes, etc.;

• Path Network Creation (Figure 3.7): this part allows users to chose

the route that must be analysed. In this work the attention was focused

on Line 01 of Olbia’s PTS, but the UTTP software is ready to be used

with any route that is part of the transport service. When user choose a

route the system, automatically, creates the dataset tables on database

and starts, in background, all the RapidMiner processes introduced before

in order to: pre-process data, optimize Neural Network parameters, train

and test Neural Network. At the same time, it builds the polyline that

defines the path chosen to be displayed in the next part of the software;

80



3.6 Results

Figure 3.6: UTTP Configuration window.

• Prediction And Results Visualization (Figure 3.8): this part rep-

resents the core of UTTP. Here the prediction model obtained in the

previous step is used to predict arrival times at bus stops of a specific

ride of 2016. The window is divided into 2 different parts: in the left

part user can select the ride on which perform the prediction, while on

the right part of the window the user can appreciate a graphical repre-

sentation of the path chosen with highlighted the predicted arrival times

at bus stops. After obtained the "Off-Line" predictions, users, by click-

ing the button "Starts On-Line Prediction", can start the application of

the Hybrid Model by integrating the previously obtained Neural Network

prediction with the Kalman Filtering model by using stored GPS signals

of the ride in analysis. The Kalman Filtering Model introduced in para-

graph 3.3.3 has been completely implemented in C# in a specific UTTP’s

library.

At the end of each prediction process all results are stored in excel files in

order to allow users in performing further analysis. The analysis obtained for

Line 01 of Olbia’s PTS are discussed in the following section.

3.6 Results

The quality of the models presented in the previous sections was tested by using

the data of Line 01 of Olbia’s PTS and the result are shown below. The entire

path is divided in 52 sections where, for each section, a prediction is obtained

by considering both the application of the Simple Models (ANN or SVM) or the

Hybrid Models (ANN+Kalman Filtering Model or SVM + Kalman Filtering

Model). In order to measure the performances of each model, three different

81



Chapter 3 Predicting Travel Time at Bus Stop: Overview of Hybrid Models

Figure 3.7: UTTP Path Network and Neural Network creation window.

Figure 3.8: UTTP Path and Results visualization window.
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Table 3.2: The results obtained for the four models tested on Line 01 of Olbia’s
PTS

MAE MAPE RMSE
ANN 9.03 s. 21.03% 15.47%
SVM 8.64 s. 21.19% 15.31%
ANN + Kalman Filtering 8.58 s. 20.77% 11.65%
SVM + Kalman Filtering 7.17 s. 19.42% 9.59%

efficiency measures were used:

• Mean Absolute Error:

∑

N

i=1
|xi−x̂i|

N
that represents the difference be-

tween two continues variables;

• Mean Absolute Percentage Error: ( 1
N

∑N

i=1
|xi−x̂i|

xi

) that provides

unit-free measurement of the performance;

• Root Mean Square Error:
√

1
N

∑N

i=1(xi − x̂i)2 that measures the

goodness-of-fit of the predictor;

where xi represents the actual data, x̂i the predicted data and N is the number

of samples considered. The ride chosen was performed on 22 April 2016 per-

formed by bus number 1063. From the results obtained (Table 3.2) it is evident

that the Hybrid Models represented by the combination of the SVM RBKF (or

ANN) and the Kalman Filtering algorithm (Figure 3.12 and 3.11) outperforms

the other two simple applications tested (Figure 3.10 and 3.9). For each pre-

dictor, by comparing the prediction results of MAE, MAPE and RMSE it is

evident that Hybrid Models can adapt more easily to stochastic events than

Simple Models, based only on Historical Data. This thesis become obvious

by observing the section between the stops 13 and 19, where several intersec-

tions and traffic lights are present. The presence of these elements cause traffic

fluctuations that makes travel time more sensible to stochastic events that are

not easily predictable by studying only historical data. On the contrary, the

Kalman Filtering Model, by adding an estimate of the present status of the

system (bus ride in this case), makes the global Hybrid Model to adapt more

rapidly to stochastic events and makes it more suitable in travel time estima-

tion for urban public transport systems then the Simple Models. By observing

numbers, in general, the Hybrid Models have better performances in the total-

ity of the path of analysis; RMSE for Hybrid Models are near the 10% (ANN +

Kalman Filtering 11.65%, SVM + Kalman Filtering 9.59%) while, considering

the Neural Networks models, its value grows up to, about, 16% (ANN 16.38%,

SVM 15.31%). MAE and MAPE measures reflect the trend highlighted by the

RMSE indicator where Hybrid Models outperforms Simple Models.
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Figure 3.9: Differences among the ANN prediction and real travel times of ride
1081 performed the 22 April 2016 by bus 1063. In light blue is
represented the real travel time while in orange the predicted travel
time is shown. In the y axis time is represented in seconds while the
measures in x axis represents the sequence of bus stops performed.
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Figure 3.11: Differences among the ANN+Kalman Filtering prediction and real
travel times of ride 1081 performed the 22 April 2016 by bus 1063.
In light blue is represented the real travel time while in orange the
predicted travel time is shown. In the y axis time is represented
in seconds while the measures in x axis represents the sequence of
bus stops performed.
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Figure 3.12: Differences among the SVM+Kalman Filtering prediction and real
travel times of ride 1081 performed the 22 April 2016 by bus 1063.
In light blue is represented the real travel time while in orange the
predicted travel time is shown. In the y axis time is represented
in seconds while the measures in x axis represents the sequence of
bus stops performed.
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Chapter 4

Building Detection in Urban Areas

with High Resolution Aerial Images

4.1 Overview

The problem of building detection from remote sensed data is a well known in

the scientific community that merges approaches of remote sensing, machine

learning and image processing. The use of remote sensed data acquired from

satellite or airborne pay-loads enormously simplifies the overall work-flow open-

ing the way to an accurate and precise mapping of infrastructures with a lot a

applications that vary from map updating to Land Use / Land Cover (LU/LC)

mapping.

From the research point of view the problem is interesting and important

especially when dealing with high-resolution imagery acquired by manned/ un-

manned aerial vehicles. The main problem is to automatize the overall work-

flow especially the classification stage in order to: increase the temporal res-

olution; reduce the costs; setup an automated tool chain to derive repeatable

results in terms of quality.

The current trend is to detect buildings from stereo pair-images or fused

LiDAR and multi-spectral (MS) data. Obviously the end-user is interested to

increase the spatial resolution that sets an hard constraint on the payload. The

use of MS and LiDAR ensures a final good Ground Sampling Distance (GSD)

that allows to derive high-resolution thematic maps.

When the resolution increases a problem arises: the problem is the variety

of buildings on a given area in terms of size, shape, spectral response. Many

supervised and unsupervised approaches have been proposed [154]. In the case

of supervised approaches the definition of the training set plays a key role and

this is the phase where the human expert defines the training samples. The

perfect definition in terms of accuracy and significance is hard to ensure and

often the problem is the unbalancing of training set samples.

In this thesis very high resolution multi-spectral and LiDAR data is consid-

ered in order to prove the effectiveness of the Bayes Vector Quantizer (BVQ)
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[155] for the classification of noisy data (high resolution) with a strongly un-

balanced problem that outperforms other state of the art algorithms. The case

study covers a urban area where the most representative classes are building,

tree, land and grass.

The BVQ classifier were adapted to the problem of building detection form

multi-source aerial data in an urban area in order to compare the performance

for different level of unbalancing. One of the main advantage of BVQ is the

capability to handle with strongly imbalanced training set, which is a common

problem for supervised approaches [156]. The unbalancing were stressed to

evaluate the overall performance over the creation of supervised training set

that represents a critical aspect to get accurate and precise results.

This chapter is structured as follows. The following sub-section introduces an

overview of KDD in history and the main algorithms of KDD used in building

detection domain. Section 4.3 introduces the BVQ algorithm. Section 4.4

presents the experimental setup including the datasets and evaluation metrics.

In Section 4.5 the obtained results are discussed.

4.2 Related Work

4.2.1 Knowledge Discovery in Database

"Information is the resolution of uncertainty". With this expression, Claude

Shannon tried to define the importance of information, as knowledge, in the

modern world because "Information is Power" (J. Edgar). These phrases help

to understand that, from the huge amount of data that is available today, it is

crucial to extract the most useful amount of information for the goals that must

be pursued. In the last 40 years data management principles such as physi-

cal and logical independence, declarative querying and cost-based optimization

have led to profound pervasiveness of relational databases in any kind of organi-

zation. The 90’s have been exceptional years for the invention and development

of KDD techniques with solid data mining and machine learning algorithms.

The early 90s, in particular, represented a true "boom" for the development of

data mining algorithms. In [157], for example, authors present an interesting

algorithm, based on estimation and a pruning technique, that can be used to

generates and provides to users a number of significant association rules among

items in a relational database. They have also proved the effectiveness of this

algorithm by applying it on a real-world case study based on sales data ob-

tained from a large retailing company. Also in [158] Mikhail V.Kiselev have

described PolyAnalyst: a learning technique used in intelligent analysis of the

experimental/observational data created in the Computer Patient Monitoring

Laboratory at the National Research Center of Surgery in Moscow. This sys-
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tem has been developed in 1994 in order to support users in performing three

main activities:

1. Construction of a procedure realizing the mapping from the set of de-

scriptions to the set of parameters given by the pairs <description, pa-

rameter>;

2. Search for the interdependences between components of the descriptions;

3. Search characteristic features of a gives set of description.

PolyAnalyst was applied to solve classification problems, empirical law infer-

ence and choice of the best decision from a fixed set of possible decisions. In

[159], instead, authors have highlighted the performance limitation of Poly-

Analyst in real-world case studies and have identified three main problem that

afflicts this algorithm: Searching in very wide hypotheses spaces consumes great

computation time. Most undesirable feature is strong dependence of compu-

tation time on number of attributes in explored relational database (number

of independent variables). Every method based on the least squares criterion

is vulnerable to even small number of far outliers originated from various data

collection errors while it may be quite tolerant to strong normally distributed

noise added to true values. There exists no good general criterion for search

termination. As partially find a solution, authors proposed a supplementary

data preprocessing step whose purpose is to try to reduce the noise present in

the input data. It is clear that data mining techniques used alone lose much of

their potential and need a more robust approach in order to face the problem

that must be issued. At the end of 90s the growing number of analytical plat-

forms have pushed the researchers to set up robust methodological approaches

in order to develop analytical processes capable of extracting valuable knowl-

edge out of large masses of data and try to release the unexpressed potential

of data mining techniques, giving the birth to KDD [160]. KDD has evolved in

the last years, and continues to evolve, from the intersection of research fields

such as machine learning, pattern recognition, databases, statistics, AI, knowl-

edge acquisition for expert systems, data visualization, and high-performance

computing. The unifying goal is extracting high-level knowledge from low-level

data in the context of large data sets. Very often is really difficult try to un-

derstand the differences subsisting among the concepts of "Data Mining" and

"Knowledge Discovery in Databases". In [160] a basic definition of KDD is

given and authors have defined it as "the nontrivial process of identifying valid,

novel, potentially useful, and ultimately understandable patterns in data". Au-

thors of [160] with this definition, have meant that KDD represents a complex

process consisting essentially of five fundamental steps (Data Selection, Data

Preprocessing, Data Transformation, Data Mining, Data Evaluation) and that
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the application of Data Mining techniques is only a single step of the whole

process.

From that moment KDD processes were adopted to find Knowledge in a

big number of application domains. As previously said, they can be divided,

accordingly with the architecture of the systems, in three different generations

[161]:

• First Generation: stand-alone software;

• Second Generation: distribuited architectures;

• Third Generation: semantic-based platforms.

In the 1-st generation are included systems that supports single users in lo-

cal settings. Examples of application of this generation of architectures can

be found in a different number of domains. In [162], [163] and [164] authors

have compared some tools and solutions whose success was very limited due

the extreme specificity and both reduced flexibility and re-usability in different

application areas. Over years, more interesting tools have been developed (like

Weka [149]). These tools have been applied in different works. For example in

[165] authors have compiled a top-ten ranking of classification algorithm, based

on performance, in order to face one of the major research problems in network

security: Intruder Detection. Authors selected a list of ten algorithms, namely:

J48, BayesNet, Logistic, SGD, IBK, JRip, PART, Random Forest, Random

Tree and REPTree to perform classification with NSL-KDD dataset and chose,

as environment for experimentation, Weka management tool. In [166], instead,

authors described an implementation of a Knowledge Discovery in Databases

(KDD) process, with RapidMiner 5.0 tool, in order to extract the causes of it-

erations in Engineering Change Orders. The data set considered was composed

by, approximately, 53.000 historical Engineering Change Orders used for this

purpose. The obtained result identified as the main cost and technical reasons

for the occurrence of iterations. The study concludes that applying KDD in

historic Engineering Change Orders data can help in identifying the causes of

iterations in Engineering Change Orders. Extensions of these tools are easy to

find thanks to the presence of a well-stocked market, but some needs can not

be met by extensions already made and must be created to its own use. In

[167], [168] and [169], for example, authors have developed some extensions in

KNIME introducing new features to solve specific classification problems which

could not be solved with the tools originally present.

With the spread of network technologies, however, the late 90s has witnessed

the birth of support systems based on distributed architectures: Client-Server,

Agent-based, Service-Oriented Architectures, Grid and Cloud [161]. As exam-

ple, in [170] authors analysed the requirements for data mining systems used in
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big organisations and enterprises range from logical and physical distribution of

large data and heterogeneous computational resources with high performance.

In this work authors have separated the data representation (client-side) from

the data manipulation functionalities (server-side) obtaining a parallel compu-

tation divided into two different levels. In [171] authors faced the problems

associated with efficient parallelizations on a Network of Workstation (NoW),

including data transmission over a low bandwidth network, load-balancing,

fault-tolerance, interactivity and programming complexity. To address some of

these problems, they proposed a programmable, distributed and generic mech-

anism, which schedules a set of independent tasks on a NoW. This architecture

allows incremental reporting of results, which can be used to monitor and, if

necessary, interrupt the operation. Most importantly, it reduces communica-

tion bandwidth requirements by allowing specification of resource requirements

of the tasks at the application programming level. Others applications used

a similar, but specular, approach than distributed systems by considering an

agent based architecture. This kind of applications adopted the mobile-agent

paradigm which can move to the nodes where data reside in order to perform

data analysis tasks and coordinating with others agents to achieve the KDD

goal. In [172] authors described a component based system for developing dis-

tributed data mining applications, called PaDDMAS, that provides a tool set

for combining pre-developed or custom components using a dataflow approach,

with components performing analysis, data extraction or data management

and translation. Each component can be serial or parallel object, and may

be binary or contain a more complex internal structure. Concepts of Service

Oriented paradigm has been also adopted to, initially, increase performances of

KDD applications. In [173] authors focused their attention in developing a new

approach to build a service-oriented infrastructure for distributed data mining

applications. This kind of infrastructure allow users to use the provided data

mining algorithms without the need to know the details about their operational

functionalities. In addition this framework allow to perform data mining com-

putations in more than one site, in a distributed manner. A similar approach

has been adopted in [174] where authors in order to gives a comprehensive

overview of various approaches in different stages of the knowledge discovery

process, use a Linked Open Data in various stages for building content-based

recommender systems. In the last years Cloud Computing has been adopted

also in KDD environment as emerging trends for data mining applications in

science and industry. In [175], for example, open standards and, in particu-

lar, Predictive Model Markup Language (PMML) are presented and analysed

mainly from the point of view of the benefits of interoperability that the use of

such technologies will give to the final users. An assessment of emerging tech-

nology trends and the impact that cloud computing will have on applications
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is also discussed. In [176] authors describe the design and implementation of a

high performance cloud that used to archive, analyse and mine large distributed

data sets. As storage service, required by Sphere compute cloud, authors have

designed a Sector storage cloud that can be used, in cooperation with a specific

programming paradigm, in order to analyse large data sets by using computer

clusters connected with wide area high performance networks. In conclusion

they compared the performances achieved by Sphere cloud computing with the

ones achieved by Hadoop.

The 3rd-generation KDD tools introduce a new concept for mining applica-

tions: the semantics. With the introduction of this approach it has been tried

to remedy to semantic gap subsisting among technical and business view of

knowledge discovery process. The syntactic description of data, used to model

data structures, was replaced by the semantic description of resources that can

be classified as:

• Computational Resources: that represent all the tools used to ma-

nipulate data in order to transform it in model elements.

• Datasets: Examples of facts of a specific application domain;

• Models: representing the final model produced at the end by Computa-

tional Resources;

Examples of these concepts can be found in various application domains.

For example, in [177] authors used a domain ontology-driven approach to data

mining on a medical database in order to analyse data about patients affected

with chronic kidney disease. They have focused their attention in explores

the possibility of utilizing a medical domain ontology as a source of domain

knowledge to aid in both extracting knowledge and expressing the extracted

knowledge in a useful format for users that are not familiar with the metrics and

the attributes used to describe the domain of kidney disease and his treatment.

Another example of domain information retrieval during a data mining process’

application, is represented by [178] where an ontology-based approach used

to help biologists in retrieving informations about their studies by exploiting

the existing semantic web technologies in parallel with formalised ontologies,

semantic annotations of scientific articles and knowledge extraction from texts.

In addition to domains information retrieval’s task, ontologies and semantics

can be both useful in choosing the best algorithm to use in order to achieve

the predefined goals. In [179] focus is centred in helping users to overcome the

complex task of the choose the best algorithms suitable to achieve the prefixed

goals and, after that, in composing them in a complex mining process. In

order to perform this task, authors have introduced KDDONTO, an ontology

formalizing the domain of KDD algorithms. For the design of KDDONTO they

94



4.2 Related Work

have exploited a formal ontology building methodology aimed to define goal-

oriented ontologies satisfying quality requirements. After defining the above-

mentioned methodology, authors have applied it in a real world case study by

developing a DL OWL implementation and addressing some existing issues, like

the impossibility of representing n-ary relations, that still need to be resolved.

Also in [180] an ontology for representing the knowledge discovery (KD) process

based on the CRISP-DM process model is presented and discussed in order to

define the most important concepts used in the context of KD in a two-layered

ontological structure.

The supervised learning in Building Detection

The latest KDD technologies tools have been used also in the automatic build-

ing detection domain. The problem of building detection is important to solve

several applicative problems. The map updating, 3D city modelling, road cen-

terline detection [181], change detection [182, 183, 184] benefit of automated

approaches to detect building. An interesting review of the current trends of

photogrammetry is described in [185] that focuses also on the state of the art of

3D building extraction from monocular, stereo, panchromatic or multi-spectral

data. Building extraction requires dense and accurate data. The data density

plays a key role and sensor manufacturer are providing more effective solu-

tion to increase the detection / extraction accuracy also in presence of small

buildings or buildings partially covered by trees.

The problem of building detection belongs to a more complex problem that

is represented by the object extraction in urban environments [186, 187] or 3D

reconstruction [188, 189, 190, 191] where often it is necessary to extract roofs

to enhance the classification of building type [192]. There are many challenges

related to the object detection, but buildings are commonly the main source of

interest for researchers and city managers [193, 194, 195, 196].

The use of heterogeneous data is the key success for an accurate and pre-

cise building extraction. Several authors have combined high resolution multi-

spectral and LIDAR data. Zeng et al. [197] show an improvement in the clas-

sification of IKONOS imagery when integrated with LIDAR while the work of

[198] underlines how this integration makes the object-oriented classification

superior to maximum likelihood in terms of reducing salt and pepper. In [199]

authors combine LIDAR elevation data and SPOT5 multi-spectral data for

the classification of urban areas using Support Vector Machine (SVM) algo-

rithm while the approach described in [200] combines QuickBird imagery with

LiDAR data for object-based forest species classification. However the above

mentioned approaches are based on the high-resolution images from satellite

platform. Other approaches are based on the integration of aerial imagery as

described in [201, 202].
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The manually detection of building data/photo-interpretation is the classical

approach. This technique relies on manually based workflow that requirer do-

main knowledge, time and money. Obviously automated approaches increase

the productivity owing to a strongly reduced time to process data. The automa-

tion allows an easy integration of multi-source aerial data that is necessary to

obtain excellent performance in terms of precision and accuracy. Multi source

usually means multi-spectral and LiDAR data obtained by aerial surveys (also

by using low cost platform as Unmanned Aerial Vehicles) [203, 204, 205].

There is a dichotomy in the class of methods: pixel based vs object based. It

is out of scope of this paper the detailed analysis of pros and cons of the above-

mentioned approaches. However, it is possible to integrate the pros and cons

of pixel and object based approaches with or without training sets (supervised

and unsupervised) by using hybrid algorithms as described in [206, 207, 208].

Many approaches has been presented to solve the problem of automated de-

tection of buildings as Bayesian maximum likelihood [209], Dempster-Shafer

[210, 154] theory of evidence, AdaBoost [206], SVM [211, 212], height thresh-

old to a normalized DSM, Nearest Neighbour [154]. A supervised approach

requires a training set that is usually created by a domain expert. The train-

ing set definition is often a critical aspect that strongly influences the overall

performance.

As a matter of facts, in the definition of the training set is important to

select the most representative sample for each class. Often the definition of

the training area is not accurate and should contain objects that belongs to

other classes. Another classical problem is the number of collected samples

and their coverage over the overall area of study (usually expressed as ratio

of area of collected samples over the overall area). The main consequence is

the unbalancing of the dataset, which is a critical problem for many supervised

approaches [213]. In our case the minority class is represented by the buildings.

Even if the coverage of buildings over the overall area is high the variety of roofs

[214], height, shape is hard to capture and should be costly [215].

On these datasets, traditional learning techniques tend to overlook the less

numerous classes, at the advantage of the majority class. However, the minority

class is often the most interesting one for the task. For this reason, the class-

imbalance problem has received increasing attention in the last few years [216,

217]. In order to handle imbalanced datasets, the reference model is represented

by the Bayes Vector Quantizer (BVQ) algorithm [218].

The BVQ is a multi-class learning algorithm allowing to adapt the (nearest

neighbor) decision rule defined by a Labelled Vector Quantizer (LVQ) toward

the optimal Bayes decision rule. It has been demonstrated that the behaviour

of this algorithm on imbalanced data sets allows obtaining better classification

performances compared to the principal methods proposed in the literature
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[217].

4.3 Background

This section introduces concepts that are the basis of the BVQ algorithm.

First, definitions from the statistical decision theory are provided. Then, Vec-

tor Quantizers are introduced and the Bayesian Vector Quantizer algorithm is

described.

4.3.1 Statistical Decision Theory

Let boldface characters denote random variables, and let (x, c) be a random

variable pair taking values from Rd×C, where the continuous random vector x is

the feature vector, while the discrete random variable c ∈ C = {c1, c2, . . . , cC}

is its class. Classes are statistically characterized by conditional probability

density functions (cpdf) p
x|c(x|ci), measuring the probability that x = x given

that the class observed is c = ci. Also, a priori probabilities Pc(ci), i = 1, ..., C

are given. From cpdf, class a-posteriori probabilities can be derived by the

Bayes theorem:

P
c|x(ci|x) =

p
x|c(x|ci) · Pc(ci)

px(x)
, (4.1)

where px(x) is the probability density function of the random vector x

px(x) =
C
∑

i=1

p
x|c(x|ci) · Pc(ci). (4.2)

In order to ease notation, boldface subscripts will be dropped when this will

not make confusion among random variables. A classification rule Φ can be

defined as a mapping:

Φ : Rd → C, (4.3)

where Φ(x) ∈ C denotes the decision taken according to Φ when x = x is

observed.

The feature space is partitioned by using the rule Φ in C decision regions,

which can take various forms even concave and disjoint. Boundaries between

decision regions are called decision boundaries.

To evaluate the performance of a classification rule, the average misclassifi-

cation risk is typically used, as follows:

R(Φ) =

∫

R(Φ(x)|x)p(x)dVx, (4.4)

where dVx is used to denote the differential volume in the feature space, and
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R(Φ(x)|x) is the conditional risk (or cost) of deciding in favor of class Φ(x) ∈ C

given that x = x is observed. The conditional risk for the class ci ∈ C is given

by

R(ci|x) =
C
∑

j=1

b(ci, cj)P
c|x(cj |x). (4.5)

where the element b(ci, cj) is a component of the cost matrix B, representing the

cost of deciding in favour of class ci when the true class is cj . If b(ci, cj) = 1 for

i 6= j and b(ci, ci) = 0, then average misclassification risk (or, in short, average

risk) turns to the well known 0-1 loss, or error probability that is 1 minus the

accuracy achieved by the classifier. In this work, the cost matrix is composed

by elements calculated with b(ci, cj) > 0, for i 6= j and b(ci, ci) = 0.

The optimal decision rule, that is the one which minimizes the average mis-

classification risk, is the Bayes rule:

ΦB(x) = arg min
c∈C

R(c|x). (4.6)

Unfortunately, the use of the Bayes rule in applications of practical interest

is limited since class distributions are usually unknown, and can be estimated

by using sample sets (i.e., training sets). To this end, parametric or non-

parametric approach can be used. In this thesis a non-parametric approach is

adopted, where probabilities are estimated by means of the size of the sample

set. In this scenario, in [217], authors demonstrate that, for (strongly) imbal-

anced two classes problems a good estimation of the element b(ci, cj), for i 6= j,

is:

b(ci, cj) =
Nj

N
(4.7)

where Nj is the number of samples belonging to class cj and N is the total

number of samples. Hence the cost matrix B for a two classes problem will

have the following form:

B =

(

0 N2

N
N1

N
0

)

(4.8)

4.3.2 Nearest Neighbor Vector Quantizer

A nearest neighbor Vector Quantizer (VQ) with Euclidean distance is a map-

ping:

Ω : Rd → M, (4.9)
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M = {m1, m2, . . . , mM }, mi ∈ Rd, mi 6= mj , which defines a partition of Rd

into M regions {V1, V2, . . . , VM }, such that

Vi = {x ∈ Rd : ‖x − mi‖
2 ≤ ‖x − mj‖2, ∀i 6= j}. (4.10)

M is the size of the VQ. M is called the codebook, mi is called code vector

and Vi is called the Voronoi region of code vector mi. The border of a Voronoi

region is represented by the intersection of a finite set of hyperplanes.

The VQ architecture can be used in the classification task, equipping it by

a further mapping which assigns a label from C to each code vector. This is

called extended VQ a Labeled Vector Quantizer (LVQ).

A Labeled VQ is a pair < Ω, Λ >, where Ω is a VQ and Λ is mapping Λ:

M → C assigning a label li ∈ C to each code vector mi.

The composition of Ω and Λ is a mapping from Rd to C, that is a decision

rule. The decision taken by the LVQ when x = x is presented as input is

Λ
(

Ω(x)
)

= li, if x ∈ Vi. (4.11)

In practice, the classification task is performed by finding in M the code vector

at minimum distance from x, and then by declaring the label of the code vector.

Under this decision rule, a class ci ∈ C is represented by the set of regions Vj

that have the same label lj = ci.

When a LVQ is used, equation 4.4 becomes simpler. In particular, for a

two-class problem and assuming b(li, cj) = 0 for li = cj , the formula becomes:

R
(

Λ(Ω)
)

=
∑

i:li=c2

b(c2, c1)

∫

Vi

P (c1|x)p(x)dVx +

∑

i:li=c1

b(c1, c2)

∫

Vi

P (c2|x)p(x)dVx, (4.12)

Note that average risk depends on the labeled partition that, assuming the

labeling function fixed, depends only on the mutual position of labeled code

vectors. Then, by modifying the position of code vectors one can modify the

decision rule, trying to reduce the average risk. A principled way to do this is

to adopt gradient descent techniques.

4.3.3 The Bayesian Vector Quantizer Algorithm (BVQ)

The Bayesian Vector Quantizer (BVQ) is a non-parametric algorithm, which

implements a gradient descent technique to minimize the average misclassifi-

cation risk performed by a LVQ. The interested reader can find details on the

derivation of the algorithm in [218]. Table 4.1 sums up the steps of the BVQ
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Table 4.1: The BVQ Algorithm.

1. Set the values of M , ∆, γ(0), and the number of iterations nmax;

2. Set the initial code vectors m1, . . . , mM ;

3. For k=1 to nmax do

(a) randomly pick a training pair (t(k), u(k)) from the training set;

(b) find the code vectors m
(k)
i and m

(k)
j nearest to t(k);

(c) m
(k+1)
λ = m

(k)
λ for λ 6= i, j;

(d) calculate πij(t(k)) as in (16);

(e) if ‖ t(k) − πij(t(k)) ‖≤ ∆
2 then

β =
b(lj , u(k)) − b(li, u(k))

∆ ‖ mi − mj ‖
;

m
(k+1)
i = m

(k)
i − γ(k)β(m(k)

i − πij(t(k)));

m
(k+1)
j = m

(k)
j + γ(k)β(m(k)

j − πij(t(k)));

else m
(k+1)
λ = m

(k)
λ for λ = i, j

algorithm.

At each iteration, the algorithm randomly picks a training sample from the

training set. If this sample "falls" close the decision border, the two code

vectors determining the border are updated, moving the code vector with the

same label of the training sample toward the sample itself. Instead, the code

vector with a different label of the training sample is "punished" and moved

away from the sample itself. Since the border is infinitely small on the feature

space, the training sample has 0 probability to fall on it; for this reason an

approximation of the decision border is made, and all samples falling into an

hypercubic window ∆ are considered. γ(k) is the learning rate such that γ(k) =

γ(0)k−r.
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(a) (b)

(c)

Figure 4.1: Distribution of training samples in domain space considering only
δp, δh and NDVI as features. (a) Mannheim1 case study; (b)
Mannheim2 case study; (c) Memmingen case study. Blue and red
dots represent building and non-building class samples respectively.

4.4 Experimental setup

4.4.1 Datasets

In this subsection, details about the three datasets used in the experiments are

provided. They are extracted by the high resolution LiDAR and multi-spectral

dataset [154], which is composed by two distinct areas located in Germany:

• Mannheim Area;

• Memmingen Area.

For each pixel in the image (i.e., a data sample) of the related area (1808x1452

pixels for Mannheim and 577x789 pixels for Memmingen), the following seven

features are considered:

1. δh: the height difference between the last pulse DSM and the DTM;

2. δp: the height difference between the first pulse and the last pulse DSM;

3. Normalized Difference Vegetation Index (NDVI): the difference between

the red and near-infrared channels;

101



Chapter 4 Building Detection in Urban Areas with High Resolution Aerial Images

4. Green (G), Blue (B), Red (R) and Near Infrared (Near InfraRed): the

features describing the ortho-images that have a resolution of 0.5 m. in

Memmingen and 0.25 m. in Mannheim.

The LiDAR samples are based on the first echo DSM and a last echo DSM.

The point spacing for the Memmingen was 1.0 m. while in Mannheim was 0.5

m.

The Mannheim urban study area is characterized by large building blocks

with cars and vegetation, while Memmingen study area is composed by seventy

small buildings surrounded by car boxes and a modest size forest with several

tree characterized by a reduced canopy density. In particular a structure larger

than 15-30 m2 with a height of at least 2.5 m is considered a building. In the

Memmingen dataset the building class covers 14%, while in Mannheim the 37%

of the whole study area is covered by buildings.

More details about the datasets are available in [154]. Four main classes are

considered: building, tree, land and grass. The main focus was on building

extraction by considering building versus tree, land and grass. These classes

are the most representative of the objects that are in the study area. Not

considered classes are treated as a source of noise even if their effect is not

meaningful. This approach is similar to the problem of Land Use / Land Cover

(LU/LC) classification with a Corine Land Cover (CLC) legend. The first level

contains a limited number of land cover classes that are composed by sub-

classes with strongly different spectral data. However, in our case, the problem

is simpler than the LU / LC case whereas the chosen classes cover almost the

totality of the study area. The building extraction is fundamental for a correct

set-up of LU/LC map, especially for urban areas [219].

In order to define the training set, homogeneous sub-areas have been first

extracted from the original image and then labelled by an expert as one of the

four classes. The definition of a precise and accurate training set is fundamental

to ensure a correct performance evaluation of algorithms. Two training sets for

the Mannheim area, i.e. Mannheim1 and Mannheim2, are used. The former

is more challenging considering that the samples have been collected with a

lot of noise (presence of other classes, i.e. the definition of sub-areas is not

accurate). The main reason was to stress the algorithms also in presence of

noisy training samples that represents a typical scenario when the training set,

created by a user, is affected by errors. The latter dataset has been derived

in a rigorous way by an accurate sampling, minimizing the influence of other

classes. In the Memmingen area, one dataset (Memmingen) in a rigorous way

was derived. Mannheim1 and Mannheim2 training sets are composed by 10082

samples, which represent the 0.38% of the image; whereas Memmingen training

set is formed by 8303 samples (the 1.82% of the image).

As test set, the whole images have been used.
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Since the parameter ∆ of the BVQ algorithm represents an hypercubic win-

dow, each feature has been normalized in the range [0, 1], so to give equal

importance to each feature during learning. To this end, the following normal-

ization formula has been applied:

x′
i =

xi − mini

maxi − mini

(4.13)

where xi is the original value of the feature, x′
i is the normalized one, maxi

and mini are, respectively, the maximum and the minimum value of the feature

i.

In order to deal with building detection problem, a further data transforma-

tion was performed: classes representing trees, grass and land have been rela-

belled as class that represents non-building samples. Hence, two-class problems

were obtained:

• Class 1 representing building samples;

• Class 2 representing non-building samples: tree, grass and land.

Figure 4.1 shows the distribution of all training samples in the feature space,

with respect to the first three features (δp, δh and NDVI).

All datasets represent class-imbalance problem. In details, Mannheim and

Memmingen have 68.37% and 80.77% of samples in non-building class respec-

tively. In order to demonstrate the effectiveness of BVQ in dealing with strongly

imbalanced problems, the original datasets were imbalanced by randomly re-

moving samples of the building class from the training sets. Hence, 3 training

sets were defined for each dataset, as follows:

• Mannheim1_100, Mannheim2_100 and Memmingen_100 with all the

training samples of building class;

• Mannheim1_50, Mannheim2_50 and Memmingen_50 with 50% of train-

ing samples of building class;

• Mannheim1_10, Mannheim2_10 and Memmingen_10 with 10% of train-

ing samples of building class.

4.4.2 Performance Evaluation Metrics

To perform an accurate evaluation of the algorithms, the following quantities

will be used:

• TP (True Positive) represents the number of pixels correctly classified as

building;
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• FP (False Positive) represents the number of pixels not correctly classi-

fied as building;

• FN (False Negative) represents the number of pixels belonging to build-

ing class that the classifier assigned to a different class;

• TN (True Negative) represents the number of pixels not belonging to

building class that the classifier has correctly classified;

• UP (Unclassified Positive) represents the number of pixels belonging to

building class that the classifier has not classified;

• UN (Unclassified Negative) representing the number of pixels not belong-

ing to class c not classified.

From the above quantities, several metrics can be defined [220, 221]. In this

work, the same metrics as in [154] are adopted, as follows:

• Overall Accuracy defined as:

OA =
TP + TN

TP + FP + TN + FN
. (4.14)

When the cost matrix is equivalent to the identity matrix, the average

misclassification risk is given as 1 − OA;

• Detection Rate defined as:

DR =
TP

TP + FN + UP
; (4.15)

• Reliability defined as:

R =
TP

TP + FP
; (4.16)

• False Negative Rate defined as:

FNR =
FN

TP + FN + UP
; (4.17)

• False Positive Rate defined as:

FPR =
FP

TN + FP + UN
; (4.18)

• Unclassified Positive Rate defined as:

UPR =
UP

TP + FN + UP
; (4.19)
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Figure 4.2: The Procedure adopted for experiments performed.

• Total Unclassified Rate defined as:

TUR =
UP + UN

TP + FP + FN + TN + UP + UN
; (4.20)

4.4.3 Procedure And Parameters Setup

Figure 4.2 shows the main steps followed in this work to perform experiments.

In the initials two steps of the procedure (Step 1 and Step 2), the data prepro-

cessing activities described in the previous sub-sections are performed.

At the end of Step 2 nine different training sets are present; three for each

dataset corresponding to nearly balanced problems (with 100% of building class

samples) and strongly imbalanced ones (with 50% and 10% of building class

samples).

By comparing the results achieved by the BVQ classifier with the performances

obtained by other algorithms commonly employed in classification tasks. This

comparison is made in order to carry out a full assessment of the performances

obtained by the BVQ algorithm. The evaluation is made by considering the

following classifiers:

• Key-Nearest Neighbors (K-NN) [222];

• MetaCost [223];

• Weka J48 [224];

• AdaBoost (Gentle) [225];

• AdaBoost (Real) [226].
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As concerns Step 3, several experiments were performed by varying the al-

gorithms parameters. Table 4.2 shows the parameters configurations used to

train the classifiers during experimentation. For each algorithm, the same pa-

rameters configuration was applied on all datasets considered. In this thesis

two different type of classifiers are taken into account: Cost-Sensitive and Non

Cost-Sensitive classifiers.

In first place, the configuration parameters used to set up the non Cost-

Sensitive classifiers were analysed in detailed way, in which the configuration

of the cost matrix B (4.8) is not required.

Observing the Table 4.2, the non Cost-Sensitive algorithms are: K-NN, Ad-

aBoost (Real and Gentle versions) and Weka J48.

By considering K-NN algorithm, the k parameter was configured in the range

[1, 100] with a step size of 10. The distance measure used is the Euclidean

Distance that is represented as follow:

d(p, q) =
N
∑

i=1

√

(qi − pi)2 (4.21)

where p = (p1, p2, ..., pn) and q = (q1, q2, ..., qn) represents two points in the

Euclidean n-space.

Weka J48 decision tree is a Weka implementation of the well-known Quin-

lan algorithm (C4.5) [224]. The number of training iterations i varies within

the range [10, 20, 30, 35, 40, 50]. The "Confidence Threshold" parameter c, rep-

resenting the minimum confidence value below which, the corresponding sub-

tree, is pruned, was made to vary among the range 0.05 and 0.50 with a step

size of 0.05. This interval represents a good confidence threshold compromise

between algorithm accuracy and training overfitting. The minimum number of

instances per leaf m varies in the range [1, 3] while the flag "unpruned tree" is

set to false.

The lasts non Cost-Sensitive algorithms considered, are the Real and Gen-

tle AdaBoost algorithms. Real AdaBoost [226] is the generalization of a basic

AdaBoost algorithm presented in [227]. The Gentle approach is showed in

[225] and, generally, obtain better performances than Real version. The only

parameter required by AdaBoost algorithms, is represented by the iterations

parameter i. Several tests on the above mentioned datasets were performed

by varying the i parameter between the interval [10, 50] with a variable step

size. After 35 iterations a saturation of the overall accuracy is obtained with a

subsequent reduction of computational performance. A set of binary classifiers
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to manage multi-class problems were adopted. A pixel (sample) is assumed to

be correctly classified if the binary classifier returns a positive result; otherwise,

it is recursively passed to the next element in the sequence.

The Cost-Sensitive algorithms used in this work are: MetaCost and BVQ.

Those algorithms requires the set-up of the costs matrix B for each different

training set. In order to perform this task, the formula in (4.7) has been used,

obtaining the following matrices:

• Mannheim1 and Mannheim2 with all building training samples

Bman100 =

(

0 0.6837

0.3163 0

)

• Mannheim1 and Mannheim2 with only 50% of building training samples

Bman50 =

(

0 0.8122

0.1878 0

)

• Mannheim1 and Mannheim2 with only 10% of building training samples

Bman10 =

(

0 0.9558

0.0442 0

)

• Memmingen dataset with all building training samples

Bmen100 =

(

0 0.8077

0.1922 0

)

• Memmingen dataset with only 50% of building training samples

Bmen50 =

(

0 0.8937

0.1063 0

)

• Memmingen dataset with only 10% of building training samples

Bmen10 =

(

0 0.9767

0.0233 0

)

MetaCost algortihm uses an underlying classifier as a black box [223], making

it Cost Sensitive. In our case the weak classifier is the aforementioned Weka

J-48 with the same configuration parameters explained before. The training set
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was considered entirely, during the learning phase, by setting the "Size of Bag"

parameter to 100. As for AdaBoost and Weka J-48 algorithms the iterations

parameter i was set in varying in the range [10, 50] with a variable step size.

As concern BVQ algorithm, the number of training iterations i was fixed to

40000 iterations in such a way that, in the learning phase of the algorithm,

most of the pixel in the training sets are considered more times. By observing

Figure 4.1, it is evident that for Memmingen the building class can be easily

represented by an unique cluster of sample, while for Mannheim it is disjoint

into at least three clusters; this is particularly evident in Mannheim2. For this

reason, in order to generalize the parameters configuration, 2, 4 and 8 code

vectors were used for every case study considered. The window ∆ was made to

vary within the range [0.01, 0.3] with a step size of 0.01 while the learning rate

parameter γ(0) varies in the range [0.5, 2.5] with a step size of 0.1. This range

has been selected by considering that, higher the imbalance rate is, greater

the gap between the values of the cost matrix is. Thus, in problem with high

imbalance rate, in order to have a significant update of code vectors, a higher

value of γ(0) were needed.

In order to prove the effectiveness of the BVQ algorithm, in addition to con-

sider the best One Shot result obtained, each experiment was repeated 5 times

by varying the random seed used to randomly pick up training samples dur-

ing the learning phase of the algorithms. For each seed, the metrics defined in

4.4.2 have been computed and average values are reported as outcome (Step 4).

The BVQ results will be discussed in the next Section and compared with

the results achieved by using the other algorithms considered in this work and

applied on the same datasets. It is noteworthy that, for each algorithm, a

cleaning technique has been applied to the resulting image in order to remove

small set of pixels from the classified image, which in most cases corresponded

to errors in the acquired data [209].

4.5 Results

Tables 4.3, 4.4 and 4.5 show the results obtained on Mannheim1, Mannheim2

and Memmingen datasets using BVQ, AdaBoost (Gentle and Real), K-NN,

W-J48 and MetaCost algorithms. In the Tables, are represented the best out-

comes obtained for the algorithms selected.

Figures 4.3, 4.4 and 4.5 show graphically the results of the classification ob-

tained by the considered classifiers. Figures refer to the seed with returns the

best overall accuracy.
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Table 4.2: Parameters used in the experiments.

Algorithm Cost-Sensitive Parameters

K-NN No
k = [1; 100] step 10
Distance = Euclidean Distance

MetaCost Yes
i = [10, 20, 30, 35, 40]
Size of Bag = 100%
weak classifier = Weka J48

Weka J48 No

i = [10, 20, 30, 35, 40]
c = 0.25
m = [1; 3] step 1
unpruned tree = false

AdaBoost (Real & Gentle) No i = [10, 20, 30, 35, 40]

BVQ (Seed & One Shot) Yes

i = [40000]
Code Vectors=[2, 4, 8]
∆ = [0.01; 0.3] step 0.01
γ0 = [0.5; 2.5] step 0.1

Table 4.3: Obtained results with Mannheim1 dataset with 100%, 50% and 10%
of building samples in the training set.

Mannheim 1

Building Samples Algorithm OA DR R FNR FPR UPR TUR

100%

BVQ (One Shot) 92.96% 85.21% 95.30% 14.79% 2.48% 0% 0%

BVQ (5 Seeds) 90.96% 79.27% 95.61% 20.73% 2.16% 0% 0%

K-NN 84.71% 74.41% 82.61% 25.59% 9.22% 0% 0%

MetaCost 81.71% 71.53% 77.40% 28.47% 12.30% 0% 0%

Weka J-48 79.87% 72.32% 73.07% 27.68% 15.69% 0% 0%

AdaBoost (Gentle) 82.93% 64.09% 78.32% 17.56% 10.49% 18.40% 23.12%

AdaBoost (Real) 88.75% 72.08% 96.71% 27.92% 1.44% 0% 0%

50%

BVQ (One Shot) 93.19% 85.08% 96.09% 14.92% 2.04% 0% 0%

BVQ (5 Seeds) 90.73% 77.96% 96.34% 22.04% 1.74% 0% 0%

K-NN 84.24% 64.70% 89.94% 35.30% 4.26% 0% 0%

MetaCost 79.32% 68.40% 73.86% 31.60% 14.26% 0% 0%

Weka J-48 80.60% 69.72% 75.95% 30.28% 12.99% 0% 0%

AdaBoost (Gentle) 83.10% 61.96% 80.64% 20.22% 8.80% 17.86% 22.80%

AdaBoost (Real) 88.84% 71.93% 97.23% 28.07% 1.21% 0% 0%

10%

BVQ (One Shot) 93.03% 85.27% 95.43% 14.73% 2.40% 0% 0%

BVQ (5 Seeds) 91.14% 79.55% 95.84% 20.45% 2.04% 0% 0%

K-NN 72.77% 32.40% 84.65% 67.60% 3.46% 0% 0%

MetaCost 83.32% 66.73% 85.04% 33.27% 6.91% 0% 0%

Weka J-48 81.78% 62.78% 84.03% 37.22% 7.02% 0% 0%

AdaBoost (Gentle) 82.55% 44.20% 92.98% 32.61% 1.98% 23.26% 23.40%

AdaBoost (Real) 70.37% 20.10% 99.65% 79.90% 0.50% 0% 0%
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Table 4.4: Obtained results for the Mannheim2 dataset with 100%, 50% and
10% of building samples in the training set.

Mannheim 2

Building Samples Algorithm OA DR R FNR FPR UPR TUR

100%

BVQ (One Shot) 95.36% 91.56% 95.73% 8.44% 2.40% 0% 0%

BVQ (5 Seeds) 95.05% 89.66% 96.74% 10.34% 1.78% 0% 0%

K-NN 94.48% 87.96% 96.85% 12.04% 1.68% 0% 0%

MetaCost 92.00% 80.87% 97.05% 19.13% 1.45% 0% 0%

Weka J-48 92.13% 81.28% 97% 18.72% 1.48% 0% 0%

AdaBoost (Gentle) 95.18% 82.62% 97.45% 9.67% 1.28% 7.73% 8.62%

AdaBoost (Real) 92.86% 84.02% 96.22% 15.98% 1.94% 0% 0%

50%

BVQ (One Shot) 95.29% 91.09% 95.99% 8.91% 2.24% 0% 0%

BVQ (5 Seeds) 95.12% 90.41% 96.20% 9.59% 2.11% 0% 0%

K-NN 94.33% 87.43% 96.96% 12.57% 1.61% 0% 0%

MetaCost 91.99% 80.80% 97.09% 19.20% 1.43% 0% 0%

Weka J-48 91.99% 80.80% 97.09% 19.20% 1.43% 0% 0%

AdaBoost (Gentle) 95.31% 82.67% 97.33% 9.20% 1.34% 8.15% 9.07%

AdaBoost (Real) 92.24% 82.01% 96.53% 17.99% 1.74% 0% 0%

10%

BVQ (One Shot) 95.26% 91.58% 95.43% 8.42% 2.58% 0% 0%

BVQ (5 Seeds) 95.02% 89.99% 96.34% 10.01% 2.02% 0% 0%

K-NN 93.92% 86.03% 97.25% 13.97% 1.43% 0% 0%

MetaCost 92.56% 83.02% 96.38% 16.98% 1.83% 0% 0%

Weka J-48 91.31% 78.42% 97.65% 21.58% 1.11% 0% 0%

AdaBoost (Gentle) 92.58% 87.45% 91.40% 11.14% 4.87% 1.41% 2.95%

AdaBoost (Real) 92.24% 81.91% 96.66% 18.09% 1.67% 0% 0%
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Table 4.5: Obtained results for the Memmingen dataset with 100%, 50% and
10% of building samples in the training set.

Memmingen

Building Samples Algorithm OA DR R FNR FPR UPR TUR

100%

BVQ (One Shot) 96.22% 82.16% 89.93% 22.75% 1.42% 0% 0%

BVQ (5 Seeds) 95.81% 85.45% 84.70% 22.04% 1.74% 0% 0%

K-NN 89.68% 90.06% 58.49% 9.94% 10.38% 0% 0%

MetaCost 95.82% 77.81% 90.97% 22.19% 1.25% 0% 0%

Weka J-48 95.98% 79.10% 90.93% 20.89% 1.28% 0% 0%

AdaBoost (Gentle) 95.49% 87.80% 79.48% 6.33% 3.68% 5.87% 10.20%

AdaBoost (Real) 95.73% 78.09% 90.07% 21.91% 1.40% 0% 0%

50%

BVQ (One Shot) 95.98% 82.13% 88.29% 17.87% 1.75% 0% 0%

BVQ (5 Seeds) 95.66% 83.32% 85.48% 16.68% 2.34% 0% 0%

K-NN 90.01% 88.81% 59.58% 11.19% 9.79% 0% 0%

MetaCost 95.97% 77.54% 92.40% 22.46% 1.04% 0% 0%

Weka J-48 95.97% 79.10% 90.93% 22.48% 1.03% 0% 0%

AdaBoost (Gentle) 96.18% 80.57% 83.34% 8.78% 2.62% 10.64% 8.91%

AdaBoost (Real) 95.64% 74.40% 93.02% 25.60% 0.91% 0% 0%

10%

BVQ (One Shot) 95.98% 83.42% 87.27% 16.58% 1.98% 0% 0%

BVQ (5 Seeds) 95.39% 84.69% 82.87% 15.31% 2.87% 0% 0%

K-NN 93.07% 60.75% 85.48% 39.25% 1.68% 0% 0%

MetaCost 95.89% 77.49% 91.84% 22.51% 1.12% 0% 0%

Weka J-48 95.90% 77.52% 91.86% 22.48% 1.12% 0% 0%

AdaBoost (Gentle) 96.79% 79.46% 89.52% 10.99% 1.51% 9.56% 11.78%

AdaBoost (Real) 95.70% 73.60% 94.30% 26.40% 0.72% 0% 0%
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4.5.1 Mannheim Datasets Results

As shown in Table 4.3, BVQ outperforms all other algorithms on Mannheim1

whatever rate of imbalance is considered. As a matter of facts, considering the

One Shot results, BVQ algorithm obtains an improvement in overall accuracy

in the range of 10%-13% {92.96%,93.19%,93.03%} on average in relation to

other algorithms. The algorithm that best match with BVQ, on average, on

Mannheim1 dataset is AdaBoost Gentle that stands around the 83% on Over-

all Accuracy {82.93%, 83.10%, 82.55%}. Other algorithms achieve slightly

lower performances, standing around 80%-81% of Overall Accuracy (Table

4.3). The results obtained by BVQ algorithm averaged over 5 different ini-

tialization seeds, are slightly worsen then the ones obtained by BVQ One Shot

previously analysed {90.96%, 90.30%, 91.14%}, but are still better then those

obtained by K-NN {84.71%,84.24%,72.771%}, AdaBoost Gentle, AdaBoost

Real {88.75%,88.84,70.37%}, MetaCost {81.71%,79.32%,83.32%} and Weka J-

48 {79.87%,80.60%,81.78%}. The increasing of the imbalance in Mannheim1

dataset demonstrated that, while the results achieved by BVQ algorithm are

quite stable, other algorithms suffer strongly imbalance. This can be also ap-

preciated by considering the DR metric, which measures the percentage of cor-

rectly classified samples of the building class. The improvement of BVQ is here

more evident; BVQ returns a quite constant value for DR by increasing rate

of imbalance while the other algorithms worsens significantly DR value. Con-

sidering Mannheim1_10 BVQ One Shot returns a DR value of 85.27% which

is pretty much the same value obtained in Mannheim1_100 (85.21%). The

same happens by considering BVQ Seeds; in Mannheim1_100 the DR value

achieved is 79.27% while in the strongly imbalanced case is 79.55%. Meta-

Cost is more affected by BVQ in terms of dataset imbalance; the DR values

in Mannheim1_100 is 71.53% while in Mannheim_10 decrease of about 5%,

standing at 66.73%. Considering the Non-Cost Sensitive algorithms the differ-

ence is more evident; K-NN suffers a DR value decrease of over 40%, moving

the DR rate value from 74.41% to 32.40%. AdaBoost Gentle and Real versions

return quite different results: AdaBoost Gentle suffers a decrease of the DR

value of about 20% (64.09% to 44.20%) while AdaBoost Real version experi-

ences a variation in the DR value of even 50% (72.08% to 20.10%).

Considering Mannheim2 dataset, results of BVQ and other algorithms (Ta-

ble 4.4), in term of OA, are very similar and higher than Mannheim1; this is

expected due to a greater class separability shown in Figure 4.1b. The situation

slightly changes on Mannheim2_10, where the OA values of the non-Cost Sen-

sitive algorithms decrease of about 0,5%-1%. The only exception is represented

by AdaBoost Gentle algorithm that worsen its classification performances by

more than 2.5 percentage points (95.18% to 92.58%). Considering the Cost Sen-
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sitive algorithms (BVQ and MetaCost), the OA’s values remain quite consistent

with the ones obtained in Mannheim2_100 dataset, in particular, MetaCost al-

gorithm marginally improves its performances (92% to 92.56%). As concerns

DR, BVQ outperforms all others algorithms for each imbalance rate. As in

Mannheim1 case, the DR value of the non-Cost Sensitive algorithms tends

to worsen of about 2% with imbalance increasing; the only exception is repre-

sented by AdaBoost Gentle algorithm that has an improvement of its DR value

(from 82.6% to 87.5%). This can be justified by considering the low number of

unclassified positive samples (UPR=1.42%). These results suggest that BVQ

works well even in the presence of noise due to manual labeling, which leads to

a more difficult classification problem. Indeed, in Mannheim1, both the build-

ing class are less defined than in Mannheim2 and the two classes that overlap

each other (see Figure 4.1). Comparing BVQ with the other algorithms, the

different quality of the building detection, is evident in Figure 4.3, where clas-

sification results obtained by BVQ One Shot on Mannheim1 (Figures 4.3(b-d))

are more accurate than results obtained by the others algorithm on the same

dataset (Figures 4.3(e-u)). It is noteworthy that all classifiers classify all sam-

ples belonging to test set. The only exception is represented by AdaBoost

Gentle algorithm that has an high value of unclassified samples (see UPR and

TPR in the Tables). Since OA does not take into account unclassified samples,

the gap between the AdaBoost Gentle and the others algorithms is wider than

the one represented by OA.

4.5.2 Memmingen Dataset Results

Table 4.5 shows that all the algorithms considered return quite similar values

of the OA metric on the Memmingen dataset. Indeed, by considering Mem-

mingen_100, the best OA is scored by BVQ One Shot that outperforms all

other algorithms only by some tenths of a percentage point, obtaining an OA

value of (96.22%). The results obtained by the other algorithms, in fact, are

placed in the range between 95.5%-96% (except for K-NN), proving that the

classification task represented by this case study is simple to solve for any clas-

sifier. This is evident also by considering the high class separability shown in

Figure 4.1c. Things get more interesting by considering the strongly imbal-

anced case study (Memmingen_10). In this case, the best result is obtained by

AdaBoost Gentle (96.79%), that returns a value of OA with an improvement of

0.81% with respect to BVQ One Shot (95.98%) and 1.4% by considering BVQ

Seeds (95.39%). The results obtained by the other algorithms, show that the

imbalance does not affect the OA value, in fact the performance highlighted

by OA values remain relatively constant. However, is important to note that,

in order to compare the accuracy of the AdaBoost Gentle algorithm with com-
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(p) (q) (r)

(s) (t) (u)

Figure 4.3: Evaluation of the Mannheim1 study area. Building and non-
building areas are represented in white and black respectively.
(a) Test image used with Mannheim1 and Mannheim2 case stud-
ies. (b-d) Best classification results obtained by BVQ One
Shot algorithm on (b) Mannheim1_100, (c) Mannheim1_50, (d)
Mannheim1_10. (e-g) Best classification results obtained by K-
NN algorithm on (e) Mannheim1_100, (f) Mannheim1_50, (g)
Mannheim1_10. (h-l) Best classification results obtained by Meta-
Cost algorithm on (h) Mannheim1_100, (i) Mannheim1_50, (l)
Mannheim1_10. (m-o) Best classification results obtained by
Weka J-48 algorithm on (m) Mannheim1_100, (n) Mannheim1_50,
(o) Mannheim1_10. (p-r) Best classification results obtained
by AdaBoost Gentle algorithm on (p) Mannheim1_100, (q)
Mannheim1_50, (r) Mannheim1_10. (s-u) Best classification re-
sults obtained by AdaBoost Real algorithm on (s) Mannheim1_100,
(t) Mannheim1_50, (u) Mannheim1_10.
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(p) (q) (r)

(s) (t) (u)

Figure 4.4: Evaluation of the Mannheim2 study area. Building and non-
building areas are represented in white and black respectively. (a)
Test image used with Mannheim2 case study. (b-d) Best clas-
sification results obtained by BVQ One Shot algorithm on (b)
Mannheim2_100, (c) Mannheim2_50 and (d) Mannheim2_10. (e-
g) Best classification results obtained by K-NN algorithm on (e)
Mannheim2_100, (f) Mannheim2_50 and (g) Mannheim2_10. (h-
l) Best classification results obtained by MetaCost algorithm on (h)
Mannheim2_100, (i) Mannheim2_50 and (l) Mannheim2_10. (m-
o) Best classification results obtained by Weka J-48 algorithm on
(m) Mannheim2_100, (n) Mannheim2_50 and (o) Mannheim2_10.
(p-r) Best classification results obtained by AdaBoost Gentle al-
gorithm on (p) Mannheim2_100, (q) Mannheim2_50 and (r)
Mannheim2_10. (s-u) Best classification results obtained by Ad-
aBoost Real algorithm on (s) Mannheim2_100, (t) Mannheim2_50
and (u) Mannheim2_10.
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(p) (q) (r)

(s) (t) (u)

Figure 4.5: Evaluation of the Memmingen study area. Building and non-
building areas are represented in white and black respectively. (a)
Test image used with Memmingen case study. (b-d) Best classifica-
tion results obtained by BVQ One Shot algorithm on (b) Memmin-
gen_100, (c) Memmingen_50 and (d) Memmingen_10. (e-g) Best
classification results obtained by K-NN algorithm on (e) Memmin-
gen_100, (f) Memmingen_50 and (g) Memmingen_10. (h-l) Best
classification results obtained by MetaCost algorithm on (h) Mem-
mingen_100, (i) Memmingen_50 and (l) Memmingen_10. (m-o)
Best classification results obtained by Weka J-48 algorithm on (m)
Memmingen_100, (n) Memmingen_50 and (o) Memmingen_10.
(p-r) Best classification results obtained by AdaBoost Gentle algo-
rithm on (p) Memmingen_100, (q) Memmingen_50 and (r) Mem-
mingen_10. (s-u) Best classification results obtained by AdaBoost
Real algorithm on (s) Memmingen_100, (t) Memmingen_50 and
(u) Memmingen_10.
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petitors, unclassified samples should be also added to the denominator of the

OA formula. For example, considering Memmingen_10, AdaBoost Gentle un-

classifies 6080 buildings and 47551 samples of the non-building class. Since the

number of correctly classified and misclassified samples are 388715 (TP=50549

and TN=338166) and 13907 (FP=5918 and FN=6989) respectively, the accu-

racy would drop from 96.79% to 85.38%. Considering the detection rate values

obtained in Memmingen case study, it is evident that the same situation high-

lighted in Mannheim datasets it is clearly visible also in this case. The detection

rate values obtained by BVQ algorithms are quite constant also in presence of

an higher imbalance rate. The detection rate of BVQ One Shot remains around

83% (82.16% in Memmingen_100 and 83.42% in Memmingen_10) while BVQ

Seeds stands around 85% (85.45% and 84.69% for Memmingen_100 and Mem-

mingen_10 respectively). MetaCost algorithm also are less influenced by an

higher value of the imbalance rate, maintaining the detection rate value around

77.5% for both Memmingen_100 and Memmingen_10 datasets (77.81% and

77.49% respectively). Different results are achieved by Non Cost-Sensitive algo-

rithms. The detection rate values decrease of several percentage points consid-

ering K-NN, Weka J-48, AdaBoost Gentle and AdaBoost Real. These findings

show the algorithms which take into accounts the imbalance of training sets,

obtain better performances in strong imbalanced case studies. To better assess

the difference which subsist between the results obtained by the considered al-

gorithms, Figure 4.5 shows the graphical evaluation of the Memmingen study

area. It is clear enough that, also in this case, BVQ algorithm has proven to

be the most robust to the variation of the rate of imbalance.
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Conclusion and Future Works

In the present thesis, some aspects and problems that affects the Public Trans-

port System in high congested urban areas has been faced and some solutions

have been proposed. The first solution proposed is aimed to enhance the perfor-

mances of Public Transport Systems by adopting an ontology-based framework

tailored to support operators in the development of a system for monitoring

performances of transport services. Among the existing standard data models

for information systems for a PTS, this thesis referred to Transmodel as it rep-

resents the reference data model at European level and ensures a wider porta-

bility of the proposed solution. The approach is based on a formal, extensible

and reusable representation of the knowledge involved in the transport domain,

including business objectives, indicators and their formulas, and corresponding

relations with Transmodel classes and packages. Although the definition of

domain ontologies is typically time-consuming activity, in this case indicators

are added in an incremental fashion. Indeed, at setup time only a subset of the

ontological instances and relations must be defined, namely Transmodel classes

and packages, and links to KPIOnto dimensional hierarchies. This information

is not likely to change very frequently. On the other hand, extensibility of the

ontology allows to define KPIs at need, by applying the functionalities described

in the thesis, which are capable to verify the coherence of the provided informa-

tion in order to keep the knowledge base always in a consistent state. As such,

this also grants re-usability of the core of the ontology for multiple systems,

each differing with respect to the set of Transmodel packages actually adopted

and the set of defined KPIs. For what concerns logic-based reasoning, in this

thesis a set of functionalities capable to manipulate mathematical expressions

representing indicator formulas has been exploited. Such logic predicates are

able to extend the traditional approaches to KPI management by enabling au-

tomatic recognition of equivalence between formulas, and are used also to keep

the set of formulas mathematically consistent.

Although a full implementation of the framework is yet to come, at present

the most significant components have already been developed, namely the on-

tology, which is publicly released and available at http : //w3id.org/kpionto,
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and logical functions in the reasoning framework.

The second solution proposed is the implementation of predictive Hybrid al-

gorithms used to predict arrival time at bus stop in Urban Public Transport

Systems. In modern society, where time represents one of the most precious

resource, avoiding its waste plays a key role in the Quality of Life of people. In

this thesis has been demonstrated that Simple Models cannot compete against

Hybrid Models that combine historical information on past rides with real-

time information obtained by applying Kalman Filtering model on-line GPS

signals. In order to evaluate the efficiency of the proposed Hybrid Models,

they have been applied to a real-world case study and, more precisely, they

have been tested with the data obtained from Line 01 of Olbia’s Public Trans-

port System. In order to make the prediction process more usable, Urban

Travel Time Prediction Software (UTTP) has been realized. The obtained re-

sults have demonstrated that Hybrid Models (ANN/SVM+Kalman Filtering

model) outperforms Simple Models (ANN/SVM) and their performances can

increase significantly the Quality of the proposed service. Some work can be

made to extend the research performed on this thesis. For example some other

algorithms can be compared to the ones presented here or other attributes can

be added to dataset in order to increase performances of prediction algorithms.

The third aspect faced in this thesis focused on a Bayesian Vector Quantizer

approach for building detection with multi-source aerial data. Experiments

have proven that the described approach is a reliable and robust alternative

method for building detection. In particular, the BVQ algorithm has shown

good results even on imbalanced training sets, with a low number of samples

belonging to the building class.

Several performed experiments were performed in order to evaluate the per-

formances of BVQ by comparing them with K-NN, MetaCost, Weka J-48 and

AdaBoost (Real and Gentle). However, AdaBoost and the other algorithms

have never been tested on imbalanced building detection problems.

The experiments demonstrated that the BVQ classification method works

better than the other algorithms considered with noisy datasets like Mannheim1.

In the other cases (Mannheim2 and Memmingen) the difference in performance

with complete training sets is minimal compared to that obtained by other al-

gorithms with particular reference to those performed by the AdaBoost Gentle

algorithm. Considering the cases of strongly imbalanced datasets, the difference

in performance is more evident of course: for these datasets Non Cost-Sensitive

algorithms tend to favour the non-building class that is more representative of

the training sets. The BVQ algorithm, instead, tries to take into account the

imbalance by considering the misclassification risk instead of the classification

error.

Much work can be made to extend the present research, such as the develop-
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ment of user interfaces to provide guidance to the execution of the tasks. Future

work includes also further extensions of the ontological model for Transmodel,

with the purpose to formally characterize all the information included in class

diagrams in the official documentation, which may be of help to support more

advanced reasoning tasks on the data model. Regarding the Building detection

problem, a future development would consider a reduction methodology based

on an LVQ classifier [228] in order to define the most discriminative features.

It will be also considered the feature ranking or extraction from the original

feature space. Regarding the feature ranking the BVQ-FR will be tested [229]

while the extraction will be performed by using the BVQ-FE [230, 228].
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