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Non-Intrusive Load Monitoring by Using Active and Reactive Power in
Additive Factorial Hidden Markov Models

Roberto Bonfigli*, Emanuele Principi, Marco Fagiani, Marco Severini, Stefano Squartini, Francesco Piazza

Department of Information Engineering, Universita Politecnica delle Marche, Via Brecce Bianche, 60131, Ancona, Italy

Abstract

Non-intrusive load monitoring (NILM) is the task of determining the appliances individual contributions to
the aggregate power consumption by using a set of electrical parameters measured at a single metering point.
NILM allows to provide detailed consumption information to the users, that induces them to modify their
habits towards a wiser use of the electrical energy. This paper proposes a NILM algorithm based on the joint
use of active and reactive power in the Additive Factorial Hidden Markov Models framework. In particular,
in the proposed approach, the appliance model is represented by a bivariate Hidden Markov Model whose
emitted symbols are the joint active-reactive power signals. The disaggregation is performed by means
of an alternative formulation of the Additive Factorial Approximate Maximum a Posteriori (AFAMAP)
algorithm for dealing with the bivariate HMM models. The proposed solution has been compared to the
original AFAMAP algorithm based on the active power only and to the seminal approach proposed by Hart
(1992), based on finite state machine appliance models and which employs both the active and reactive
power. Hart’s algorithm has been improved for handling the occurrence of multiple solutions by means of a
Maximum A Posteriori technique (MAP). The experiments have been conducted on the AMPds dataset in
noised and denoised conditions and the performance evaluated by using the F}-Measure and the normalized
disaggregation metrics. In terms of Fj-Measure, the results showed that the proposed approach outperforms
AFAMAP, Hart’s algorithm, and Hart’s with MAP respectively by + 14.9%, +21.8%, and +2.5% in the 6
appliances denoised case study. In the 6 appliances noised case study, the relative performance improvement
is +25.5%, +51.1%, and + 6.7 %.
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1. Introduction

In the recent years, the public awareness on energy saving themes has been constantly increasing. Indeed,
the consequences of global warming are now tangible and studies have demonstrated that they are directly
related to humans activities and their inefficient use of energy and natural resources [IH3]. The response of
governments and public institutions to counteract this trend is to promote policies for reducing energy waste
and intelligently use natural resources. The electricity grid is a key component in this scenario: the original
electromechanical grid, where the information flow was one-directional, is transforming into the new digital
smart grid [4] where the information flows from the energy provider to distributed sensors and generator
stations and vice-versa. Part of this change involves the integration of smart meters in the grid in order to
provide detailed consumption information both to the consumers and to the energy provider.

Indeed, recent studies demonstrated that this fine-grained information is able to provide significant energy
savings [5]. On the consumers side, the knowledge of the energy consumption of individual appliances
establishes a virtuous behaviour towards a wiser use of electric energy [6] [7]. Studies showed that this can
lead to savings greater than 12% with specific appliance feedback and personalised recommendations [5] [8-
10]. On the energy provider side, fine-grained information enables the prediction of the power demand, the
application of management policies and the prevention of overloading or blackouts over the energy network
[i1].

Providing detailed consumption information without installing several dedicated meters requires intel-
ligent methods able to infer the energy consumed by individual appliances with minimal metering points.
Non-intrusive load monitoring (NILM) denotes the class of methods and algorithms able to perform this
task by using the electrical parameters measured in a single-point [5, (12 [I3]. Originally developed in the
seminal work by Hart [I4], NILM has been an active area of research in the last years. The most promising
approaches recently presented in the literature are based on machine learning algorithms, and their general
scheme consists in extracting significant features from the measured electrical parameters and then estimating
the appliance specific active power signal by using a supervised or unsupervised algorithm [12], [T5] [16].

The electrical parameters are usually represented by active power, reactive power, voltage or current. The
majority of appliances is characterised by a finite number of operating states [14] and they are analysed by
observing the values of the signals after a state transition has completed (steady state approach [14] [T7H28])
or during a state transition (transient state approach [29H34]). Usually, the latter requires higher sampling
rates with respect to steady state analysis (respectively in the order of kHz and of Hz) and more complex and
costly hardware equipment [16]. This explains why the scientific community devoted particular attention to
steady state approaches.

The necessity of the user intervention for creating appliance models distinguishes supervised from unsu-

pervised approaches. The first implies the availability of the individual signals of each appliance. In a real



operating scenario, this translates into requiring support by the user, that should sequentially switch on the
appliance of interest and switch off the remaining [T4]. In a recent work by the authors [35], this requirement
has been partially reduced by allowing selected appliances (e.g., the fridge) to remain operational while
signatures of the other appliances are being created.

Unsupervised techniques provide the means to automate the learning process, thus being completely
transparent to the user [I5]. Furthermore, they are capable of dynamically adapting to the power system
changes over time (i.e., addition, removal, or substitution of appliance) [36]. However, their major short-
coming is represented by the inability to apply an appropriate label to the disaggregated signals. Different
approaches try to overcome these limitations by exploiting the information contained on a generic labelled
dataset and generalising to unseen household data by using an unsupervised algorithm [21].

As aforementioned, machine learning techniques have become a popular choice for NILM, since they
showed significant disaggregation performance: in particular Factorial Hidden Markov models (FHMMsS)
[1I°7H22] 26|, 28, [37H41], Neural Networks (NN) [23H25] [32], graph-based signal processing [27], Support Vector
Machines (SVM) [42], k-Nearest Neighbours [42], and Decision Trees [43] have been successfully employed
for NILM.

This paper proposes a disaggregation algorithm based on FHMMs and active and reactive power measured
at low sampling rates. The paper describes the HMM models of the appliances and the proposed solution
for obtaining their parameters from a training dataset. Load disaggregation is performed by proposing
a reformulated version the Additive Factorial Approximate Maximum a Posteriori (AFAMAP) algorithm
[18] that allows a straightforward extension to the bivariate case. The experimental evaluation has been
conducted on the Almanac of Minutely Power dataset (AMPds) dataset [44] in noised and denoised scenarios,
and the proposed solution has been compared to AFAMAP based on the active power only and to two
variants of Hart’s algorithm [I4] both based on active and reactive power. The results show that in terms
of Fj-Measure the proposed approach provides a significant performance improvement with respect to the
comparative methods.

The remainder of this section provides an overview of recent works on NILM based on FHMMs and

illustrates the contribution of this paper with respect to them.

1.1. Related work

Among unsupervised approaches, the ones based on FHMMs have been devoted particular attention in
the last years. One of the earliest work on the topic has been presented in [I7] by Kim and colleagues.
The key idea is to model each appliance with independent parallel HMM each contributing to the aggregate
power. The framework is assessed by using the steady-state real power signal, but it allows multidimensional
features as input. In [2I] 22], the authors employ HMMs in a Bayesian framework in order to combine

multiple models and form a general model of an appliance. Labelled data are required in the training phase



and then appliance specific models are tuned on aggregate data without requiring user intervention. In
the literature, particular attention has been devoted to the algorithm proposed by Kolter and Jaakkola
[18], since it showed noteworthy performance with a reasonable computational complexity. The Additive
Factorial Approximate Maximum a Posteriori (AFAMAP) algorithm is an efficient method, based on an
optimization problem, for the inference of the working states combination in the Factorial Hidden Markov
Model framework. The authors introduced the AFAMAP algorithm, where they constrain the posterior
probability to require only one HMM change state at any given time. Semi-Markov models are combined with
Hierarchical Dirichlet Process in [40] for inferring both the state complexity of the models and the duration
of the distributions. The authors use the active power as input feature and evaluate the performance on
the five most consuming appliances of the REDD dataset [41]. Makonin and colleagues in [39] proposed the
sparse Viterbi algorithm for disaggregating the active power online and in real-time. Sparse Viterbi exploits
the matrix sparsity in HMMs and it was evaluated on the AMPds [44] and REDD [41] datasets. Aiad and
Lee [45] augmented FHMMs with additional chains for modelling possible interactions among the appliances.
The algorithm operates on the active power input feature and it was evaluated on the REDD dataset. The
work in [26] introduces an FHMM model with unbounded number of chains, and states for each chain as
well. In [38] the authors introduce Hierarchical FHMM with the aim of overcoming the device independence
assumption and the one-at-time condition. The algorithm operates on the steady-state active power signal
by clustering the signals of correlated devices and then by training HMM models on the identified clusters
(denoted as “super devices”). In the disaggregation phase, inference is performed with AFAMAP on the
super devices, and the result is mapped back to the original device by using the state relation table learned
during the training phase. Compared to the original AFAMAP algorithm on the REDD and Pecan datasets,
the method proposed by the authors provides significant performance improvements. Zhong et al., [19]
incorporate domain knowledge in the FHMM in the form of signal aggregate constraint. In the NILM
scenario, this translates into constraining the total energy consumed in a day by an appliance to be close to
a predefined value. The algorithm was assessed on the Household Electricity Survey dataset and compared
to the Additive Factorial HMM and the AFAMARP algorithms. The results showed that the method indeed
achieves better performance in terms of disaggregation error. In a different work [20], the same authors
introduce interleaved factorial non-homogeneous hidden Markov model (IFNHMM), where the transition
probabilities of the models are supposed time variant in order to represent the different pattern of usage
of an appliance during the day. In addition, at each time step only one chain is allowed to change. The
algorithm presented in [28] combine FHMM and Subsequence Dynamic Time Warping (SDTW). The FHMM
is employed in the first stage to identify only the ON and OFF state of each appliance. SDTW, then, is
applied iteratively to extract the final output. The authors propose both a supervised and semi-supervised

version of the algorithm, with the latter employing the aggregate signal and consumption diaries to extract



the appliance signatures.

The works presented so far perform load disaggregation by using the active power as the only input feature.
Differently, in [37], the authors propose a structural variational approximation method and they evaluated
the combination of five features: active and reactive power, power factor, and the active and reactive
power standard deviation calculated in a window of five samples. The algorithm is evaluated in a “denoised
scenario” | for different combinations of low-power appliances (e.g., laptop, desk lamp, LCD monitor). Instead
of using only electrical parameters, in [46] the authors proposed the inclusion of contextual information
represented by the timing-usage statistics and the presence of the user in the house. The disaggregation
algorithm is based on of AFAMAP and Conditional FHMMs, and the experiments are conducted on the

Tracebase dataset augmented with synthetic contextual information.

1.2. Contribution

A part from [37)], the aforementioned approaches employ the active power as the sole electrical parameter
for NILM, despite some algorithmic frameworks have been formulated for operating on multidimensional
feature vectors [I8]. The use of reactive power has been employed since the very first work by Hart [I4]
and in more recent works based on the same principles [47H5I] or on transient-state analysis [29H3T], [33], 34].
However, up to the authors’ knowledge, the only work that employs both the active and the reactive power
in the FHMM framework is the work by Zoha and colleagues [37].

Following a similar philosophy, in this paper we propose a disaggregation algorithm based on FHMMs
that uses both the active and reactive power. However, differently from [37], where the disaggregation
algorithm is based on the structural variational approximation method and on the Viterbi algorithm, in
the proposed approach the active power is disaggregated by reformulating the AFAMAP algorithm for the
bivariate case. As demonstrated in [I8], this allows the introduction of a Differential FHMM (DFHMM) that
improves the performance and reduces the computational cost. Thus, differently from [37], here the reactive
power component is introduced also in the DFHMM. More in details, the proposed solution belongs to the
family of supervised approaches based on steady state signals acquired from low frequency measurements.
The reactive power is introduced in the FHMM framework by employing bivariate hidden Markov appliance
models whose emitted symbols are represented by active and reactive power pairs. Differently from [37],
here we describe the entire procedure for obtaining the bivariate HMM appliance models. The parameters
are estimated by clustering the appliance disaggregate signals and the bivariate optimisation problem is
solved by proposing an alternative formulation of AFAMAP [I§] for disaggregating appliances consumption
profiles. The proposed approach differs from the one presented in [52] by some of the authors, since there
the reactive power was employed alone in an initial disaggregation stage whose output served as a constraint
for the subsequent disaggregation of the active power only. The proposed approach has been compared

to the original AFAMAP algorithm [I8], which employs the active power only, and to Hart’s algorithm



[14], which employs both the active and reactive power. Two implementations of Hart’s algorithm have been
developed for dealing with the occurrence multiple appliance combinations: in the first, the final combination
is selected randomly. In the second, it is selected by choosing the most probable combination calculated on
a training set. The experiments have been conducted on the Almanac of Minutely Power dataset (AMPds)
[44], containing recordings of consumption profiles belonging to a single home for a period of two years at 1
minute sampling rate. Both the “noised” and the “denoised” scenarios have been addressed, and the results

show that the proposed approach outperforms both AFAMAP and Hart’s algorithm.

The outline of the paper is the following: Section [2| describes the proposed bivariate HMM appliance
model. Section [3] provides the details of the proposed disaggregation algorithm, whereas Section [4] describes
the Hart’s approach in the bivariate problem. The experimental setup and the related results are discussed

in Section [5] Finally, Section [f] concludes this contribution and presents future developments.

2. Appliance modelling

This section firstly presents the bivariate HMM appliance model employed in the disaggregation algo-

rithm, then it describes the procedure adopted to estimate its parameters.

2.1. Bivariate hidden Markov model

Each appliance is modelled as a bivariate HMM, i.e., an HMM whose emitted symbols are represented

by active-reactive power pairs. More in details, each HMM is represented by the following parameters [53]:

e the number of states m € Z,;

e the hidden states z € {1,2,...,m};

the symbols emitted p; € R™, where j =1,...,s;

the symbol emission probability matrix M*>*™;

mxXm.,
’

the state transition probability matrix P € [0, 1]
e the starting state probability vector ¢ € [0, 1]™.

In the algorithm, it is assumed that each state of the HMM corresponds to a working state of the appliance,
ie, z € {ONy,0ONy,...,OFF}, so that the number of states m is equal to the number of symbols s and
M = I™" (degenerate HMM). In the proposed approach, n = 2 and for the sake of clarity in the
remainder of this paper it will be omitted since the individual active and reactive power components will
}T

be made explicit. For example, each symbol is defined as p; = [Lta,j tr.j]" , where the subscripts ¢ and

r distinguish the active and reactive components. For each appliance, the quantities to be estimated are



Figure 1: An example of a four states HMM.

the number of states m, the values of p; for each state, the state transition probability matrix P, and the
starting state probability vector ¢. Estimation of m and of p; will be addressed in Section

Regarding the state transition probability matrix P, each entry P;; represents the probability of tran-
sitioning from state ¢ to state j. Thus, P;; can be estimated with a Maximum Likelihood criterion by
calculating the number of times state ¢ transitions to state j and normalising by the total number of transi-

tions from state ¢. Formally:
Cij

m b)
> =1 Cijr

where C; is the number of transitions from state ¢ to state j. Typically, the greatest values in the matrix are

Py = (1)

located in the diagonal, meaning that the probability of remaining in the same state is higher compared to
the probability of transitioning to another state. As might be expected, the greatest value of the transition
matrix is the self-transition probability of the OFF state, since the activation of an appliance occurs after
a long time in which it is turned off. In addition, the OFF state corresponds to the initial state, since the
footprint starts just before the turning on instant, thus ¢ = [00---01]7.

An example of a four states appliance model is shown in Figure [I| where the arc between two states is
the probability of transition F;;, while the arc starting e closing on the same state represent the probability
P;; of permanence in each state.

A probability value close to zero denotes that the transition is very unlikely. In practice, it is recommended
to avoid such low probability values, since evaluating it in the log domain as usually done in the disaggregation
algorithm would result in numeric problems. As so, it is recommended to fix the value to a little quantity,

e.g.,~ 107°.
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Figure 2: Diagram of the footprint extraction procedure (a) and of the training phase of the appliance models (b).

2.2. Model training

The working states power level estimation consists in obtaining representative power level distributions
related to each appliance state, i.e., the values of the emitted symbols p;. In a realistic scenario, this is
obtained by using a set of examples of an appliance typical consumption cycle. This information can be
extracted by observing the aggregate power signal, under the assumption that only one appliance at time is
operating [14].

In particular, this stage involves the extraction of a footprint of the appliance, i.e., the active and reactive
power signals comprised between the power on (transition from the OFF state to an ON state) and the power
off (transition from an ON state to the OFF state). This is performed by firstly identifying these instants
by means of an Appliance Activity Detector (AAD). Basically, it consists in detecting when the active power
level signal exceeds a certain threshold or not (typical values are in the order of 20 W). Isolated occurrences
of power levels below the threshold are managed by employing a hangover technique: it is a counter, which
decreases its value for each sample the signal is below the threshold. If the signal returns over the threshold
before the end of the counter, the footprint is considered continued. The typical value is 5-10 minutes. The
diagram of the footprint extraction stage is shown in Figure

The power value and the temporal information of the OFF state cannot be obtained by analysing the
signal extracted with the AAD. The value is reasonably assumed 0 W and 0 VAR for the active and reactive
power signals, respectively. The temporal information, i.e., the typical interval intercurring between the
OFF state and a ON state, has to be specified a-priori for each appliance based on the typical usages (e.g.,

once in an hour, three times in a day, etc.).
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Figure 3: An example of a two-dimensional histogram of the active and reactive power signals related to the dishwasher in the

dataset AMPds.

Complex appliances (e.g., washing machines, dishwashers) are characterised by several working cycles and
the extraction of a single footprint might not be completely representative of its operation. This motivates
the need to acquire several footprints for each appliance. Furthermore, even though only one footprint is
sufficient to explore all the working states of an appliance, multiple footprints allow to employ more data for
the power level extraction phase, particularly useful for those power levels characterised by a short duration.

The estimation of the power level associated to a state of the HMM relies on the appliance consumption
data, which is not composed of discrete values of consumption, but it presents a continuous variability in
the values. In order to find the averaged values of the signal, within the period of permanence in the same
working state, a clustering procedure is adopted, and the k-means [54] has been selected as the algorithm.

Since the OFF state information is not present in the data, the number of clusters is set to (m—1). After
identifying the clusters, the power levels associated to each HMM state are represented by their centroids.

The clustering operation is not directly performed on the footprints extracted with the AAD. Indeed,
after extracting the footprint, a bivariate histogram composed of 100 bins per kW and per kVAR is used
to analyse the probability distribution of the active and reactive power signals. The number of bins is

empirically chosen after analysing some footprints of the training set in order to obtain a sufficiently detailed



histogram able to provide a good trade-off between variance and bias of the density estimate. Additionally,
power levels with a low number of occurrences are excluded from the successive processing. More in details,
bins having a number of occurrences below the threshold are considered of lower relevance, thus the related
observations are discarded. This technique allows to obtain the number of working states m, which is
determined by observing the number of clusters obtained in the final bivariate histograms. An example is
shown in Figure [3] where the histogram before and after the thresholding operation is shown. It refers to
the dishwasher consumption in the AMPds dataset. Additionally, it reduces a limitation of the clustering
algorithm: k-means does not employ the information on the samples distribution in the cluster, since it selects
the centroid which satisfies the rule of convergence over all data. Discarding bins with low occurrences forces
k-means to select the centroids with higher probability and to discard local clusters with lower probability,
that could result in erroneous centroids. Furthermore, it allows to discriminate close clusters which can be
confused as a single one: indeed, transients between near clusters produce samples comprised between the
cluster with higher occurrences, which merge the two clusters in a single one. The diagram of the clustering
and of the model training stage is shown in Figure

In general, clusters present different characteristics depending on the magnitude of their centroid. Typ-
ically, the ones characterised by high values (e.g., 3000 W) are highly variable, since they depend on the
appliance usage by the user, e.g., the water temperature chosen in the washing machine or the rinsing cycle
of the dishwasher affect the maximum power consumption. On the other hand, clusters characterised by
low power value (e.g., 300 W) have lower variability, since deviation from the centroid is mainly caused by
intermediate working stages of the appliance, and they do not depend on the usage.

Figure [d]shows an example of the inference procedure conducted on the active power signal only, denoted
as P,, and on the joint active-reactive power signals, denoted as (P,, P.). The signals are related to the
washing machine in the AMPds dataset. In particular, Figure [£a] shows the active power signal and the
cluster membership of each sample when k-means operates on the P, signal only. Figure b] and Figure
show respectively the same active power signal and the reactive power signal, but the cluster membership is
related to the outcome of k-means operating on the joint (P,, P.). Figure shows at the bottom the 1-D
P, line with the clusters obtained when k-means operates on the P, signal only and at the top the (P,, P,)
plane with the clusters obtained when k-means operates on the joint (P,, P.) signals. In the figure, each
cluster is depicted as an interval or as an ellipse whose size is twice the standard deviation of the cluster
centered at its centroid. The number of clusters is different between the active power and the active and
reactive power cases: in the first case 4 cluster can be identified, whereas the addition of the reactive power
allows to distinguish 5 clusters. As shown in the figure, 2 clusters share the same value of active power, but
differ in the reactive component. Using the reactive power, thus, allows to have a better representation of

the working states of the appliance, therefore reducing the admissible combination of working states in the
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aggregated data.

2.8. Noise model

In a real case scenario, a noise contribution can be observed on the aggregated signal, due to electrical
noises in the system, very small loads, leakages. This contribution can be considered as a source of power
consumption, additionally to the appliances which we want to monitor, therefore it can be modelled with a
HMM, as described in Section leading to a noise model. The number of working states is a parameter
which could depends on the application scenario, therefore it has to be explored in the experimental phase,
nevertheless it would be grater than the number of states defined for the appliances, since it represents a
set of multiple load working at the same time. The data used for training this model can be extracted
by observing the aggregate power signal, when all the appliances of interest are switched off and all the
remaining equipments in the house are working. Since no operating cycle or footprint is defined in this case,

this model will no be provided by the OFF state.

3. Disaggregation algorithm

The general scheme of the disaggregation phase is shown in Figure The algorithm is based on the
work proposed by Kolter and Jaakkola [I8], where the problem is modelled in the Additive Factorial Hidden
Markov Model (AFHMM) framework.

Basically, this consists in modelling the value of each aggregated power sample as a combination of
working states of the appliances. In [I8], an assumption is made that at most one HMM changes its state at
any given time, which holds true if the sampling time is reasonably short. In this case, a transition on the
aggregate power, when moving from a sample to the next, corresponds to a state change of a particular HMM.
As a consequence, a differential signal can be modelled as the result of a Differential Factorial Hidden Markov
Model (DFHMM), which relies on the same HMM models composing the AFHMM. The DFHMM models the
observation output as the difference between the states combination of the HMMs in two consecutive time
instants. By combining the additive and differential models, the inference on the set of states of multiple
HMMs can be computed through the Maximum A Posteriori (MAP) algorithm, which takes the form of
a Mixed Integer Quadratic Programming (MIQP) optimisation problem. One of the shortcomings of this
approach is the non-convex nature of the problem, due to the integer nature of the variables: therefore, a
relaxation towards real values is taken into account, which allows the solution to assume any value in the
range [0, 1], instead of the binary solution, leading to a convex Quadratic Programming (QP) optimisation
problem.

In a real case scenario, the modelled output may not match with the observed aggregated signal, due

to electrical noises, very small loads, or leakages. In that case, the issue is addressed by defining a robust
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Aggregated signal (7, (t))

Figure 5: Diagram of the load disaggregation phase.

mixture component both in the AFHMM and in the DFHMM. This component is missing in this dissertation,
since all the contributions to the aggregated power are modelled. Indeed, each appliance and the noise is

represented by its HMM.

3.1. Algorithm formulation

In the following, the superscript (i) denotes terms related to HMM 4, while subscripts a or r denote terms
related to the active and reactive power component, respectively. The subscript ¢ € {a,r} denotes a term

related to the active or to the reactive power component. The parameters of the problem are the following:
o N € Z, is the number of HMMs in the system;

e Y(7) € R™ is the observed aggregate output, where 7 = 1,2,...,7 is the sample index and 7 is the

total number of samples;
e ¥, € R™™" is the observation covariance matrix related to the AFHMM;
e Yy € R™™" is the observation covariance matrix related to the DFHMM;
o Ay(7) =y(r) —y(r — 1) is the differential signal.

As aforementioned, all the contribution to the aggregated power are considered, thus:
N
y(r) =Yy () (2)
i=1

where y(i)(T) corresponds to the ground truth consumption of the appliances and the noise. Recalling the

notation of Section [2] the parameters of the i-th HMM at the sample index 7 are:
e m; € Z is the number of states;
@ (1) € {1,...,m;} is the HMM state at time instant 7, where m; corresponds to the OFF state (if

present);
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° py) is the emitted symbol in the j-th state, where j = 1,2,...,m;;

. ¢(i) € [0,1]™: is the initial states probability distribution;
o P c[0,1)™*™: is the state transition probability matrix.

The aggregate signal y(7) is analysed using non-overlapping frames of length 7'. Each frame y(7), where
f=1,2,...,F, is defined as
y(r) iftr=((-1DT+1,...,fT,

yy(r) = (3)
0 otherwise.

%

After the analysis of all the F' = 7'/T frames, the disaggregated signals g( )(7') are reconstructed as follows:
50 =39 (). (4)
f=1

In the following, the algorithm is formulated for a single frame of the signal and for convenience, a new
temporal variable ¢ is defined with the relation t =7 — (f — 1)T, for t = 1,2,...,T, with T € Z.

In [I8], the parameter n defines the problem dimensionality: the authors use only the active power data
to characterise the observed aggregated signal 7, (t), therefore they assumed n = 1. In this work, both the
active and the reactive power are used for disaggregation, therefore n = 2 and the problem variables are

decomposed in two components:

P (@)
_ Yo, (t) ; Ha
yf(t) = 7a ) H;z) = Z; ) (5)
Ur.s () fir.j
2 2
g, g, g g,
21 — a,l a,r,1 , 22 — a,2 a,r,2 ) (6)
Or,a,1 0-371 Or,a,2 072',2

Since the statistical independence between the active and reactive power components is supposed, the
covariance terms o, , and o, 4 are zero in both 3; and X5, and the same problem formalisation as the n =1
case can be used, introducing additional variables and constraining them each other. For the generic power

component ¢, the variables in the optimisation problem are defined as follows:

0, = {Qc(x(i)(t)) cR™, Qc(x(i)(t _ 1)’1.(1') (t)) e R™ Xmi} ) (7)

In the vector Q,(z(V(t)), the element Q.(z((t)); indicates the state assumed at time instant ¢, while in
the matrix Q. (2 (t — 1),z (t)) the element Q.(x¥(t — 1),2((t));; indicates the state transition from
previous to the current time instant.

This problem statement is a reformulated version of the algorithm proposed in [I8]: since the original

algorithm allows to operates with multivariate dimension, the variables associated to the state represent
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all the components. When only one dimension is considered, the variables Q, is only associated at the
active power level consumption. In this problem statement instead, the author started from the univariate
formulation, and they extended the algorithm to n = 2 by using twice the optimisation variables, thus
introducing the Q, variable set, and an additional minimisation function. Moreover, the supplementary
variables need to be constrained to the original ones in order to assume the same value during the optimisation

process, representing the bivariate resolution problem with a univariate problem formalisation:
Qu(@(1)); — Qr(aD(1)); =0,
Qulw (¢ = 1,2 (1)1 = Qe(a® (¢ — 1), 2 (1)1 = 0.
A numerically safer definition of the constraints can be defined using a tolerance « and inequalities:
—a < Qu(z?(1); — Qr(2V(1)); < a,
—a < QW (t —1),20 (1)) — QW (t — 1),z (1)) < «,

where j,k=1,...,m;.

Algorithm 1 The proposed disaggregation algorithm.

1: Input:

o Yu(t), fort =1,2,...,T;

° {u(i),P(i),gi)(i)}, fori=1,2,...,N;

* Jg,la 0'3,2;

e \: regularisation parameter, described in [18].
2: Minimise over {Q. € L. N O .}

> {21 S + 5 SB35 B0+

o
ce{a,r} ol t=1 62 t=2 t=2

3: Output:
390 =3 1Qu P 1)), (11)
j=1

where i =1,2,..., Nand t=1,2,...,T.
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The final algorithm is shown in Algorithm (1} In eq. , the error terms are defined as:

2
N my
EU(t) = | Tey(0) = DD #QeV®); | (12)
i=1 j=1
2AOEDY {(Ayc,f@) —Aul,) Qe - 1>,a:<l><t>>jk}, (13)
i
K]
AT, ,(t N 4 ,
O o S I EE %) SUXCL I § (1)
Oc,2 i—1 i—
=
k]
The QP optimisation problem is defined as follows:
Minimise
1
ivTHv + T, (15)
subjet to the constraints:
Aeq V= beqa (16)
b <v<ub. (17)

The variables of the problem are represented by the vector v = [v, v,]7 whose components are defined

as follows:

e(1) o (1) _
) . : £ (t)
Ve = : 5 @(t) = : 5 \Il(l)(t) = . ; (18)
B (t)
o(T) TN (1)
[ Qe (= 1), 20011 |
Qe(z™ (t)1 Qe(z(t — 1),z ()1 m,
() = : , BY) = : ; (19)
QC(x(i) (t))mi QC(x(i) (t - 1)7 z® (t))mi 1
| Qe (t = 1), 2D (1)), m, |

where the variables for the state are represented in £ (), and the variables for the transition in 3@ (t).
The parameters of the problem, e.g., the HMMs parameters and the aggregated power signal, compose

the elements of H and f, according to the structure of the v vector. In a QP problem, the coefficient of the
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quadratic terms in the cost function are defined in H, as a symmetric matrix. In the proposed approach,
since the independence between the active and reactive power is assumed, there are no joint quadratic terms,

therefore H is structured as follow:
H, 0
H= . (20)
0 H,
Differently, the coefficients of the linear terms are expressed in f = [f, f,]7. Whereas A., and b, are
used to represent the consistent constraints between the state and the transition variables. The vectors Ib
and ub define the lower and upper boundaries of the solution: because of the nature of the variables [I8],
the lower boundary is equal to 0, whereas the upper boundary to 1, for all the elements in v.

Additional constraints to QP problem need to be considered, in order to impose the inequality constraints

between the optimisation variables. Duplicating the constraints of eq. @:

—a < Qu(xD(t); — Qr(x (1)),

(21)
Qa(zW(t)); — Qr(z(1); < o,
—a < Qa2 (t = 1),20 (1)1 — Qr(@®(t — 1), (1)), 22)
Qu(e® (1 — 1), 2D (1)1 — Qu(a(t — 1), 20 (1)1 < a,
results in the following optimisation constraint:
Aineq v < bineq~ (23)

This is needed only for the joint active-reactive problem, since, solving only for the active power, the
related unique variable is not constrained to other variables. Indeed, in eq. only the the active power

terms need to be considered. Further details on the terms H, f, H, Acq, beg, Ib, ub, Ajpeq, and bjpeq are
provided in [Xppendix A}

3.2. Algorithm operation

As aforementioned, the aggregate signal is analysed in frames of length T'. In the first frame, the value of
starting probability vector (,z’)(i) =100 --- 01], i.e., the appliance is initially assumed in the OFF state. In
the subsequent frames, the value of ¢(i) depends on the last state assumed in the previous frame in order to
ensure the contiguity of the solution at the border. Thus, if the last state assumed in the previous frame is
j, the corresponding element of (b(i) is set to 1, while the others are set to 0. This information is represented

by the value of the solution & (t) in the last sample ¢t = T.

4. Comparative method

The proposed approach has been compared with the algorithm presented by Hart in [14], since it employs

both the active and the reactive power to model the appliance working behaviour and it employs those
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electrical parameters for disaggregation. This section provides an overview of its basic operating principles
as well as additional details on its implementation. In addition, the algorithm originally presented in [14]
has been improved for handling the occurrence of multiple solutions by means of a MAP technique.

Hart’s algorithm models each appliance as a Finite State Machine (FSM). Each FSM is represented by

the following parameters:
e the number of states m € Z,;
e the finite states z € {1,2,...,m};
e the symbols emitted pu; € R", where j =1,...,m;
e state transition matrix T € {0, 1}™>"™.

As in the proposed approach, each state of the FSM corresponds to a working state of the appliance and
n = 2, i.e., the symbol emitted in the j-th state is defined as p; = [Ka,j um-]T. A tolerance parameter
B; = [Ba,j Brj]T is associated to the emitted symbol in the j-th state, in order to define the effectiveness
interval for the emitted symbol. The interval width is 23; and it is centred in p;. For each appliance, the
quantities to be estimated are the number of states m, the values of p; and 3; for each state, and the state
transition matrix T'.

In order to model the power consumption of an appliance as a stochastic process, under the assumption
of multiple independent causes to the circuital power dissipation, the central limit theorem might be invoked.
Therefore, the power consumption y(i)(t) of the i-th appliance at time instant ¢, related to the working state
2 (t), can be modelled as a bivariate Gaussian variable, described by a mean vector g, (+) and a covariance
matrix 3, )

y OO0 () ~ N B0y Zar(r) - (24)
Following this approach, the consumption signal is replaced by a simplified model that represents a constant
power consumption, corresponding to the mean value of the working state power value, with a superimposed
noisy contribution, described by the variance value in the working state. Under the assumption of statistical
independence between the active and reactive power components, the covariance matrix %) is diagonal:

o? 0
Yoo@) = a2 (t) ) (25)

2
0 Jr,x(i) (t)

where 02 2O (1) and Jf 2O (1) represent respectively the variance of the active and reactive power in the cluster.

The inference procedure is carried out independently for the two components. Therefore, at each state,

o Ol ) ~ N (st o) (26)
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Figure 6: Block diagram of the clustering and of the model training stages of Hart’s algorithm.

The number of states m; is defined in the clustering phase, described in Section assuming that each
cluster corresponds to a state in the FSM model: the estimation of the mean and the variance values for
each component is performed with the Maximum Likelihood criterion on the clusters data. Each component
of the tolerance parameter 3. ;, associated to the respective component of the emitted symbol pi ;, is set
equal to the standard deviation o, ; of the Gaussian distribution.

Regarding the state transition matrix T, each entry T;; represents the admissibility of the transition from
state ¢ to state j, using the value Tj; = 1 if the transition is allowed and Tj; = 0 otherwise. This value is
inferred from the ground truth state evolution of each appliance consumption. Since this model does not
represent the evolution in time of a signal, the permanence in the state is not represented, therefore the
variable Tj; is set to 1. The diagram of the clustering and of the model training stage is shown in Figure [6]

Since the aggregated data 7.(t) is assumed to correspond with the sum of the power consumption of
each appliance, it can be modelled as a Gaussian variable, described by a mean value and a variance value
equivalent to the sum of the corresponding values of each appliance, under the assumption of statistical

independence among the appliances:

N N
7o)z () ~ N (Z o), Zaiz«w(t)) : (27)
=1 =1

This variable represents the Probability Density Function (PDF) of the working states combinations and it
allows to evaluate which combination of working states fit the power value for each sample of the aggregated
data. The number of admissible combinations of working states is equal to vazl m;.

Following the same rule defined for each appliance symbol, the effectiveness interval for each combination
is centred in mean value, and its width is twice the value of the standard deviation. For some combinations,
which have similar mean value or great variance, the effectiveness intervals are overlapped: for those cases,
if the power value falls in this region, both the combinations are considered valid.

The aggregate power data is analysed sample by sample: for each value, the effectiveness intervals in
which the sample falls are selected. The related state combination might be admissible or not, depending
on the previous state combination selected. Therefore, for each FSM, from the knowledge of the previous
state selected, the admissible transition are evaluated through the transition matrix 7j;: the FSMs which do

not make any variation in the state from the previous combination are not evaluated, then if the transition
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Figure 7: Diagram of the load disaggregation phase.

is not admissible for at least one FSM, the selected combination is discarded. The starting combination
is evaluated on the first sample, without the evaluation on the transition from any previous state. If no
combination is admissible, the previous state in maintained for each FSM. If the aggregated data sample
does not fall within any combination interval, the previous state is maintained for each FSM.

In this way, the time series of the state evolution is reconstructed for each FSM. The disaggregation
consists in using the related power level consumption assigned to each state of the FSM, thus reconstructing
the power consumption profile for each appliance. The general scheme of the disaggregation phase is shown
in Figure [

In order to deal with the noise presence in the aggregated data, an FSM version of the noise model

defined in Section [2.3]is considered, additionally to the FSM models representing the appliances.

4.1. Handling multiple solutions

In [I4], the author did not describe the technique adopted for dealing with the occurrence of multiple
solutions during the disaggregation phase. In this paper, we adopted two different approaches for dealing
with the problem. The first consists in supposing that each combination of appliances is equally probable,
thus the ambiguity is solved by choosing a random combination sampled from a uniform distribution. This
algorithm will be denoted as “Hart” in the remainder of this paper.

A second approach, consists in adopting a MAP technique [44]: the posterior probability of each com-
bination is calculated from the training data, and it is multiplied to the Gaussian PDF, resulting in the
posterior PDF. The value of the posterior PDF in the aggregate data sample is denoted as the posterior

likelihood. The combination with the higher posterior likelihood value is then chosen as the most probable
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combination. This alternative of Hart’s algorithm will be denoted as “Hart w/ MAP” in the remainder of

this paper.

5. Experiments

This section firstly presents the metrics employed to evaluate the performance of the proposed approach
and of the comparative methods. Then it describes the experimental procedure and discusses the obtained

results.

5.1. Performance metrics

According to the study carried out by the authors [I5], the metrics chosen to evaluate the performance
represent both the aspects of the disaggregation problem: the classification of the switching activity of the
appliances and the accuracy of the disaggregated profiles compared to the ground truth appliance consump-
tion. The chosen metrics are defined by Kolter and Jaakkola [I8]: the “Recall” measures the part of the
power consumption that has been correctly classified, whereas the “Precision” measures the amount of power
assigned to an appliance truly belonged to it. The proposed approach and Hart’s algorithm are able to dis-
aggregate both the active and the reactive power, however the performance metrics have been calculated on
the active power only in order to compare it with the univariate formulation of AFAMAP. Furthermore, the
active power is the physical quantity directly related to the cost in the bill, therefore it is the most relevant
component to be analysed. Considering the i-th appliance, Precision (P(i)) and Recall (R(i)) are calculated

as follows:

STy min (687 (7). 5(7))

(4) _
T S () ’ .
o2 min (3.8 ()
RO = : (29)

ST ()

where g}fj’(f) is the appliance active power signal estimated by the disaggregation algorithm, 7 is the total

number of samples, and y,(j)(r) is the ground truth appliance active power signal.

Finally, in order to consider the total performance of the disaggregation system, the metric average across

the appliances is computed:
N

N
1 . 1 ,
= — (@) — (@)
P ;:lp . R N§ R, (30)

i=1
As unique evaluation metric, the Fj-Measure is chosen and it is calculated as the geometric mean between

Precision and Recall:
PR

P+ R

Fy =2 (31)
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Additionally to Precision, Recall, and Fj-Measure, the performance has been evaluated by using the

Normalized Disaggregation Error (NDFE) [I8] [55], defined as: defined as:

S (170) — ()
> (100)

NDEF provides a direct measure of the ability of the algorithm of reconstructing the active power profiles.

NDE = (32)

5.2. Experimental setup

The dataset used for the experiments is the Almanac of Minutely Power dataset (AMPds) [44]: it contains
recordings of consumption profiles belonging to a single home in Canada for a period of two years, at 1 minute
sampling rate. Additionally to the aggregated power consumption, it provides active and reactive power at
appliance level, unlike most of the dataset, in which the appliances consumption is described by the only
active power [I5]: this information is crucial in order to create the appliance models and test the new
approach.

The experiments are conducted by using the six appliances which contribute the most to the power
consumption: dryer, washing machine, dishwasher, fridge, electric oven, and heat pump. Regarding the
significance of the reactive components of the appliances taken into consideration, the following values have
been extracted from the datasets: (128.25 W, 7.96 VAR) for the fridge, (4545.91 W, 413.75 VAR) and (248.11
W, 408.94 VAR) for the dryer, (909.11 W, 203.44 VAR), (531.10 W, 14.37 VAR),(146.80 W, 3.60 VAR) and
(137.54 W, 96.47 VAR) for the washing machine, (753.07 W, 33.31 VAR), (137.96 W, 35.86 VAR) and
(14.42 W, 52.55 VAR) for the dishwasher, (3187.67 W, 136.63 VAR),(125.68 W, 121.67 VAR) and (89.54
W, 50.62 VAR) for the electric oven, (1798.83 W, 320.95 VAR) and (37.23 W, 17.03 VAR) for the heat
pump. As shown by these values, it is authors’ opinion that the appliances evaluated in the experiments
have a significant contribution of reactive power that make them suitable for evaluating the performance
of the proposed approach. Analysing the contents of the dataset, the usage of the appliances proves to be
homogeneous throughout the entire period, therefore the experiments are evaluated on 6 months of data,
which can be considered representative of the entire dataset. A subset of the data, spanning over 14 days,
has been considered sufficient to collect all the signatures required to train all the HMMs. This represents
the training set in the Figure 25}

Two different scenario are defined in this work, according to [56]. The noised scenario employs the
aggregated power consumption in the dataset as the aggregated signal, therefore it includes the noise term.
In this case, the training data used to create the noise model are obtained subtracting the ground truth
consumption signals, related to the appliances of interest, from the aggregated power. Whereas, in the
denoised scenario the aggregated data are synthetically composed by summing the ground truth appliance

power signals in the dataset, determining the absence of the noise term.
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Table 1: Number of states m; related to each class of appliance.

Problem Washing Electric Heat
Dryer Dishwasher Fridge
dimensionality machine oven pump
Univariate 3 4 3 2 3 3
Bivariate 3 5 4 2 4 3

The frame size is set to T = 60 minutes, which is an interval sufficiently large to include a complete
activation for the most of appliances under study. This value is considered within the Windowing operation
in the Figure[5] For the ones which have a longer activation, this value allows to include a complete operating
sub cycle, for which the HMM is still representative. The variance parameters are set to og,l = 0272 =0.01
according to the variance of the experimental data, and the regularisation parameter is set to A = 1.

The algorithm has been implemented in Matlab and the CPLEXE| solver has been used to solve the
QP problem. The amount of time required to disaggregate a frame of 60 minutes on a personal computer
equipped with an Intel i7 CPU running at 3.3 GHz and 32 GB of RAM is about 30s. The performance is
compared to the univariate formulation of AFAMAP and to Hart’s algorithm presented in Section [d] The
tolerance parameter is set ov = 1076.

Table [I] presents the number of states, defined a-priori for each class of appliance.

The number of states in the noise model has been varied in the range {4, 6, 8, 10}, both in the univariate

and bivariate approaches, in order to find the most performing model.

5.8. Denoised scenario

In this section, the results of the experiments related to the denoised scenario will be shown. Since the
aggregated power signal depends on which and how many appliances are considered, the experiments have
been conducted by varying the number of appliances, in order to evaluate the disaggregation performance for
different problem complexities. In particular, different test sets, each composed of every combination of N
appliances have been created. For each test set, the total number of experiments is ( g), with N =2,...,5
and the final metrics are calculated averaging between the single experiments overall performance. Before
calculating the final F;-Measure, the Precision and Recall are averaged between the experiments. Differently,

the final NDF is the average between the single experiment value.

5.3.1. Results
In Figure [8] the disaggregated appliances active power (D) are compared to the corresponding ground

truth (GT): in the figure, for each appliance, an adequate time span is considered, in order to evaluate

Thttp://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/
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Figure 8: Algorithms comparison: AFAMAP vs Hart vs proposed approach. For each algorithm, the disaggregation output (D)
is compared against the ground truth (GT) signals.

the performance on a single or multiple activations. The bottom of the figure shows the comparison of
the appliance contribution to the total energy in the aggregated signal, between the disaggregation outputs
and the ground truth consumptions. The left side of the figure shows the disaggregation profiles resulting
from the univariate formulation of the AFAMAP algorithm, the central shows the active power component
resulting from the Hart’s algorithm, and the right side shows profiles related to the proposed approach.

The overall disaggregation results are reported in Figure [0} where the Fj-Measure is reported in the
Figure[aJand the NDE in the Figure[0D] The values are related to Table[3] where the absolute improvements
of the proposed approach with respect to the AFAMAP and the Hart’s algorithm are shown. The proposed
approach reaches the best performance in each case study, with Fi-Measure of 87.0 and N DFE equal to 0.209
in the 2 appliances case, and with Fj-Measure of 69.4 and N DFE equal to 0.347 in the 6 appliances case, The
proposed approach reaches the best performances in each case study, with Fj-Measure of 87.0 and NDFE
equal to 0.209 in the 2 appliances case, and with Fj-Measure of 69.4 and NDFE equal to 0.347 in the 6
appliances case.

The radar chart in Figure [10| shows the Fj-Measure for each appliance the experiment including all the

6 appliances and the area of each coloured line is proportional to the Fj-Measure of the related algorithm
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Figure 10: Performance in terms of Fi-Measure (%) for the different appliances in the “6 appliances” case study: (a) denoised

scenario, (b) noised scenario.
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Table 2: Performance improvement in the “6 appliances” case study (denoised scenario).

Algorithm Metric Dryer Washing Dishwasher Fridge Blectric  Heat
machine oven pump
AFAMAP ) 87.3 14.5 44.4 35.5 38.0 76.9
Hart (I7) 54.9 10.4 33.1 76.4 32.1 734
Hart w/ MAP (I17) £ (%) 86.8 14.0 57.5 74.4 54.5 90.8
Proposed approach (IV) 90.2 13.8 57.1 58.9 71.5 76.5
(IV)-(I) +3.3 -4.8 +28.6 +65.9 +88.2 -0.5
Improvement IV)-(I1) | AF/Fi(%) | +64.3 +32.7 +725 -22.9 +122.7 +4.2
(IV)-(111) +3.9 -1.4 -0.7 -20.8 +31.2 -15.8
AFAMAP ) 0.215 2.279 0.685 0.878 0.478 0.388
Hart (I1) 0.798 4.383 1.282 0.670 1.725 0.739
Hart w/ MAP (I11) NDE 0.481 3.003 0.768 0.685 1.026 0.411
Proposed approach (Iv) 0.229 2.384 0.446 0.735 0.286 0.377
(IV)-(1) +0.014 +0.104 -0.239 -0.143 -0.192 -0.011
Improvement (IV)-(11) ANDE -0.569 -1.999 -0.836 +0.065  -1.439 -0.363
(IV)-(111) -0.252 -0.620 -0.322 +0.049  -0.740 -0.034

averaged across the appliances. The values are related to Table [2] where the absolute improvements of the

proposed approach with respect to the AFAMAP and the Hart’s algorithm are shown.

5.8.2. Analysis

As shown in the plots, the appliances presenting a high steady power consumption are easily recognised,
whereas the appliances with complex working cycles, or with several power levels, are more difficult to
detect. For instance, the dryer, the electric oven, and the heat pump are successfully reconstructed, whereas
the washing machine, the dishwasher and the fridge are partially erroneously reconstructed. Indeed, in the
univariate formulation, whenever several appliances present similar consumption levels, many combinations
may satisfy the problem constraints and the algorithm chooses an erroneous solution for disaggregation.
Comparing the results with the proposed bivariate approach, the multiple combinations of the solution are
reduced due to the component constraint to be satisfied by the algorithm, which leads to the correct solution
and, consequently, to a better profile disaggregation of the active power component. For instance, although
the appliances with higher power level maintain a successful disaggregation, the fridge and the dishwasher
improve the correspondence with the ground truth signals. The washing machine partially improve the
disaggregation performance in the activation period, whereas introduces some false energy assignation. The
disaggregated profiles of Hart’s method show that, for some appliances, the FSM is a modelling technique

which allows a better representation for the appliances with sharply defined steady states, e.g., the fridge
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Table 3: Comparison of the disaggregation performance for different number of appliances (denoised scenario).

Algorithm Metric 2 appl. 3 appl. 4 appl. 5 appl. 6 appl.
AFAMAP (I) 82.4 74.2 68.0 63.5 60.4
Hart (11) 64.5 66.0 65.1 61.8 57.0
Hart w/ MAP (111) £ (%) 64.6 66.1 66.6 68.1 67.7
Proposed approach (Iv) 87.0 80.3 75.3 71.8 69.4
(IV) - (1) +56  +82 4107 4131  +149
Improvement (IvV)-(I1) | AFR/F (%) | +34.9 +21.7 +15.7 +16.2 +21.8
(IV) - (111) +34.7 +21.5 +13.1 +5.4 +2.5
AFAMAP (1) 0.288 0.327 0.346 0.360 0.371
Hart (I1) 0.839 0.748 0.693 0.750 0.899
Hart w/ MAP (11) NDE 0.840 0744 0650  0.582  0.541
Proposed approach (Iv) 0.209 0.254 0.289 0.319 0.347
(IV) - (I) 20079 -0.073  -0.057  -0.041  -0.024
Improvement (IV) - (I1) ANDE -0.630 -0.494 -0.404 -0.431 -0.552
(IV) - (I11) 0.631  -0.490  -0.361  -0.263  -0.194

and the heat pump, but a worse representation for appliances with highly variable activity, e.g., the electric
oven.

The more confident are the disaggregated profiles with respect to the ground truth signal, the better
is the estimation of the energy consumption percentage distribution among the appliances: indeed, for the
proposed approach, the consumption distribution have a better correspondence with the ground truth ones,
with respect to the AFAMAP algorithm. For instance, the disaggregated profiles related to the fridge results
to be more confident, which reflects on the increase of the energy assignation, whereas the dishwasher and
the electric oven ones results to have a false energy assignation during the OFF period, corresponding to a
decrease of the related energy contributions. Regarding the washing machine, some errors are introduced,
therefore the energy assignation is erroneously increased. Regarding the dryer and the heat pump the
energy contributions are maintained, because of the correspondence between the algorithms disaggregation
performance. In the Hart’s method, the improvements in the heat pump and the fridge are reflected on
a better correspondence between the energy contributions, but the absence of the constraint between the
aggregate power amount and the sum of the disaggregated profiles leads to an unassigned percentage of the
total energy (represented as the grey portion).

Regarding the performance of the individual appliances, the major improvements with respect to AFAMAP
are observed in the electric oven, the fridge and the dishwasher, with an relative increase of the F}-Measure

of +88.2%, +65.9% and + 28.6 %, and a variation in the NDE of —0.192, —0.143, — 0.239 respectively.
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This is due to a more accurate correspondence between the disaggregated output and the ground truth, as
already shown in the disaggregation output plots. On the contrary, the performance is almost unchanged
for the washing machine, the dryer and the heat pump. With respect to the Hart’s algorithm, the proposed
approach shows an high improvement additionally for the dryer, with an absolute increase of Fj-Measure
equal +64.3% and a variation in the NDE of —0.569, whereas, it shows a substantial loss for the fridge,
with a decrease of Fij-Measure equal —22.9% and a variation in the NDE of 4+ 0.065. This demonstrates
that the HMM modelling results more effective with a higher number of states. Since moving from the
univariate to the bivariate model leads to a greater number of states, this also demonstrates the effectiveness
of the proposed approach. Compared to the Hart’s algorithm with the MAP stage, the performance on each
appliance reduce their gain, particularly for the dishwasher and the dryer, with a decrease of Fj-Measure
equal to — 0.7 % and an increase of + 3.9 % and a variation in the NDE of — 0.322 and — 0.252 up to the heat
pump, where a loss of performance is shown, with an absolute increase in the Fj-Measure of —15.8% and a
variation in the NDFE of — 0.034. The washing machine remains the appliance with the worst disaggregation
performance: the reason is the model complexity, since it is the appliance with the highest number of states,
both in the univariate and bivariate representation. Observing the radar chart, the area under the curve
related to the proposed approach is increased with respect to AFAMAP and Hart’s algorithm, resulting in an
average performance improvement, whereas it is slightly higher with respect to the Hart’s algorithm version
with the MAP stage. The average performance of the system increases, resulting in a relative improvement
of Fi-Measure equal to +14.9% , +21.8% and +2.5%, and a variation in the NDE of —0.024, — 0.552,
—0.194 with respect to AFAMAP, the Hart’s algorithm and the version with MAP stage, respectively.

Concerning the experiments with for different number of appliances, the results shows that, lowering
the number of appliances, the performance improve in the FHMM-based algorithms, while in the Hart’s
algorithm it reaches a peak with 4 appliance, after that the performance decrease. Regarding the Hart’s
algorithm version with the MAP stage, the performance decrease gradually with a lower number of appliance.

Compared to AFAMAP and to Hart’s algorithm, the proposed approach provides a significant perfor-
mance improvement also when the problem complexity is minimal, i.e., when the number of appliances is
2. The higher absolute increase from AFAMAP occurs with 6 appliances, whereas it decreases lowering the
complexity of the problem: this demonstrates that the proposed approach resolves more ambiguities in the
NILM solution when the number of combinations of working states is higher.

Regardless the number of appliances, the performance of Hart’s algorithm is lower compared to the
proposed approach, because of the less descriptive capabilities of the FSM appliance model with respect to
the HMM one. The comparative evaluation with the Hart’s version with the MAP stage proves that, even
if this approach exploits the information on the most probable solution in case of ambiguity, which is an

ideal condition, the proposed approach reaches better performance. Furthermore, the proposed algorithm
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Table 4: Appliances performance improvement in the “6 appliances” case study (noised scenario).

Algorithm Metric Dryer Washing Dishwasher Fridge Blectric Heat Overall
machine oven pump
AFAMAP (I) 64.6 6.3 30.7 35.6 18.7 57.7 43.1
Hart (I £ %) 37.9 3.7 10.3 42.1 17.6 40.3 35.8
Hart w/ MAP (I11) 94.6 11.6 10.7 52.7 41.1 88.6 50.7
Proposed approach (IV) 87.8 6.9 33.8 44.6 28.9 69.2 54.1
(Iv)-(I) +35.9 +9.5 +10.1 +25.3 +54.5 +19.9 +25.5
Improvement Iv)-11) | AR /F (%) | +131.7 +86.5 +228.2 +5.9 +64.2 +71.7 +51.1
(IV)-(I11) -7.2 -40.5 +215.9 -15.4 -29.7 -21.9 +6.7
AFAMAP €8] 0.305 4.395 0.888 0.909 0.939 0.787 0.659
Hart (II) NDE 0.882 5.960 1.714 0.982 1.593 0.929 1.037
Hart w/ MAP (I1I) 0.254 1.965 1.110 0.942 0.974 0.432 0.464
Proposed approach (IV) 0.272 4.055 0.829 0.861 0.930 0.467 0.504
(IV)-(I) -0.033 -0.340 -0.058 -0.048 -0.010 -0.319 -0.155
Improvement (IV)-(II) ANDE -0.610 -1.905 -0.884 -0.121 -0.663 -0.462 -0.533
(IV)-(I11) +0.019 +2.090 -0.280 -0.081 -0.044 +0.036 | +0.040

provides an optimum solution on a frame of T' samples, which takes into account both the short-term and
long-term dependencies of the signal. This differs in Hart’s algorithm that finds the solution by processing
the aggregate signal sample-by-sample. For this method, the performance decreases reducing the number
of the appliances: a motivation behind this phenomenon can reside in the fact that the MAP stage of the
Hart’s algorithm chooses a solution with higher probability, but which results incorrect for the majority of

the experiments, specially with few combinations.

5.4. Noised scenario

In this section, the results of the experiments related to the noised scenario will be shown. Differently from
the denoised scenario, the aggregated power signal does not vary with the appliances considered, therefore
only the results with all the appliances will be shown. Regarding the number of states of the noise model,
the experiments demonstrated that, for each approach, the best value is 4, except for the Hart’s algorithm
with the MAP stage, for which the best results are reached with 10 states. For the sake of conciseness, only

the results for the best configuration will be reported in this section.

5.4.1. Results
The overall disaggregation results are reported in Figure [0} on the last column, in order to make a
comparative evaluation with the denoised scenario. The values are related to Table[d on the Overall column,

where the absolute improvements of the proposed approach with respect to the AFAMAP and the Hart’s
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algorithm are shown. The proposed approach reaches the best overall performances, with Fj-Measure of
54.1 and NDE equal to 0.504, despite of the Hart’s algorithm version with the MAP stage shows an higher
NDE value. This discordance will be motivated in the analysis. The radar chart in Figure [[0b] shows the

F-Measure for each appliance. The values are related to Table

5.4.2. Analysis

Differently from the denoised scenario, the major improvement, with respect to AFAMAP, is observed
for the dryer, with a Fj-Measure relative improvement of + 35.9 %, and a variation in the NDE of —0.033,
whereas the improvements are reduced for the remaining appliances. This proves the effectiveness of the
transition from the univariate to the bivariate formulation of the problem, even in the presence of noise.

With respect to Hart’s algorithm, the proposed approach shows a higher improvement for the dryer, the
dishwasher, and the heat pump with an improvement of + 131.7%, +228.2%, +71.7%, and a variation
in the NDFE of —0.610, —0.884, —0.462. Differently, Hart’s algorithm with the MAP stage achieves a
higher Fj-Measure, and the relative difference of F}-Measure for the heat pump, the electric oven and the
dryer is —19.4%, —12.2%, —6.8%, while in terms of NDE the difference is +0.036, —0.044, + 0.019.
This demonstrates that the HMM modelling leads to performance improvements with respect to the FSM
modelling even in the presence of noise, but considering the MAP stage this improvements is substantially
reduced. The washing machine is still the appliance with the worst disaggregation performance, following the
trend of the denoised scenario. Observing the radar chart, the area under the curve related to the proposed
approach is increased with respect to AFAMAP and Hart’s algorithm, resulting in an average performance
improvement, whereas it is comparable with respect to the Hart’s algorithm version with the MAP stage,
due to unbalancing between the appliances.

The average performance of the system increases, resulting in a Fj-Measure absolute improvement of
+25.5% , +51.1% and + 6.7 %, and a variation in the NDE of —0.155, —0.533, +0.040 with respect to
AFAMAP, the Hart’s algorithm and the version with MAP stage, respectively.

Comparing those results to the denoised scenario ones, the overall performance is lower, due to the
introduction of the noise contribution in the aggregated power, except for the Hart’s algorithm with the
MAP stage: despite the Fi-Measure shows a degradation of performance, the N DFE decreases, meaning that
this version of the algorithm maintains the trend showed with the increase of the number of appliances.
In fact, the noised scenario can be defined as the denoised scenario using the noise model additionally to
the appliances models, therefore the MAP stage introduces additional advantages, leading to a performance
improvement. The MAP stage exploits additional information which are not introduced within the AFHMM,

but represents an almost ideal FSM based case study.
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6. Conclusion

In this paper, active and reactive power have been introduced in Additive Factorial HMM for non-
intrusive load monitoring. The appliance models based on bivariate HMM have been introduced and the
procedure for estimating their parameters has been described. This consists in the extraction of the footprint
of the appliance by means of an Appliance Activity Detector and in the estimation of the power levels of
each working state by clustering the appliance footprint with the k-means algorithm. The disaggregation
algorithm is in an alternative formulation of the AFAMAP algorithm [I§] developed in order to deal with the
bivariate formulation of the problem. As results, the algorithm is able to output the disaggregated profiles
in the active and reactive power components.

The proposed approach has been compared to the univariate formulation of AFAMAP and to the al-
gorithm presented by Hart in [I4]. The latter is based on Finite State Machine appliance models and it
employs both the active and reactive power. The algorithm has been improved for handling the occurrence
of multiple solutions by means of a MAP technique. The experiments have been conducted on the AMPds
[44] dataset, which provides the ground truth appliance consumption both in the active and reactive power
components. The results showed that, in a denoised scenario, the proposed approach outperforms both the
comparative methods, with an absolute F;-Measure improvement of +14.9 % and + 2.5 % in the 6 appliances
case study.

As future works, a more reliable appliance model will be considered in order to improve the represen-
tation of the working states, e.g., the usage of Gaussian Mixture Model (GMM) within the HMM allows
the representation of a more suitable power level density distribution with respect to a simple Gaussian
distribution. Furthermore, additional information about the working states duration will be introduced,
allowing the discrimination of HMMs with similar transition probabilities but different time in the switching
activity. This translates into a fully exploitation of the differential model. Regarding the appliance modelling
stage, an unsupervised clustering technique will be introduced to automatically detect the number of power
levels, e.g., regarding appliances which not belongs to the categories considered in this work. Regarding
the disaggregation and solver algorithms, binary variables will be introduced in the problem formalisation,
leading to a Mixed Integer Quadratic Program (MIQP), in order to impose the variable to assume binary
results and not integer values as in fuzzy logic, which can lead to ambiguous evaluation in the HMM state
evolution. Finally, further experiments will be conducted in order to compare the proposed solution to other

approaches recently presented in the literature [27], 28] [39].

Appendix A. Algorithm details

This appendix provides further details on the algorithm formulation presented in Section [3.1} In partic-

ular, the following terms of the QP problem are described: H, f, A¢q, beg, Ib, ub, Ajpeq, and bipeq.
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As described in Section the matrix H is structured as follows:

H, 0
H:
0 H,
where H. € {H,, H,} is given by:
s Hep) - 0
H.= , Hew =
0 agllHem
and
H,:, 0
€6 (1)
Hq,(ij)t = H (i3)(¢) —
(t) 0 0 £09)(t)

Regarding the vector f, in Section [3.1] it has been defined as follows:

f=lr 1]

where f. € {f,, f.} is given by the sum of five terms:

where
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The matrix A.q is defined as follows:
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The vector b, has the following form:
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The matrix Ajpeq is given by:
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Finally, the vector b;y.q is given by:
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