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México, DF 04510, México

Abstract

We present a comprehensive and critical review of work on the numerical mod-

elling of swash zone processes between 2005 and 2015. A wide range of numerical

models has been employed for the study of this region and, hence, only phase-

resolving approaches (i.e., depth-averaged and depth-resolving models) are an-

alyzed. The current advances in the modelling of swash zone processes are

illustrated by comparing different numerical models against laboratory experi-

ments of a dam-break-driven swash event. Depth-averaged and depth-resolving

models describe well the swash flow for both coarse sand and gravel impermeable

beach cases. Depth-averaged models provides a practical tool for engineering

use, whereas depth-resolving models improve the flow description, especially

for the backwash phase, with a significantly higher computational cost. The

evolution and magnitude of bed shear stresses predicted by all models is rea-
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sonable when compared with laboratory estimates based on the log-law. How-

ever, differences between modelling approaches cannot be rigorously evaluated

owing to the uncertainty in shear stress estimates while employing such approx-

imation. Furthermore, small-scale processes, such as turbulence evolution, are

investigated with depth-resolving models, finding differences between the two-

dimensional and three-dimensional approaches. Numerical models allow us to

investigate other processes such as beach morphology changes, the evolution of

the turbulence coherent structures, and the infiltration/exfiltration effects on

the swash flow. A discussion on the advantages and limitations of each model is

presented. The future of swash zone modelling depends on the increase of the

computational power and, more importantly, on the improvement of the current

capability to obtain intra-wave measurements for model validation, calibration,

and greater resolution of physical processes.

Keywords: Swash zone, numerical modelling, bottom boundary layer,

turbulence, bed shear stress, sediment transport, beach morphodynamics

1. Introduction

The beach region alternatively covered and uncovered by the short and long

wave-induced water level fluctuations is known as the swash zone. The under-

standing of this region is fundamental to predict beach erosion and inundation

during both extreme and mean wave conditions. Furthermore, it can be ex-5

pected that the effects of climate change (e.g., sea level rise and storm inten-

sification) will produce a more drastic impact on this region of the foreshore.

However, the investigation of the physics of the transient, shallow, turbulent and

multi-phase swash flow is a challenge for the fluid mechanics, because conduct-

ing measurements in this region is very difficult (Puleo et al., 2012). Therefore,10

the numerical modelling of the swash zone dynamics has been the focus of active

research during the past decade (see Brocchini and Baldock, 2008).

The 1st International Workshop On Swash Zone Processes (Puleo and Butt,

2006) that took place in 2004, provided guidance regarding to where swash
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dynamics research efforts should be directed. During the meeting, some of the15

key topics on the hydrodynamics and sediment transport that needed to be

addressed were identified. These topics included: the spatio-temporal structure

of velocity profiles and turbulence, the boundary layer dynamics, the effect of

infiltration/exfiltration on sediment transport within the swash zone, and the

modelling of morphological changes.20

The aim of the present contribution is twofold. On one hand, the paper aims

at presenting a comprehensive review of work on swash zone processes modelling

published in the decade 2005-2015 (Section 2). In ten years a wide range of

numerical models have been used in the context of swash processes and hence

we focus only on the intra-wave (phase-resolving) approaches. On the other25

hand, we critically analyze the ongoing work by comparing different models

through a specific, representative, benchmark case of dam-break-driven swash

experiments. A general description of the depth-resolving and depth-averaged

models employed in this work is given in Section 3. The different phase-resolving

models are compared with the benchmark case and are further employed to30

investigate other processes in Section 4. This is followed by a discussion on the

models capabilities/limitations based on the results from the previous section

(Section 5). Finally, concluding remarks are presented in Section 6.

2. The recent past: review of swash zone modelling

Swash zone modelling efforts using phase-resolving models have been devoted35

to improve the knowledge of intra-swash flow and bed evolution. Here, a review

of recent work related to these topics is presented. The approach here followed is

that of describing the hydrodynamics moving in the surface-to-bottom direction

and the morphodynamics from the small-scales to the large-scales.

2.1. Description of the flow40

2.1.1. Flow velocity, turbulence, acceleration

The detailed and accurate description of the flow structure at any stage of

bore generated swash events (i.e., bore shoaling, collapse, run-up and down-

3



rush) is of paramount importance for the knowledge of swash processes and, in

particular, for the understanding of the interaction between the flow and the45

sediment. Numerical models based on depth-resolving equations are best suited

to provide an insight in the flow structure and they contributed in describing

features of such flow at scales so small that cannot be resolved with experimental

methods. The resolution of these features and the description of the evolution

of flow parameters and turbulence are among the most significant advances in50

the knowledge of swash flows of the last decade.

Zhang and Liu (2008) provided a comprehensive analysis of a bore-generated

swash event using Reynolds-Averaged Navier Stokes (RANS) equations, which

has been verified and further extended by subsequent studies. The evolution of

the flow in the shoaling region depends on the bore strength, i.e. by its Froude55

number. Stronger bores are those that break during the shoaling phase, before

arriving at the undisturbed position of the shoreline, whereas weaker bores col-

lapse only when they reach the still-water shoreline. The offshore flow parameter

hence determines important differences in the other phases of the flow (as also

found by Guard and Baldock, 2007) and, in particular in the evolution of the60

Turbulent Kinetic Energy (TKE). In the strong-bore case the TKE is produced

only at bore breaking when the production/dissipation of TKE are roughly in

balance. Further up the beach, the TKE undergoes a power-law decay with a

1.3 slope, similar to homogenous grid turbulence. For the weak-bore case the

maximum TKE occurs at the beginning of the run-up phase and the TKE de-65

cay rate is only half of that occurring at a strong bore. This description of the

evolution of the TKE has been confirmed in the subsequent works of Bakhtyar

et al. (2009) and Desombre et al. (2013).

After the collapse the run-up phase begins and, as the swash lens stretches on

the beach, the velocity profile becomes uniform on the water column and the70

speed of the tip decreases owing to the effect of the bottom stress. One of

the most important small-scale features resolved by Zhang and Liu (2008) is

a secondary mini-bore collapse that occurs in the late stage of the run-up in

the strong bore case. This was later observed in the laboratory experiments by
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Kikkert et al. (2012).75

The later stages of run-up and the occurrence of flow reversal are critical for

the development of the bottom boundary layer (see subsection 2.1.2) and hence

for sediment transport. Depth-resolving models predict that at this stage the

vertical structure of the velocity is complex. Reversal starts away from the tip of

the swash lens and from the bottom of the water column. This creates velocity80

profiles similar to those of a strong wall-jet (Zhang and Liu, 2008). However,

the implication of these features on sediment transport are not yet determined

and numerical models that predict bed evolution (e.g., Briganti et al., 2012) do

not currently take this into account.

As the backwash progresses the flow velocity increases and at a later stage the85

surface forms a bore-like feature, approximately at the position of the still-water

shoreline, confirming the onset of a backwash bore discussed in the early work

of Hibberd and Peregrine (1979). This feature is also well captured by virtually

all models used for swash flows and discussed here. TKE levels in the back-

wash are much lower than in the uprush and are bed-generated. Together with90

the dynamics of the TKE, flow accelerations during a swash event have been

extensively studied in the last decade as a likely primary agent of enhanced on-

shore sediment transport. However, shoreward-directed accelerations exist only

for up to 22% of the swash cycle, hence, as found in Puleo et al. (2007), using

again a RANS model. Hence, the aforementioned enhancement occurs only for95

a short duration. The description of the acceleration provided by Puleo et al.

(2007) was also confirmed by O’Donoghue et al. (2010) who used a Non Lin-

ear Shallow Water Equations (NLSWE) solver. Furthermore, near bed pressure

gradients are poorly correlated to the local fluid acceleration. Further studies

(Torres-Freyermuth et al., 2013) suggested that an acceleration-enhanced sed-100

iment transport formulation does not improve sediment transport prediction

within the swash zone.
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2.1.2. Bottom boundary layer dynamics

Beyond the fundamental dynamics that evolve within the water body, the

evolution of the Bottom Boundary Layer (BBL) and, in turn, that of the bed105

shear stress, during a swash event plays an important role in sediment trans-

port. One of the most important issues highlighted by Puleo and Butt (2006)

was the need to overcome the formulation of the shear stress based on steady

flow results. To this end, numerical models based on NLSWE have been used

in conjunction with simplified BBL models to provide a simple yet accurate110

estimates of the bottom shear stress.

The development of the BBL is impulsive at bore arrival and it quickly becomes

depth-limited until the flow slows down and approaches reversal. During the

backwash phase the BBL grows again to become depth limited. This description

was achieved by using the momentum integral method by Barnes and Baldock115

(2010) and Briganti et al. (2011) who employed a Lagrangian and Eulerian

framework, respectively. These two studies indicated that the momentum inte-

gral method provides a reasonable description of the BBL during the uprush,

while the accuracy of the models decreases for the backwash. However, details,

e.g. that flow reversal occurs close to the bottom first (see Zhang and Liu, 2008),120

are not captured by these models. Furthermore, the impulsive development of

the BBL in the uprush may not be the result of turbulent diffusion; its growth

might be explained also with the horizontal straining of fluid parcels associated

with the bore arrival (Torres-Freyermuth et al., 2013, Pintado-Patiño et al.

(2015)). Therefore, the validity of the momentum integral method needs to be125

assessed. As a consequence of the evolution of the BBL, the landward-directed

bed shear stress is maximum during the early stage of run-up, in correspondence

of the bore collapse (see Barnes and Baldock, 2010 and Briganti et al., 2011).

At different locations, the magnitude of the stress is maximum at the arrival of

the water front and rapidly decreases, becoming negligible around flow reversal.130

During the backwash the stress, now directed seaward, increases in magnitude

until it reaches a maximum, after which it decreases until the swash event ends.
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2.1.3. The role of infiltration/exfiltration

Moving from within the water region to the top layer of the seabed the in-135

filtration (and exfiltration) of the water into (and out from) the bed has an

impact on momentum balance and swash sediment transport. The interaction

between the flow above the beach and that below was extensively studied using

both experimental and numerical methods. These latter helped in clarifying

the exchanges between the porous beach face and the groundwater. For an un-140

confined coastal aquifer these exchange occur both in the surf zone and in the

swash zone. Wave breaking and infiltration/exfiltration increase the hydraulic

gradient across the beach face, inducing infiltration before the breaking point

and exfiltration just in correspondence of the breaking point (Bakhtyar et al.,

2011). Infiltration is strong in the swash zone, above all in the upper part of145

the beach. The maximum infiltration rates occur when the water table is lower

than the mean water level under coarser sediment conditions, in which the beach

accretion is promoted (Bakhtyar et al., 2011).

If the beach is unsaturated, the infiltrating swash flow interacts with air. The

numerical study by Steenhauer et al. (2012) models the behaviour of the two150

phases during swash events on a coarse sand and a gravel beaches. For the

coarse sand case, during the uprush a strong air pressure, build up below the

wetting front, hampers infiltration. The hydraulic gradient then becomes nega-

tive causing exfiltration during the backwash. On the other hand, in the gravel

bed case the pressure build up is weaker, allowing faster infiltration and bed155

saturation rates.

The direct effect of infiltration/exfiltration on the sediment transport is very

complex. Three different mechanisms impact on sediment transport (Baldock

and Nielsen, 2010): (1) the effect on bed shear stress through a modified free

stream and thinning/thickening of the BBL; (2) the effect on immersed particle160

weight as used in the Shields parameter; and (3) the effect on the threshold

of motion, as given by the critical Shields number. Numerical studies allowed

7



to identify how these mechanisms depend on the sediment size. The effective

weight reduction dominates over BBL modifications for finer sediments (i.e.,

D50 = 0.2 mm, as indicated by Hoque and Asano, 2007), enhancing offshore165

net sediment transport. Contrarily, for coarser grains (i.e., D50 larger than

0.6 mm, according to Karambas, 2003, Karambas, 2006 and Hoque and Asano,

2007), the BBL modifications dominate over reductions in the effective weight

of particles and promotes an onshore net sediment transport. The numerical

study by Pintado-Patiño et al. (2015) further suggests that the effect of infiltra-170

tion and exfiltration can be so strong that it dominates over BBL development

and hence flat plate boundary layer theory, applied in the studies mentioned in

Section 2.1.2, may not be applicable under some conditions.

2.2. Description of bed evolution

2.2.1. Sediment transport175

During the last decade the knowledge of the sediment transport within a

single swash event improved thanks to both experimental and numerical stud-

ies (Chardón-Maldonado et al., 2016). For instance, numerical models have

clarified the role of bore collapse in mobilising and advecting sediments into

the swash zone. Immediately after bore arrival the sediment concentration in-180

creases impulsively, together with the sheet flow thickness. During this initial

phase of the swash event, the bore turbulence contributes significantly to sed-

iment suspension and to advection of pre-suspended sediments from the inner

surf zone into the swash zone. The bore turbulence effect on sediment mobi-

lization is significant when turbulence reaches the bed. This occurs when the185

ratio between the bore height and local water depth is greater than 0.5 (Hsu

and Raubenheimer, 2006), implying that suspended sediments at bore arrival

originate from outside the swash zone (Calantoni et al., 2006, Hsu and Rauben-

heimer, 2006, Alsina et al., 2009). The process of advection of sediments into

the swash zone is so important that it controls both the transport pattern and190

the net erosion/accretion on the beach face (Pritchard and Hogg, 2005). The

zone in which sediments are picked up is found to extend seaward to a depth
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approximatively equal to the bore height . The sediment advection length, i.e.

its excursion during a swash event, depends on the type of breaker occurring

at bore collapse but it is bound to 0.5 times the run-up length (Baldock et al.,195

2008). The maximum sediment load occurs at bore collapse and, further up the

beach the concentration diminishes and lags behind the tip of the swash length

(Alsina et al., 2009). Note that Pritchard and Hogg (2005), Baldock et al.

(2008) and Alsina et al. (2009) all used Lagrangian models based on NLSWE

that allowed an analysis of the trajectories of water particles from the surf into200

the swash zone that were used as proxies for sediment trajectories.

The use of single- and two- phase depth-resolving models (Hsu and Rauben-

heimer, 2006) suggested that sediment transport is in phase with the bottom

stress, hence the total sediment load can be parametrised with Meyer Peter and

Müller (MPM) formula, or its derivates (Othman et al., 2014), commonly used205

in coastal morphodynamic models (e.g., Incelli et al., 2015). Parametrizations

of the sediment transport rate for sheet flow regimes have been proposed using

two-phase models (Hsu and Hanes, 2004, Amoudry et al., 2008 and Amoudry

and Liu, 2010), but at the moment they have not been implemented in NLSWE

models.210

2.2.2. Swash morphodynamics

The evolution of the beach face within a swash cycle is extremely diffi-

cult to measure (Chardón-Maldonado et al., 2016). Thus, numerical models

provided a very valuable insight in the intra-swash bed changes. Here, hydro-

morphodynamic models are referred as fully-coupled if the flow and the bed215

evolution equations are solved simultaneously. This implies that the eigenval-

ues of the system should be computed at each time step (e.g., Kelly and Dodd,

2009, 2010; Xiao et al., 2010; Briganti et al., 2012; Zhu et al., 2012; Zhu and

Dodd, 2013, 2015; Hu et al., 2015). On the other hand, weakly-coupled models

solve the flow and bed equations sequentially at each time step (e.g., Postacchini220

et al., 2012; Kim, 2015; McCall et al., 2015). Typically, the bed evolution equa-

tions used are sediment conservation equations , such as the Exner equation.
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Note that most of the previous works use depth-integrate hydrodynamic equa-

tions, while the use of depth-resolving equations is very limited (e.g., Bakhtyar

et al., 2011).225

Numerical models that solved the NLSWE-Exner system using the Method of

Characteristics provided a detailed description of intra-swash bed evolution for

idealised bore-driven swash (e.g., Peregrine and Williams, 2001) in the case of

bed load only (Kelly and Dodd, 2010) and in presence of suspended load also

(Zhu and Dodd, 2015). For bed load only, immediately after the dam-break a230

large quantity of sediment is mobilised at the tip (see Section 2.2.1), erosion is

generated at the dam break point, where sediment is picked-up and as the flow

slows down in the later stage of run-up the sediment is distributed along the

beach. During the backwash the fast, supercritical flow erodes the beach. How-

ever, the predicted final bed profile depends on the coupling used. For instance,235

fully-coupled models predict a net bed erosion after the event, while uncoupled

ones predict accretion in the upper part of the beach (Kelly and Dodd, 2010).

Weakly-coupled models predict a final bed that is close to that predicted by

fully-coupled ones (Postacchini et al., 2012). In particular the simulation of the

bed evolution during the uprush by the two classes of models is very similar,240

except in the region of bore collapse (Postacchini et al., 2014).

The net bed change depends on the relative importance of the suspended load

(e.g., Zhu and Dodd, 2015). For instance, when the suspended load is dominant

over the bed load, accretion is predicted in the upper part of the beach and ero-

sion in the lower part. Moreover, re-suspended sediment was found to increase245

the deposition at the base of the swash.

A more realistic swash event is that of a solitary wave. Its uprush phase is

qualitatively similar to that of the Peregrine and Williams (2001) case (Zhu and

Dodd, 2015). However, in the backwash a bed step, associated with a backwash

bore, is formed below the still water level at the end of the swash event and the250

suspended load has only a slight influence on this process.

Numerical studies of multiple swash events aimed at improving the capabilities

to achieve qualitatively-accurate predictions of the bed evolution under realistic

10



conditions. As expected, the parameterisation of the bed friction was central in

these studies. A variable friction factor was used in the Chezy formulation of the255

bottom friction in Pedrozo-Acuna et al. (2006) noting that this improved the

prediction of beach profiles. This is an heuristic approach to take into account

several physical processes (i.e. the effects of infiltration, asymmetry in acceler-

ation, differences in the evolution of the BBL in each phase of the swash and

the effect of the plunging breaker at bore collapse) that are not incorporated in260

the numerical model. Nevertheless, when this approach was extended to mixed

gravel and sand beaches (Pedrozo-Acuña et al., 2007), the quantitative agree-

ment of the prediction was not satisfactory, in particular for mixed beaches.

More recent studies separated the parameterisation of physical processes over-

coming many limitations of these earlier models. Infiltration/exfiltration and265

acceleration on gravel beaches are treated explicitly in McCall et al. (2015),

showing the importance of the subsurface processes in improving the accuracy of

morphodynamic modelling of gravel beaches. Infiltration was considered also for

sandy beaches in conjunction with the momentum integral method for bottom

friction in Incelli et al. (2015). The study showed how quantitative agreement270

with measurement depends greatly on the availability of suitable boundary con-

ditions of hydrodynamic parameters and sediment transport and not only on

the parametrisation of physical processes.

3. State-of-the-art numerical models275

After a review of the main contributions to swash zone understanding we

move to a critical inspection of models that are currently used for the same task.

Hence, the following section provides a description of the governing equations

and assumptions of such models and the detail of the specific solvers chosen for

our analysis. These models will be compared against laboratory experiments of280

dam-break-driven swash in Section 4 and will be further employed to investigate

the processes occurring within a swash event that were not resolved in laboratory
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experiments.

3.1. Depth-resolving models

Swash zone flows can be regarded as incompressible flows of a Newtonian285

fluid, hence, the fundamental governing equations describing the flow in this

region are the well-known Navier-Stokes equations. However, swash flows typi-

cally evolve at very high Reynolds numbers being almost always turbulent and

making the Direct Numerical Solution (DNS) of Navier-Stokes equations impos-

sible due to the extremely large computational efforts required to resolve the290

smallest scale of turbulence. Therefore, a range of simplified approaches can

be adopted to reduce the degree of freedom in such highly nonlinear system.

We here briefly discuss both the Large-Eddy Simulation (LES) and the RANS

approaches.

In LES models the large-scale energy-containing eddies are resolved while295

the evolution and dissipation of smaller-scale eddies are parameterized with

closure models (e.g., Meneveau and Katz, 2000). Filtering over the Navier-

Stokes equations is used to decompose the velocity field into resolved and sub-

grid (un-resolved) component. The filter length scale is typically chosen to be

the grid size. Large-scale motions, which are greater than the filter length, are300

directly resolved by the filtered Navier-Stokes equations given by,

∂ūi
∂xi

= 0 (1)

∂ūi
∂t

+ uj
∂ūi
∂xj

= −1

ρ

∂p̄

∂xi
+ ν

∂2ūi
∂xi∂xj

+ gi +
∂τij
∂xj

(2)

where i, j=1, 2, 3 for three-dimensional flow and the overbar denotes filtering.

The filtered velocity and pressure are ūi and p̄, respectively. The kinematic

viscosity is denoted by ν, ρ is the fluid density, gi = (0, 0,−g) is the gravitational

acceleration, and τij is the sub-grid stress tensor, which requires further closure305

models. Although much more computationally efficient than DNS, LES still

requires a time-dependent three-dimensional (3D) Navier-Stokes solver because
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turbulent eddies are always transient and three-dimensional. Moreover, the grid

size needs to be sufficiently small, such that significant amount of turbulent

energy in the inertial sub-range is resolved.310

To further reduce the degree of freedom in the Navier-Stokes system, one

can resolve only the ensemble-averaged mean flow field while parameterizing all

the scales of turbulent fluctuations. Under this assumption, a coarser grid size

can be used to resolve the mean flow. More importantly, if the flow can be

considered statistically homogeneous in a given direction, one can solve a set315

of two-dimensional (2D) equations. This allows a significant reduction of com-

putational effort compared to LES. By carrying out Reynolds decomposition,

where the velocity and pressure are separated into the ensemble-averaged mean

flow (represented by angle bracket 〈〉 and turbulent fluctuations (represent by

prime ′), and applying Reynolds-averaging over the Navier-Stokes equations,320

one obtains the so-called RANS equations which are written as,

∂ 〈ui〉
∂xi

= 0 (3)

∂ 〈ui〉
∂t

+ 〈uj〉
∂ 〈ui〉
∂xj

= −1

ρ

∂ 〈p〉
∂xi

+ gi +
1

ρ

∂ 〈τij〉
∂xj

−
∂
〈
u′iu
′
j

〉
∂xi

(4)

where
〈
u′iu
′
j

〉
is the Reynolds stress, which requires further closure models.

The LES and RANS approaches discussed so far are fairly general. A variety

of models based on LES and RANS has been developed to describe the wave

transformation but may be different from each other due to closures, numeri-325

cal schemes, and boundary conditions (e.g., free-surface tracking method and

bottom wall models). Such numerical models allow for a detailed description

of the flow including turbulence quantities and the modelling of flow infiltra-

tion/exfiltration. A general description of the LES and RANS models employed

here are given below.330

3.1.1. Large-eddy simulation (LES)

We here use the open-source finite-volume Computational Fluid Dynamics

(CFD) toolbox, OpenFOAM (www.openfoam.org). Among the various solvers
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within the OpenFOAM, we utilized an incompressible Navier-Stokes equations

solver for two immiscible fluids, called interFOAM (Klostermann et al., 2013;335

Rusche, 2002) and incorporate minor modification in a bottom boundary condi-

tion for rough bed based on the log-law. Recently, Zhou et al. (2014) validated

this LES solver with the laboratory experiment from Ting (2006, 2008) for a

solitary spilling breaker over a slope. The unresolved sub-grid scale motion

is parameterized by the standard Smagorinksy closure, where a sub-grid eddy340

viscosity is used with a Smagorinsky coefficient of 0.167. The Volume of Fluid

(VOF) method is used to track the free surface (Hirt and Nichols, 1981; Kloster-

mann et al., 2013). The convection term is converted into surface integrals for

each cell using Gauss theorem. Then, cell-fluxes are calculated with the flux lim-

iter of the Total Variation Diminishing (TVD) scheme (Berberovi et al., 2009);345

more detailed discussion on the model formulation and numerical scheme can

be found in Zhou et al. (2014).

3.1.2. Reynolds-Averaged Navier Stokes equations (RANS) model

The 2DV RANS model, called Cornell Breaking Wave and Structures (CO-

BRAS; Lin and Liu, 1998a; Losada et al., 2008) is here used. The Reynolds350

stress tensor is calculated by the eddy viscosity and strain rate of the mean flow

(Lin and Liu, 1998a; Shih et al., 1996). The eddy viscosity is computed by solv-

ing the balance equation of TKE (κ) and turbulent dissipation rate ε, namely,

the well-known κ − ε model. The numerical solution of the RANS equation in

COBRAS is based on the finite difference scheme with the two-step projection355

method (Lin and Liu, 1998b). Similarly, VOF method (see Hirt and Nichols,

1981) is used to track the free surface and the log-law for the bed-parallel ve-

locity is prescribed at the bottom. The bed-orthogonal velocity is zero at the

bed. The bed-parallel velocity at half the first grid point above bed (∆z/2)

is used to determine the friction velocity (u?). The components of the veloc-360

ity at higher grid points in the water column are solved numerically (Lin and

Liu, 1998a). Additionally, the so-called Volume-Averaged/Reynolds Averaged

Navier-Stokes (VARANS) equations can be used to model the flow properties
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inside a porous media. The set of equations are obtained by applying an in-

trinsic volume average to the RANS equations over a control volume that is:365

(i) larger than the characteristic pore size, and (ii) smaller than the scale of

the physics involved (Hsu et al., 2002). Thus, the volume-averaged quantities

can be related to a Darcy and/or Forchheimmer type model in order to describe

the subsurface flow and momentum transfer terms at the bed interface (e.g., Liu

et al., 1999). The turbulence field in the porous media is similarly approximated370

via the κ − ε balance, in which the closure model of Nakayama and Kuwahara

(1999) accounts for the additional sources of turbulence due to the porous el-

ements. Further details regarding the COBRAS-RANS model can be found in

Lin and Liu (1998a,b). The complete description of the COBRAS-VARANS

model is provided by Liu et al. (1999) and Hsu et al. (2002).375

3.2. Depth-integrated models

Numerical models based on depth-integrated hydrodynamic equations have

had a prominent role in swash research for more than three decades (e.g. one of

the earliest work is Hibberd and Peregrine, 1979). A review of early works can be

found in Brocchini and Dodd (2008). These models can be distinguished into two380

groups, whether they assume, or not, that the pressure is hydrostatic. NLSWE

stem from the assumption of hydrostatic pressure, on the other hand removing

this assumption leads to formulations such as Boussinesq-type equations or Non-

hydrostatic Shallow Water Equations. A general formulation is:

∂ζ

∂t
+∇ · [(ζ + d)]Uz̃ = Scont,p + Scont,sub (5)

∂Uz̃

∂t
+ Uz̃ · ∇Uz̃ + g∇ζ = Smom,p + Sf + Sturb + Sbody + Smom,sub. (6)

where ζ is the free surface elevation, Uz̃ = [u(x, y, z̃, t), v(x, y, z̃,t)] is the vector385

of the horizontal velocity at a reference level z̃ with component u(x, y, z̃, t) and

v(x, y, z̃, t) along the x and y directions, respectively. d is the depth measured

at the Mean Water Level (MWL) and h is the total water depth h = ζ + d

(see Figure 1 for a sketch of the variables). Scont,p is the term in the continuity
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equations resulting from the non-hydrostic pressure, Sf is the bottom friction390

term, Sturb includes turbulent stresses, Smom,p is the non-hydrostatic term in the

momentum equation along x and y, and Sbody represents dissipative body forces,

the most important being those associated with wave breaking. Both are equal

to zero in NLSWE. Non-hydrostatic pressure is assumed in two well-established

approaches, Boussinesq-type models and non-hydrostatic NLSWE ones. In the395

former approach Scont,p and Smom,p are both related to the frequency dispersion

of waves, Uz̃ is usually referred to z̃ = zα following Nwogu (1993). In the latter

approach Scont,p = 0, and Smom,p are directly linked to the pressure function.

If the pressure is taken as hydrostatic, the velocity is independent of z̃ and is

the depth-avaveraged velocity:400

Uz = U =
1

ζ + d

∫ ζ

h

[u(x, y, z, t), v(x, y, z, t)] dz. (7)

NLSWE are the most commonly used depth-integrated equations for swash

flows, as frequency dispersion of the incoming wave can be neglected. This

occurs also in dispersive, hence non-hydrostatic models, which converge to NL-

SWE in the swash zone (e.g., Tonelli and Petti, 2012). NLSWE inherently

model the propagation of bores, and they well describe bore-driven swash (Hi-405

bberd and Peregrine, 1979, Peregrine and Williams, 2001). The system of Eqs.

(6) need closures to determine Sf and Sturb, also other physical processes that

occur during a swash event require coupling of the hydrodynamic equations with

other models suitable to describe those processes. Sf is often expressed using

an explicit relationship that links the stress to depth-averaged velocity (e.g. the410

Chezy formula, using a friction coefficient Cf in Postacchini et al., 2012, and

the Manning bulk frictional force, using the resistance coefficient n in Hu et al.,

2015). In few models (e.g. Briganti et al., 2011) τb is computed, at each time

step, using the momentum integral method.

Scont,sub and Smom,sub are the terms that, respectively, model the mass and415

momentum exchange with the subsurface flow. This requires an extra equation

that models the subsurface hydrodynamics. Coupling is also used for the simu-
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lation of bed evolution (e.g., with sediment conservation equations such as the

Exner equation).

3.2.1. Briganti et al. (2011) and Briganti et al. (2012) models420

The model proposed in Briganti et al. (2011) is a one-dimenstional depth-

integrated (1DH) solver of the NLSWE based on a Godunov-Type, finite-volume

scheme based on the Weighted Averaged Flux (WAF) TVD scheme. The NL-

SWE are solved in conservative form using uniform cells in which the variables

are considered constant. The TVD technique assures that the scheme is shock425

capturing (see Toro, 1990 for details). Sf is treated together with the gravity

term stemming from the conservative form of the NLSWE using a Strang op-

erator splitting technique and the shoreline boundary conditions are prescribed

according to the approach referred as Option 2b in Briganti and Dodd (2009).

To compute Sf = τb/ρ the momentum integral method is used. The bed shear430

stress is computed using the relationship u? =
√
τb/ρ, where u? is the friction

velocity and is computed using Eq. (4) in Briganti et al. (2011). The same tech-

nique for the computation of τb is also employed in the Briganti et al. (2012)

hydro-morphodynamic model that is also used here. This model solves the sys-

tem of NLSWE and the Exner equation employing a simple McCormack scheme435

equipped with TVD capabilities following the approach of Garcia-Navarro et al.

(1992). In the present paper, only the bed load (qb) is considered, given the

sediment size, using the MPM formula (Incelli et al., 2015).

3.2.2. Nielsen et al. (2005) NLSWE solver and Barnes and Baldock (2010) BBL

model440

Nielsen et al. (2005) proposed a two-dimensional depth integrated (2DH)

NLSWE solver based on the shock capturing finite-volume technique of Zoppou

and Roberts (1999). The model, called ANUGA, is released as an open source

code (https://anuga.anu.edu.au). It uses tridiagonal cells and an approximate

Riemann solver at the intercell boundaries. The Riemann problem is solved445

also at the wet-dry interface, where the characteristic speeds are modified ac-
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cordingly. Sf is computed using the Manning resistance law. Furthermore,

the numerical predictions of h and U have been applied as input conditions of

the Lagrangian Boundary Layer Model (LBLM, Barnes and Baldock, 2010) to

derive the evolution of the swash boundary layer. Particle trajectories are calcu-450

lated by following the Eulerian-Lagrangian transformation (Alsina et al., 2009).

The depth-averaged approach assumes no vertical motion and, therefore, each

particle represents a fluid parcel covering 0 ≤ z ≤ h. The Eulerian-Lagrangian

transformation provides the flow history along the particle trajectories. The

BBL evolution during a swash event is predicted using the integrated products455

of the fluid velocity and particle displacement along the trajectories. Prandtl’s

solution for the turbulent boundary layer growth is used for the computations

of the BBL thickness δ. For the purpose of data-model comparison, a linear

interpolation has been applied to derive the time series of predicted bed shear

stress and BBL thickness at specified locations, i.e. in the Eulerian framework.460

3.2.3. Postacchini et al. (2012) model

This weakly-coupled solver is based on the system made of the 2DH NLSWE,

wave-resolving equations of conservation of mass and momentum and the Exner

equation. Bottom friction is incorporated by means of a dimensionless friction

coefficient Cf included in the common Chezy-type formulation, as described465

in Brocchini et al. (2001). Recently, the dissipative contribution induced by

subgrid turbulence, i.e. evolving at smaller scales than the water depth, has

been introduced (Postacchini et al., 2014). On the other hand, sediment fluxes

and bed-level changes are calculated using standard sediment transport closures,

many of which are implemented in the proposed solver to enable one to select470

the most appropriate for the analysed case. In the benchmark considered here

only qb is here modelled, using the bed load formula by Besio et al. (2003).

4. Ongoing research: A comparative analysis of a benchmark case

As a simple example of the state-of-the-art modelling of swash zone flows

described in the previous sections, we here benchmark different types of solvers475
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on one single test case of a dam-break-driven swash event. The intent is both

to show how different models simulate the processes described in Section 2 and

to give a quantitative assessment of the models performance.

4.1. Description of the experiment (Kikkert et al., 2012)

The description of the experiment and results are explained in detail in480

Kikkert et al. (2012) and, hence, only a brief outline of the set-up is presented

here. The swash facility and the experimental set up are shown in Figure 2.

This was built into a flume that is 20 m long, 0.9 m high and 0.4 m wide. Its

walls were made of glass to allow non-invasive optical investigations. At one

end of the flume a water reservoir was present and a 1/10 rough impermeable485

sloping beach was located downstream of the gate of the reservoir. This was

quasi-instantaneously lifted to generate the dam-break. The initial conditions

of the experiment were: a water depth in the reservoir (hd) of 0.6 m and water

depth in front of the gate (h0) of 0.062 m (Figure 2).

Three sediment sizes were tested to obtain different values of the bed roughness,490

ranging from coarse sand to gravel. Table 1 shows the target and effective D50

for the three experiments. Only the 1.5 mm coarse sand and 6.0 mm gravel

tests are considered here. For each set of experiments, bed parallel velocity and

depth were measured at six cross-shore locations, at 13.5 Hz, using a combined

system of Particle Image Velocimetry (PIV) and Laser Induced Fluorescence495

(LIF), respectively. The locations of the centre of the PIV/LIF stations are

reported in Table 2. The positions are referred to a frame of reference with

the horizontal axis origin (x0) located at the initial shoreline position in the

experiment at 4.82 m from the gate (see Figure 2). Note that the x and z

axes in the frame of reference for the PIV and LIF data (Figure 2) are not500

orthogonal. Ensemble avarages of hydrodynamic parameters were extracted

from 50 repetitions of the same event. These data were, then, used to estimate

the bed shear stress using various methods (see Kikkert et al., 2012). In the

Table 2 the acronyms used for each location are reported, these are the same as

in Briganti et al. (2011).505
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4.2. Setup of the numerical models

Numerical models described in Section 3 are employed in order to simulate

the experimental conditions described in Section 4.1. Information on the mesh

characteristics, boundary conditions, and computation time for each model are

presented below. In particular we use two depth-resolving models (a LES and510

a RANS model) and three NLSWE solvers (Briganti et al., 2011, Nielsen et al.,

2005 and the hydrodynamic module of Postacchini et al., 2012) to analyse the

flow description. We also use two hydro-morphodynamic solvers (Briganti et al.,

2012 and Postacchini et al., 2012) for the analysis of the bed evolution. Fur-

thermore, a VARANS solver (e.g., Pintado-Patiño et al., 2015) is employed for515

the analysis of infiltration/exfiltration.

4.2.1. OpenFOAM LES model

A boundary fit-domain is constructed to model the dam-break experiment

in the LES model. The numerical flume is of 10.9 m long, 0.45 m wide, and

0.65 m deep and the slope is identical to that used in the physical experiment.520

The model domain is discretized into 2480, 60, 90 grid points (for a total of

13.4 million points) in the streamwise (x), spanwise (y), and vertical (z) direc-

tion, respectively. All boundaries, except the top atmosphere region, are walls

boundaries. For the rough sloping bed considered in this study, a near wall

modelling approach is adopted. A non-uniform grid is applied in the vertical525

direction, with a minimum grid height of 0.0009 m near the bed. Time step of

the computation is automatically adjusted by Courant-Friedrichs-Lewy (CFL)

condition, resulting in a time step (∆t) of around 0.001 s. The numerical model

is fully parallelized with Message Passing Interface, with the wall-clock time of

the entire run being about 200 hrs using 48 processors.530

4.2.2. COBRAS (Lin and Liu, 1998a) RANS model

For the RANS simulation, the sloping bathymetry is accommodated by

solving the equations in a model coordinate system that is bed-parallel and

bed-orthogonal (e.g., Puleo et al., 2007). The grid is irregular with a refined
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sub-zone near the bed (from z = 0 m until z = 0.3 m) along the surf-to-swash535

transition until the end of the beach face slope (from x = -1.01 m until x =

5.01 m). The minimum grid cell size in this finer region are ∆x = 0.004 m

and ∆z = 0.003 m. Therefore, the entire computational domain is composed

of 81,1512 cells. The apparent roughness (ks), needed to compute u?, is set

equal to ks = 1.2D50 based on the optimization of the model skill. The time540

step is automatically adjusted during the computation to satisfy the stability

constraints, i.e., Courant number. The computation time for a single simulation

is of approximately 6 hrs using an Intel Xeon 2.53 GHz (6GB RAM) computer.

4.2.3. Briganti et al. (2011) and Briganti et al. (2012) models

The Briganti et al. (2011) model was used with the distance between the545

centre of two computational cells ∆x = 0.01 m. The roughness factor for the

beach (ks), needed to estimate τb through the momentum integral method, is

computed according to Engelund (1966), for the 1.5 mm coarse sand, resulting

in ks = 0.0030 and for the 6.0 mm, resulting in ks = 0.0120, whereas for the

fixed flat bottom in front of the beach ks = 0.0001. Unlike in the original paper,550

where the boundary layer thickness (δ) was not limited, here δ has been imposed

to be at most equal to h. The model was run with constant Courant number

Cr = 0.8. For the simulation of bed evolution during the swash event, the

fully-coupled hydro-morphodynamic model by Briganti et al. (2012) was used.

The solver employed the same values for ks and ∆x of the aforementioned hy-555

drodynamic model. For the Exner equation two parameters are needed, the

porosity p and the relative density of the sediments srel. In the present appli-

cation srel = 2.65 and p = 0.4 have been used. The Courant number used

was Cr = 0.4. For the hydro- morphodynamic simulation of the event (with

10 s duration) the computation time is approximately 130 s on a standard PC560

(Processor: Intel (R) Core (TM) i3-2120 CPU @3.30GHz 3.30GHz; RAM: 4GB).
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4.2.4. Nielsen et al. (2005) NLSWE solver and Barnes and Baldock (2010) BBL

model

The flow is simulated using ANUGA for a complete dam-break, i.e. releasing565

the stationary reservoir of water into the stationary tailwater downstream. Sf

is computed using the Manning resistance law in which the friction factor (n)

is n = 0.010 for the horizontal portion of the flume and n = 0.019 for the

sloping beach. These values (as well as Cf used in the following model) are

the results of a model calibration and produced the best results in terms of570

shoreline position and flow parameters. The maximum area of any triangle in

the mesh is 0.001 m2, ∆t = 0.02 s. The boundary layer thickness and bed shear

stress are calculated along the particle trajectories by incorporating the friction

coefficient of rough bed conditions (Eq. 1 in White, 2006). The computation

time is approximately 170 s on a standard PC (Processor: Intel (R) Core (TM)575

i7-2600 CPU @3.40GHz 3.40GHz; RAM: 8GB).

4.2.5. Postacchini et al. (2012) model

Like for the other models the whole swash facility is simulated using the

hydro-morphodynamic model by Postacchini et al. (2012). The model is here

used both for the simulation of the hydrodynamic only and the bed evolution.580

The following parameters have been used: p = 0.4, srel = 2.65 Cf = 0.005

in the horizontal portion of the flume and Cf = 0.01 on the sloping beach.

Finally, γ = 0.1 (slope corrector). The hydrodynamical module of this model,

which is essentially the Brocchini et al. (2001) WAF model, has been used to

simulate the fixed bed case for both the coarse sand and the gravel cases. The585

model has been run using Cf = 0.01 has been used for the coarse sand beach

while Cf = 0.015 for the gravel beach. In both cases Cf = 0.005 is used on the

horizontal portion of the swash flume. The computation time for a single (about

10 sec) simulation is of approximately 3 min, using an Intel Xeon Quad-core 2.53

GHz (6GB RAM) computer.590
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4.3. Model results

The numerical models described in Section 4.2 are employed to simulate the

benchmark case described in Section 4.1. Model-data comparison is presented

in order to highlight different models capabilities/limitations to simulate the

different swash processes described in Section 2. Furthermore, we also analyzed595

the model performance to predict shoreline trajectory. Finally, the models ca-

pabilities to simulate additional swash zone processes that were not measured in

the laboratory (i.e., beach morphodynamics and flow infiltration/exfiltration)

are presented.

4.3.1. Shoreline position, water depth, flow velocity, and turbulence600

Wave runup is important for coastal engineering applications. Thus, both

depth-resolving and depth-integrated models are employed for computing the

shoreline trajectory (xs). The LES model overpredicts xs rather significantly

(see Figure 3a). The predicted shoreline position is sensitive to the threshold

value used to define the wet-dry interface as well as to the sidewall boundary605

condition. In general, adopting near-wall modelling, especially for smooth walls,

in LES requires high numerical resolution. It is likely that the spanwise grid size

used here is too coarse to accurately model the sidewall effect. In the RANS

model xs is determined employing water depth equal to two cells (i.e., 6 mm)

as a threshold because a residual film of one grid depth remain attached to the610

bed. The RANS model predicts the maximum shoreline position for the two

cases (Figure 3a). In general, the shoreline trajectory is better simulated for

the gravel beach case. Both the vertical grid resolution and the threshold value

may affect the results significantly.

For the three NLSWE solvers the shorelines are plotted in Figure 3(b). All the615

three models predict the uprush phase, and the maximum run-up with good

accuracy, with ANUGA showing the best performance. However, they differ

more in the backwash phase (in both cases h = 5 mm identifies the shoreline).

This difference is due to the different BBL models used, while the effect of the

shoreline boundary condition is minimal (Briganti and Dodd, 2009).620
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Figures 4 and 5 show the depth-resolving models performance for the sim-

ulation of both water depth h and depth-averaged velocity U evolution of the

swash event at three different cross-shore locations (PIV2, PIV4, and PIV5) for

the sand and gravel beach, respectively. Similarly to the procedure used for the

laboratory data, the depth averaged velocity U for the LES and RANS models625

is computed by averaging the velocity profiles at the PIV cross-shore locations.

The LES model results are in better agreement with the data during bore arrival

and discrepancies can be ascribed to air entrapment. High-frequency oscillations

observed in the LES results are likely to be related to the technique employed to

compute the ensemble estimate, i.e., spanwise averaging excluding 5 grid points630

next to the sidewalls. Differences between the sand and gravel beach case are

more important at PIV5. The RANS model shows larger discrepancies for water

depth during the bore arrival at PIV2 (Figures 4 and 5). These discrepancies

might be ascribed to the RANS model over-prediction of turbulence. During

bore arrival the depth-averaged velocity is overpredicted by the RANS model635

(Figures 4 and 5). In the backwash the agreement is good for both models for

the sand case, while the LES model tends to overpredict the backwash peak ve-

locity. The RANS model performance during the backwash on the gravel beach

is excellent.

Depth-integrated numerical predictions of h and U are also shown for the640

coarse sand (Figure 6) and for the gravel (Figure 7) case at PIV2, PIV4 and

PIV5. The visual comparison suggests a similar level of accuracy in the pre-

diction of h and U across all models. ANUGA and Postacchini et al. (2012)

show a better performance in the prediction of h in the upper part of the beach

(PIV4 and PIV5) for the coarse sand. In this region Briganti et al. (2011) over-645

predicts h, above all during the backwash. All models predict the evolution

of U during the uprush but mostly differ in the modelling at the later stages

of backwash. Also, for the coarse sand, Briganti et al. (2011) overestimates U

during the backwash. On the other hand, for the gravel beach the three models

(Figure 7) show very similar results. In particular they all show a similar degree650

of accuracy in the backwash, even at a later stage.
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As discussed in Section 2.1.1, description of the evolution of the TKE is one

of the most important capabilities of depth-resolving models. The LES and

RANS models use different approaches to do this (see Section 3.1). The two

numerical models qualitatively predict the TKE evolution. Numerical results655

of TKE profiles at two different cross-shore locations (PIV2 and PIV4) are

compared against measured data for the gravel case (Figure 8). The TKE

profiles at the two locations correspond to: the bore arrival, uprush, near flow

reversal, backwash, and late backwash. During bore arrival at PIV2, the TKE

profile structure is depth uniform and remains so during the uprush and flow660

reversal (Figure 8). The TKE structure is well captured by the LES model

during these stages, whereas the RANS model overpredicts the observed TKE

near the surface. However, the RANS model is able to predict the TKE near

the bed. At PIV4 a fully turbulent bore propagates with large TKE near the

bed during the uprush. At this location the RANS model better reproduces the665

experimental data. During the backwash phase the RANS model captures the

near bed turbulence that controls the TKE production at this stage. In general,

the RANS model tends to overpredict the turbulence in the upper water column,

whereas the LES model tends to underpredict turbulence, especially very near

the bed (Figure 8).670

The LES model allows us to investigate the complex 3D structure of the flow

turbulence during the dam-break. Thus, the evolution and fate of turbulent

coherent structures are investigated using the λ2−method (Jeong and Hussain,

1995). The λ2 is defined as the eigenvalues of the symmetric tensor S2 + ω2

with S and ω representing the symmetric and anti-symmetric components of the675

velocity gradient tensor. By examining the coherent structures, we can deduct

that the dam-break driven flow becomes a fully turbulent bore before it reaches

the rough slope. Figure 9 presents the instantaneous images of iso-surfaces of

λ2 = -700 during the uprush and the backwash. During the uprush, coherent

structures are concentrated on the swash front and actively interact with the680

sloping bed (Figure 9a). On the contrary, during the backwash, they are evenly

distributed in the streamwise and spanwise direction (Figure 9b). The shape of
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the coherent structure obtained during backwash is similar to boundary layer

shear generated turbulence.

4.3.2. BBL dynamics685

The numerical predictions of the bed shear stress are here compared with

those computed from logarithmic profile fitting to the measured velocity pro-

files. Figures 10 and 12 show that the log-law method predicts that the stress is

maximum at the bore arrival and rapidly decreases. As anticipated in Section

2.1.2, the models presented here are able to reproduce the uprush evolution.690

However, results diverge from experimental estimations during the backwash

phase where τb increases throughout the backwash at PIV2 (upper panel in

Figure 10). Depth-resolving models (i.e., RANS and LES) predict a smaller

backwash peak value at this location and the numerical τb decreases at a later

stage of the backwash. The two depth-resolving models overpredict the bed695

shear stress magnitude during bore arrival. Consistent with the laboratory data,

depth-resolving models predict larger shear stresses for the gravel bed case (not

shown). Further up the beach, e.g., at the PIV5 station, the numerical models

are in better agreement with respect to data. The LES predicts the bed shear

stress evolution during the uprush, whereas the RANS model performance is700

better during the backwash. The discrepancy between the LES model and the

data during the backwash may be caused by relatively coarse vertical grid and

simple near wall modelling used in the LES model.

On the other hand, the two depth-integrated approaches used rely on the mo-

mentum integral method for the computation of the bed shear stress. This705

means that τb is computed starting from the knowledge of δ. This is shown

for PIV4 only in Figure 11. The evolution at other measuring stations is very

similar, hence omitted. As explained in Section 2.1.2, δ grows quickly after the

bore arrival. The two models mainly differ in the rate at which this growth

occurs, with Barnes and Baldock (2010) predicting that δ = h as the swash tip710

arrives at these measurement locations, i.e., that the BBL becomes fully devel-

oped early in the uprush. The simple momentum integral method predicts that
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δ = 0 at flow reversal and grows again in backwash. In the backwash although

the models differ in the growth rate, they both predict that δ = h between 1−2s

after flow reversal.715

The predicted bed shear stress is presented at PIV2, PIV4 and PIV5 in Fig-

ure 12 for both models. The general qualitative description of the evolution of

τb is good and consistent with the depth-resolving models, above all during the

uprush. However, Briganti et al. (2011) model predicts at bore arrival a very

high value for τb that is equal to 238 N/m2 at PIV2 and slightly decreases fur-720

ther up the beach, becoming τb = 180 N/m2 at PIV5. The accuracy of models in

the backwash deteriorates, compared to the log-law, above all immediately after

flow reversal. All models suggest a lower shear stress during the backwash than

estimated from the log-law. Conversely, Barnes and Baldock (2010) found that

the LBLM overestimated direct bed shear measurements for smooth beds in this725

same facility. Thus, it is not clear whether the models or the log-law provide

the better description of the shear stress in the backwash. The depth-averaged

model performance is quite good with respect to depth-resolving models, es-

pecially for the seaward locations where the two modelling approaches predict

a smaller shear stress during the backwash. However, depth-averaged models730

predict a significantly higher τb at bore arrival with respect to depth-resolving

ones. Model intercomparison, in fact, suggests that a simple boundary layer

model overestimates the peak shear stress in uprush with respect to more so-

phisticated depth-resolving models. The two approaches are able to predict an

increase in the maximum shear stress magnitude for the gravel beach case (not735

shown).

4.3.3. Infiltration/exfiltration

Here, the VARANS model is employed to simulate the dam-break driven-

swash hydrodynamics on a permeable gravel seabed. The flow infiltration/exfiltration

plays an important role in the flow transformation inside the swash zone (see740

Section 2.1.3). Pintado-Patiño et al. (2015) found that for the COBRAS model

a value of effective porosity equal to 0.2 yielded the best agreement with respect
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to measured data by Kikkert et al. (2013). Bore propagation at the toe of the

beach profile occurs above a saturated bed and hence differences during the up-

rush with respect to impermeable seabed results remain small. However, as the745

bore propagated over the permeable seabed, infiltration induces a thinning of

the swash lens and saturation of the beach (Figures 13). During the backwash

phase flow divergence occurs in the subsurface flow and exfiltration plays an

important role in the flow during this stage. The velocity magnitude in the sub-

surface flow is an order of magnitude smaller with respect to the surface flow.750

The infiltration reduces the run-up distance and modulates the BBL evolution

(see Pintado-Patiño et al., 2015).

4.3.4. Morphodynamics

Although the laboratory experiments considered here are carried out on a

fixed bed, it is possible to show the capabilities of hydro-morpho-dynamic mod-755

els by using the same setup but allowing the bed to change during the swash

event. Both Briganti et al. (2012) and Postacchini et al. (2012) models are used

for the bed evolution modeling for the coarse sand case. Given the sediment

size, only the bed load is considered. The simulated bed changes with respect

to the original profile of the sloping beach (∆zb) during four stages of the swash760

event are shown in Figure 14. At t = 2.59 s, in the early stage of run-up, the two

models predict a sediment bore in correspondence of the tip of the swash lens,

while at t = 5.56 s, i.e. at the maximum run-up, erosion is present at the toe of

the slope, while accretion is shown in the upper beach. At the early stages of the

backwash (t = 6.59 s) the models predict different bed profiles, while the differ-765

ences in water depth and shoreline location are small. However, towards the end

of the swash event (t = 9.56 s), both models predict erosion in the lower part of

the beach but differ significantly on the bed evolution at the upper part of the

profile. Briganti et al. (2012) predicts that a bed step is formed approximatively

at the location of the shoreline before the dam-break (x = 0). This is generated770

by the backwash bore that forms as the backwash progresses as predicted by

Zhu and Dodd (2015) for a solitary wave and described in Section 2.2.2. The
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model also predicts a region of significant erosion shoreward the step. However,

for x > 3.0 m accretion is observed. Also, Postacchini et al. (2012) predicts the

formation of a bed step, which is larger than that predicted by Briganti et al.775

(2012). A wider region of erosion with a slightly deeper maximum is observed

shoreward the step. The upper part of the beach is characterised by an area of

erosion with accretion only found in the upper limit of the swash zone.

Clearly, in absence of measurements it is not possible to assess the accuracy of

the models and hence only the relative differences and similarities can be dis-780

cussed. Several factors may contribute to the different results. The two models

solve the governing equations using two different numerical schemes, they also

interpret the coupling between NLSWE in two different ways, as outlined in the

previous paragraph. Moreover, the two models rely on two different shoreline

boundary conditions. Interestingly, features such as the formation of a bed step785

are present in both a fully coupled and a weakly coupled model, as already

partially demonstrated in Postacchini et al. (2012).

5. Discussion

The results shown in the previous section allow a discussion on the perfor-

mance and capabilities of the different state-of-the-art numerical models here790

presented. First, it has to be noted that the computational time for a dam-

break driven (single) swash event of 10 seconds depends on the degree of the

sophistication in the numerical models, ranging from O(1) minutes in NLSWE,

O(1) hours in the RANS model, and O(10) days in the LES model. Therefore,

the selection of the numerical model is strongly dependent on the processes of795

interest.

In order to quantitatively assess models performance the model skill value is

estimated as (Willmott et al., 1985),

θskill = 1−


tend∑
tini

(θpred,t − θmeas,t)2

tend∑
tini

(
|θpred,t − θmeas,tini:end

|+ |θmeas,t − θmeas,tini:end
|
)2
 , (8)
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where θpred and θmeas represent the predicted and measured quantity from the800

first (tini) to the last (tend) measurement time. The model skill ranges from

complete disagreement (θskill = 0) to perfect agreement (θskill = 1). Further-

more, the model performance is also evaluated using the root-mean-squared

error (RMSE) given by,

RMSE =

√√√√√ tend∑
tini

(θmeas,t − θpred,t)2

nsteps
, (9)805

where nsteps is the total number of time steps between tini and tend. Table 3

presents both the model skill and the RMSE for the shoreline position, h and U

for the two simulated cases (i.e., sand and gravel). Notice that θskill and RMSE

for h and U correspond to the averaged value over PIV2 to PIV6 locations. All

the models considered in our benchmarking produce a fairly accurate descrip-810

tion of h and U during the swash event. Best performance is obtained for h by

all models, while for U and above all for xs larger values of RMSE are found.

Differences in xs with respect to data are less significant during the run-up phase

than in the backwash. At this stage of the flow the models’ accuracy deterio-

rates and, for the depth integrated models, the performance seems to depend815

on the closure used for τb. This might be critical for the correct modelling of

swash-swash interactions under realistic conditions. In general, depth-resolving

models provided a better description of the flow during the backwash, at a high

computational cost. Note that, in these experiments the bed is very rough,

given the flow depths present, in comparison to sandy beaches at least, and820

therefore the experiments represent challenging conditions. Similarly, for U the

performance is very similar for all models during uprush, while the performance

depends on how well backwash velocity are modelled.

The modelling of τb in depth-integrated models has progressed significantly in

ten years. Although Chezy and Manning approaches are still very common,825

more physically-based models have been proposed. However, it is still difficult

to assess the accuracy of the proposed closures for τb at critical stages of the

flow evolution. This is mainly due to difficulties in the measurements of the
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highly aerated turbulent bore. For instance, uncertainty still exists on the val-

ues of τb in the bore front and during the backwash, where the estimate of τb830

from data is more difficult. Furthermore, discrepancies between the log-law es-

timates and direct bed shear measurements (e.g., Barnes and Baldock, 2010) in

the same facility have been noted by Kikkert et al. (2012). The depth-resolving

models satisfactorily represent the bed shear stress evolution and only rely on

the definition of the apparent bed roughness. Furthermore, their capability to835

simulate the velocity and turbulence field allow investigation of the applicability

of boundary layer models inside the swash zone.

Turbulence modelling within the swash zone is difficult even for LES models.

The LES and RANS model are able to partially predict the TKE evolution

during the dam-break driven swash at different locations. The TKE values pre-840

dicted by the LES model are in better agreement with respect to data near the

surface, whereas the RANS model performance is better for the near bed val-

ues. This deficiency in the LES model may be due to the uncertainties in near

wall modelling, due to insufficient vertical resolution near the bed. However,

to avoid near-wall modelling, much higher resolution is needed (e.g., Germano845

et al., 1991), which is not affordable in the present study . Appropriate near-

wall models for LES model in swash zone deserves further investigation. Despite

the simplified κ− ε closure the RANS model performance is reliable for predict-

ing the turbulence-averaged flow velocities with a relatively low computational

cost. However, a LES model is required in order to investigate turbulent co-850

herent structures that may contribute significantly to sediment transport. An

important issue to resolve in the coming decade is whether the current state

of the art in sediment transport modelling warrants the use of depth-resolving

models (and turbulence modelling) for practical use.

The infiltration and exfiltration is believed to play an important role in855

boundary layer dynamics, sediment transport, and run-up, but this is yet to be

verified experimentally. For example, it is clear that the infiltration influences

the run-up and flow velocity, which would have direct consequences for sediment

transport. Nevertheless, it is less clear how the infiltration or exfiltration affect
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sediment transport directly (see Baldock and Nielsen, 2010, for a discussion).860

It appears that numerical models have now advanced to a stage to provide suf-

ficiently accurate estimates of the hydrodynamics that they can provide useful

tools to investigate these issues. The results from the depth-resolving model

are consistent with observations in laboratory experiments on a permeable bed.

However, this approach is only suitable for coarse sediment and, hence, needs to865

be extended for modelling sand beds. It is also anticipated that future contribu-

tions may come from similar efforts under multiphase-coupled resolving models

that incorporate air effects and pore pressure build up at the bed interface.

Furthermore, the effect of infiltration and exfiltration on beach morphology

evolution is still an open subject for future numerical based research.870

The capabilities of hydro- morphodynamic models in the last ten years have

increased remarkably. The fundamental response of the governing equations

has been understood. Most importantly, a number of idealised swash events has

been studied and a few quasi-analytical solutions have been derived, therefore

it is possible to understand theoretical differences between different approaches.875

However, the lack of intra-swash measurements of the morphodynamics during

the event makes it impossible to assess in detail the accuracy of the descrip-

tion of the bed evolution. Future work should consider further model-data

comparisons of the form presented by Postacchini et al. (2014), where total sed-

iment transport rates obtained from overtopping experiments are very reliable.880

Notwithstanding the evolution of the morphodynamics models, there is a stag-

gering mismatch between the complexity of the description of the flow and that

of the bed behaviour. Models still rely on classical formulations of sediment

transport that do not take into account the unsteady nature of the swash mo-

tion and, in turn, the different sediment transport modes that occur during a885

swash event such as the sheet flow transport. An accurate assessment of the ca-

pability of numerical models to describe intra-swash sediment transport in field

conditions has not been carried out yet. Also, some numerical aspects, such

as the role of the shoreline boundary conditions in the description of the bed

evolution, need to be clarified. As noted above, considerable uncertainties exist890
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in sediment transport models, even for simple parameters such as the influence

of grain size (Othman et al., 2014).

6. Conclusions

A review of the state-of-the art of numerical modelling of swash zone pro-895

cesses is presented, together with a critical assessment of the performance of a

range of numerical models against a comprehensive data set. Depth-averaged

models are well established and provide practical tools for engineering use for

modelling short duration wave-by-wave events and the study of beach evolu-

tion. Additional refinements such as coupling between hydrodynamics and bed900

morphology have recently been introduced. Further refinements could include

coupling of boundary layer models and including sheet-flow sediment transport

models. On the other hand, depth-resolving RANS and LES models provide im-

proved predictions of both the mean and turbulence components of the flow at

significant extra computational cost. Swash zone modelling is limited due to the905

current limitations for obtaining reliable measurements within the swash such

as the bed shear stresses and intra-wave bed morphology changes. For instance,

the significance of the differences between the depth-averaged models and the

depth-resolving models in terms of prediction of bed shear stress is not clear,

since the present data set is based on log-law estimates of bed shear stress which910

have some uncertainty. The trend and magnitude of the shear stress predicted

by all models is reasonable, particularly in the uprush. However, further data

is needed for shear stress, sediment transport, and beach morphology changes

to determine if this additional effort is warranted for sediment transport mod-

elling. This poses the problem of quantity and quality of data. Existing field915

measurements are difficult to study numerically because the numerical setup

(e.g., offshore, boundary conditions, initial conditions for hydrodynamic and

sediment transport quantities) was not considered or not available when these

measurements were planned. A better synergy between the numerical and field
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measurements research communities is therefore a priority for the next decade.920
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Table 1: Experimental sediment characteristics.

Diameters [mm] 1.5 mm coarse sand 6.0 mm gravel 10 mm gravel

D50 1.3 5.4 8.4

Table 2: Positions of the centre of the PIV/LIF measurement stations.

Station x[m]

PIV1 -1.802

PIV2 0.072

PIV3 0.769

PIV4 1.559

PIV5 2.365

PIV6 3.161
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Table 3: Models skill θskill and RMSE (in parenthesis) for the shoreline position xs, water

depth h, and depth-averaged velocity U for the sand and gravel beach cases.

Variable LES RANS Briganti et al. (2011) ANUGA Postacchini et al. (2012)

D50=1.5 mm

xs 0.97 0.98 0.99 0.94 0.99

(0.52 m) (0.34 m) (0.22 m) (0.76 m) (0.33 m)

h 0.95 0.99 0.99 0.95 0.98

(0.012 m) (0.006 m) (0.004 m) (0.012 m) (0.004 m)

U 0.99 0.99 0.98 0.98 0.99

(0.14 m/s) (0.07 m/s) (0.20 m/s) (0.15 m/s) (0.13 m/s)

D50=6.0 mm

xs 0.87 0.99 0.97 0.81 0.94

(0.96 m) (0.11 m) (0.47 m) (1.05 m) (0.62 m)

h 0.94 0.98 0.98 0.94 0.98

(0.164 m) (0.008 m) (0.007 m) (0.013 m) (0.006 m)

U 0.98 0.99 0.98 0.98 0.99

(0.16 m/s) (0.09 m/s) (0.13 m/s) (0.12 m/s) (0.10 m/s)
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Figure 1: Sketch of variables for a generic one-dimensional swash event on a mobile bed.
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Figure 2: Sketch of the experimental setup.
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Figure 3: (a) Shoreline trajectory for depth-resolving models during the swash event for the

coarse sand beach (Data: open circles; RANS: blue dashed line; LES: red dashed line) and

for the 6.0 mm gravel beach (Data: filled circles; RANS: blue solid line; LES: red solid line).

(b) Shoreline trajectory for depth-averaged models during the swash event for the coarse sand

beach (Data: open circles; Briganti et al. (2011): blue dashed line; ANUGA: red dashed line;

Postacchini et al. (2012): magenta dashed line) and for the 6.0 mm gravel beach (Data: filled

circles; Briganti et al. (2011): blue solid line; ANUGA: red solid line; Postacchini et al. (2012):

magenta solid line).
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Figure 4: Numerical and experimental results for the coarse sand beach. Left column: time

series of water depth (Data: black solid line; RANS model: blue solid line; LES: red solid line)

at PIV2, PIV4, and PIV5 for the sand beach. Right column: time series of depth-averaged

velocity (Data: black solid line; RANS model: blue solid line; LES: red solid line) at PIV2,

PIV4, and PIV5 for the sand beach.

40



0 5 10
0

0.05

0.1

0.15

0.2

Time [s]

h
 [
m

]

PIV2

0 5 10

−2

−1

0

1

2

3

PIV2

Time [s]

U
 [
m

/s
]

0 5 10
0

0.05

0.1

0.15

0.2

Time [s]

h
 [
m

]

PIV4

0 5 10

−2

−1

0

1

2

3

PIV4

Time [s]

U
 [
m

/s
]

0 5 10
0

0.05

0.1

0.15

0.2

Time [s]

h
 [
m

]

PIV5

0 5 10

−2

−1

0

1

2

3

PIV5

Time [s]

U
 [
m

/s
]

Figure 5: Numerical and experimental results for the 6.0 mm gravel beach. Left column: time

series of water depth (Data: black solid line; RANS model: blue solid line; LES: red solid line)

at PIV2, PIV4, and PIV5 for the gravel beach. Right column: time series of depth-averaged

velocity (Data: black solid line; RANS model: blue solid line; LES: red solid line) at PIV2,

PIV4, and PIV5 for the gravel beach.
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Figure 6: Numerical and experimental results for the coarse sand beach. Left column: time

series of water depth (Data: black solid line; Briganti et al. (2011): blue solid line; ANUGA-

LBLM: red solid line, Postacchini et al. (2012): magenta) at PIV2, PIV4 and PIV5 for the sand

beach. Right column: time series of depth-averaged velocity (Data: black solid line; Briganti

et al. (2011): blue solid line; ANUGA-LBLM: red solid line; Postacchini et al. (2012): magenta

solid line) at PIV2, PIV4 and PIV5 for the sand beach.
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Figure 7: Numerical and experimental results for the 6.0 mm gravel beach. Left column: time

series of water depth (Data: black solid line; Briganti et al. (2011): blue solid line; ANUGA-

LBLM: red solid line, Postacchini et al. (2012) at PIV2, PIV4 and PIV5 for the sand beach.

Right column: time series of depth-averaged velocity (Data: black solid line; Briganti et al.

(2011): blue solid line; ANUGA-LBLM: red solid line; Postacchini et al. (2012): magenta

solid line) at PIV2, PIV4 and PIV5 for the sand beach.

43



0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

t = 3.12 s

Z
 [

m
]

TKE [m
2
/s

2
]

t = 3.86 s

TKE [m
2
/s

2
]

Z
 [

m
]

t = 4.67 s

PIV2

TKE [m
2
/s

2
]

Z
 [

m
]

t = 6.97 s

TKE [m
2
/s

2
]

Z
 [

m
]

t = 8.08 s

TKE [m
2
/s

2
]

Z
 [

m
]

0 0.02 0.04 0.06
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

t = 3.26 s

Z
 [

m
]

TKE [m
2
/s

2
]

0 0.02 0.04 0.06

t = 4.15 s

TKE [m
2
/s

2
]

Z
 [

m
]

0 0.02 0.04 0.06

t = 4.97 s

PIV4

TKE [m
2
/s

2
]

Z
 [

m
]

0 0.02 0.04 0.06

t = 6.15 s

TKE [m
2
/s

2
]

Z
 [

m
]

0 0.02 0.04 0.06

t = 7.63 s

 

 

TKE [m
2
/s

2
]

Z
 [

m
]

Figure 8: Numerical (RANS: blue solid line; LES: red solid line) and experimental (open

cirlces) Turbulent Kinetic Energy (TKE) profiles at PIV2 (upper panels) and PIV4 (lower

panels) during different swash phases, bore arrival, uprush, near flow reversal, backwash, and

late backwash.
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(a)	  

(b)	  

Figure 9: Coherent structures for the gravel case during (a) Uprush, t=2.5 sec, λ2 = −700,

(b) Downwash, t=7.0 s, λ2 = −700.
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Figure 10: Time series of bed shear stress (Data: open circles; RANS: blue solid line; LES:

red solid line) at PIV2, PIV4 and PIV5 for the coarse sand beach.
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line; ANUGA: red solid line) and h (Briganti et al. (2011): blue dashed line; ANUGA: red

dashed line) at PIV4 for the coarse sand beach.
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Figure 12: Time series of bed shear stress (Data: open circles Briganti et al. (2011): blue

solid line; ANUGA: red solid line) at PIV2, PIV4 and PIV5 for the coarse sand beach. Note

that at bore arrival Briganti et al. (2011) is above the range of the τb axis of the panels at all

three measurement stations.
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Figure 13: Spatio-temporal distribution of the velocity magnitude in the surface and subsur-

face flow during different times of the swash cycle. The velocity magnitude is represented in

logarithmic scale for visualizing purposes.
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Figure 14: Comparison between ∆zb (solid lines) and h (dashed lines), during four stages of

the swash event under study: t = 2.5925 s, early stage of run-up, t = 5.5555 s, maximum

run-up, t = 6.5924 s early stage of backwash and t = 9.5555 s late stage of backwash: Briganti

et al. (2012) (blue lines) and Postacchini et al. (2012) (red lines).
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